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Introduction: Cluster analysis

What is Cluster Analysis?
Finding groups of objects such that the objects in a group will be 

similar (or related) to one another and different from (or 
unrelated to) the objects in other groups

Inter-cluster 
distances are 
maximized

Intra-cluster 
distances are 

minimized
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Introduction: Cluster analysis

What is Cluster Analysis?
• Cluster: a collection of data objects

Similar to one another within the same cluster
Dissimilar to the objects in other clusters

• Cluster analysis
Grouping a set of data objects into clusters

• Clustering is unsupervised classification:
no predefined classes

• Typical applications:
As a stand-alone tool to get insight into data distribution
As a preprocessing step for other algorithms
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Introduction: Clustering Applications

Marketing: discovering of distinct customer groups

Land use: Identification of areas of similar land use in an earth
observation database

Insurance: Identifying groups of motor insurance policy holders with
a high average claim cost

City-planning: Identifying groups of houses according to their house
type, value, and geographical location
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Introduction: Clustering Applications

Pattern Recognition

Data Mining

Image Processing

Economic Science (especially market research)

WWW
Document classification
Weblog clustering to identify groups of users
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Introduction: Clusters analysis

The notion of a“cluster” cannot be precisely defined. There is a
common denominator: a group of data objects with homogeneity
and separation principles

A clustering method di↵ers in the di↵erent notions of clusters and in
the di↵erent notions of similarity/proximity
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Introduction: Clustering?
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Introduction: Clustering?
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Introduction: Cluster types

•  Partitional algorithms: Construct various partitions and then 
evaluate them by some criterion  
•  Hierarchical algorithms: Create a hierarchical decomposition of 
the set of objects using some criterion 
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Introduction: Data Structures

Cluster analysis operates on two kinds of data structure:

Data Matrix (or design/profile matrix) - structure already used in
previous methods: X = [xij ] , i = 1, 2, . . . , n; j = 1, 2, . . . , p,
where xij is the value of variable j for object i .
This matrix may include:

Quantitative variables (continuous or discrete)
Qualitative variables (nominal or ordinal)

Dissimilarity (or similarity) matrix - structure already mentioned
previously: D = [dij ] i , j = 1, 2, . . . , n is a square, in general
symmetrical matrix, where dij element equal to the value of a chosen
measure of distinction between the i�th and the j�th object. This
matrix can be calculated from the data or by direct observation.
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Introduction: Steps in cluster analysis

1 Object selection
2 Variable selection
3 Variable transformation
4 Create a matrix of relative dissimilarities/similarities between all

objects
5 Decision on the method of combining objects into groups (graphical;

hierarchic; partition; other)
6 Discussion and presentation of results (number of clusters

validation/description/interpretation;)
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Graphical Methods

Stars

library(graphics)
stars(setosa)
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Graphical Methods

Cherno↵ Faces

library(aplpack)
faces(setosa)
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Hierarchical Methods

There are two major types of hierarchical techniques: divisive and
agglomerative

Agglomerative hierarchical techniques are the more commonly used

Agglomerative: This is a“bottom up”approach: each observation starts
in its own cluster, and pairs of clusters are merged as one moves up the
hierarchy.

Divisive: This is a“top down”approach: all observations start in one
cluster, and splits are performed recursively as one moves down the
hierarchy

The results of hierarchical clustering are usually presented in a
two-dimensional diagram known ad dendrogram.
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Hierarchical Methods: Dendrogram
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Hierarchical Methods

1 A dendrogram provides a highly interpretable complete description of the
hierarchical clustering in a graphical format. This is one of the main
reasons for the popularity of hierarchical clustering methods.

2 Cutting the dendrogram horizontally at a particular height we obtain a
partition of the data into clusters

3 A dendrogram is often viewed as a graphical summary of the data rather
than a description of the results of the algorithm

4 Di↵erent hierarchical methods, as well as small changes in the data, can
lead to quite di↵erent dendrograms
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Hierarchical Methods

2

Dendrogram
A clustering of the data objects is obtained by cutting the 
dendrogram at the desired level, then each connected 
component forms a cluster
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Hierarchical Methods

Agglomerative approach

. . . start at the bottom and at each level recursively merge a selected pair
of clusters into a single cluster.
This produces a grouping at the next higher level with one less cluster.
The pair chosen for merging consist of the two groups with the smallest
intergroup dissimilarity

Divisive approach

. . . start at the top and at each level recursively split one of the existing
clusters at that level into two new clusters.
The split is chosen to produce two new groups with the largest
between-group dissimilarity.

In both approaches there are n � 1 levels of hierarchy
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Hierarchical Methods

Hierarchical Clustering

Agglomerative approach

b

d
c

e

a a b

d e
c d e

a b c d e

Step 0 Step 1 Step 2 Step 3 Step 4 bottom-up

Initialization: 

Each object is a cluster

Iteration: 

Merge two clusters which are

most similar to each other;

Until all objects are merged

into a single cluster
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Hierarchical Methods

Hierarchical Clustering

Divisive Approaches

b

d

c

e

a a b

d e
c d e

a b c d e

Step 4 Step 3 Step 2 Step 1 Step 0 Top-down

Initialization:

All objects stay in one cluster

Iteration: 

Select a cluster and split it into

two sub clusters

Until each leaf cluster contains 

only one object

Isabel M. Rodrigues 6. Cluster Analysis



Hierarchical Methods

In the general case, the complexity of agglomerative clustering is
O(n3), which makes them too slow for large data sets.

Divisive clustering with an exhaustive search is O(2n), which is even
worse.

However, for some special cases, optimal e�cient agglomerative
methods (of complexity O(n2)) are known: SLINK for single-linkage
and CLINK for complete-linkage clustering

The procedure described can lead to various methods of grouping, each
di↵ering in the use of each of the following concepts:

similarity/dissimilarity between two objects

similarity/dissimilarity between two groups, also called linkage (or
fusion)
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Proximity measures: What is Similarity?

The quality or state of
being similar;
likeness;. . .

Similarity is hard to
define, but“We know it
when we see it”
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Proximity measures: What is Similarity?

The real meaning of similarity is a philosophical question. We will take a
more pragmatic approach
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Proximity measures: Similarity/Dissimilarity between
objects

the degree of similarity measures the degree of similarity or proximity
between the objects

more similar objects =) larger similarity

more distinct objects =) larger dissimilarity

Dissimilarities and distances

dissimilarities dij between the objects i and j are measures that
allows to translate quantitatively the larger or smaller di↵erences
between the objects in the set of p variables
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Proximity measures: Similarity/Dissimilarity between
objects

Given two objects i and j , dij is a dissimilarity measure if have the
following proprieties:

1 dij � 0, 8i , j = 1, 2, . . . n
2 dii = 0, 8i = 1, 2, . . . n
3 dij = dji , 8i , j = 1, 2, . . . n

Notes:

Almost always requires the positivity (properties 1 and 2)

The property of symmetry (3) sometimes is not verified, although
the measure continues to be useful for defining the dissimilarity. For
example, the case of dissimilarity between two cities i and j can be
measured by the number of people who travel from i to j .

The symmetric property can be re-established if we consider
d⇤
ij =

dij+dji
2
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Proximity measures: Similarity/Dissimilarity between
objects

If in addition, also satisfy the triangular inequality:

dij  dik + dkj , 8i , j , k = 1, 2, . . . n

the dissimilarity is a metric or a distance

Many dissimilarities did not satisfy the previous property. However, some
dissimilarity satisfy another property, too strong, that is ultrametric, i.e.

dij  max(dik , djk), 8i , j , k = 1, 2, . . . n
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Proximity measures: Similarity/Dissimilarity between
objects

The dissimilarity measures depends on the characteristics (variables type)
that we are observing in the objects.

Quantitative variables:

Euclidean distance and its derivatives (weighted Euclidean or
generalized, (eg. Mahalanobis, when the weighting matrix is the
covariance matrix);

Minkowski metrics (Manhattan distance);

Canberra metric;

Correlation coe�cient (it is a similarity should be transformed into
dissimilarity)
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Proximity measures: Similarity/Dissimilarity between
objects

Qualitative variables: (typically measures of similarity)

Coe�cient of concordance

Jaccard coe�cient

Gower and Legendre coe�cient

and many others . . .

For mixed variables:

Romesburg strategy - ignore the type of variables and consider them
all quantitative type, encoding the qualitative;

Perform separate analyses;

Reduce all the variables to binary variables;

Building coe�cient of similarity combined (for example, Gower)
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Proximity measures: Similarity/Dissimilarity between
objects

If they used similarities measures sometimes is possible to convert these
similarities in dissimilarities, for example:

dij = 1� sij

dij = 1� s
2
ij

dij =
p
1� sij

dij =
p

1� s2ij

Isabel M. Rodrigues 6. Cluster Analysis













Similarity/Dissimilarity between cluster/groups

Defining Closeness of Clusters

The key in a hierarchical clustering algorithm is specifying how to
determine the two“closest” clusters at any given step

For the first step, it’s easy: Join the two objects whose distance is
smallest

After that, we have a choice: Do we join two individual objects
together, or merge an object into a cluster that already has multiple
objects?
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Similarity/Dissimilarity between cluster/groups

How to Merge Clusters?
How to measure the distance between clusters?

Distance?

Hint: Distance between clusters is usually 
defined on the basis of distance between 
objects.
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Similarity/Dissimilarity between cluster/groups

How to Merge Clusters?
How to measure the distance between clusters?

n MINMIN
singlele-e-linkage

n MAXMAX
complete
-
mpletecom

--linkage
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Similarity/Dissimilarity between cluster/groups

How to Merge Clusters?
How to measure the distance between clusters?

n averagege-e-linkage

n Centroides

¥ ¥
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Similarity/Dissimilarity between cluster/groups

Let A and B represent two such groups

The single linkage (also called nearest neighbour) , at each step,
joins the clusters whose minimum distance between objects is
smallest, i.e., joins the clusters A and B with the smallest

DAB = min {dij : i 2 A, j 2 B}
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Similarity/Dissimilarity between cluster/groups

Let A and B represent two such groups

Complete linkage (also called farthest neighbour), at each step, joins
the clusters whose maximum distance between objects is smallest,
i.e., joins the clusters A and B with the smallest

DAB = max {dij : i 2 A, j 2 B}
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Similarity/Dissimilarity between cluster/groups

Average linkage (also called Group average) Here the distance
between two clusters is defined as the average distance between all
possible pairs of objects with one object in each pair belonging to a
distinct cluster, i.e.

DAB =
1

nA ⇥ nB

nAX

i=l

nBX

j=1

dij

Centroid method. The distance between two groups A and B is the
distance between group centres or other points considered groups
“representatives” (centroid), i.e.:

DAB = d(x̄A, x̄B),

where x̄A =
P

i2A xi
nA

e x̄B =
P

i2B xi
nB

, where xi is the vector of de p

observations for object i .
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Similarity/Dissimilarity between cluster/groups

Ward method (also called minimum variance method). Ward’s
minimum variance criterion minimizes the total within-cluster
variance. At each step the pair of clusters with minimum
between-cluster distance are merged. This method uses as a
criterion for merger two groups A and B the increased sum of
squares that occurs when the groups A and B are merged together
in a group C = A [ B

SSWC � (SSWA+ SSWB)

where

SSWA =
X

i2A

pX

j=1

(xijA � x̄jA)
2

is the A group sum of squares. Similar expressions for the sum of
squares of B and C.
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Consider the following distance matrix

Isabel M. Rodrigues 6. Cluster Analysis











Nearest neighbour clustering

Decision to merge groups is based on the distance of the nearest member
of the group to the nearest other object.

In our example, with a distance of 2, individuals a and b are the most
similar.
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Next step:

What do we merge next?
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Next step:
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And so on . . .
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We can plot this information
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Furthest neighbour / Complete linkage

Objects are merged when the furthest member of the group is close
enough to the new object
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Furthest neighbour / Complete linkage
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Furthest neighbour / Complete linkage

Actually we still merge d and e, but note the height!
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Furthest neighbour / Complete linkage

Completing the clustering
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Furthest neighbour / Complete linkage

Final merge at height 10
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We can plot this information
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Group average link

Merge two groups is the average distance between them is small enough
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Group average link

Next merge (same order, di↵erent height)
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Group average link

and leaping on a bit
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We can plot this information
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We can plot this information
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Cophenetic Correlation

Obs: dij is the ordinary Euclidean distance between the ith and jth
observations and hij is the dendrogrammatic distance between the model
points i and j . This distance is the height of the node at which these two
points are first joined together.

Isabel M. Rodrigues 6. Cluster Analysis



Agglomerative coe�cient

Agglomerative coe�cient (AC):(cluster library in R) is a measure of
the clustering structure of the dataset.

For each observation i , denote by m(i) its dissimilarity to the first
cluster it is merged with, divided by the dissimilarity of the merger in
the final step of the algorithm. The AC is the average of all 1�m(i).

Isabel M. Rodrigues 6. Cluster Analysis



Reminder: linkages
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Centroid linkage
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Pros and Cons of Hierarchical Clustering

An advantage of hierarchical clustering methods is their
computational speed for small data sets

Another advantage is that the dendrogram gives a picture of the
clustering solution for a variety of choices of k

On the other hand, a major disadvantage is that once two clusters
have been joined, they can never be split apart later in the
algorithm, even if such a move would improve the clustering

The so-called partitioning methods of cluster analysis do not have
this restriction

In addition, hierarchical methods can be less e�cient than
partitioning methods for large data sets, when n is much greater
than k
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Centroid-based clustering (Partitioning method)

In centroid-based clustering, clusters are represented by a central vector,
which may not necessarily be a member of the data set.

When the number of clusters is fixed to k, k-means clustering gives a
formal definition as an optimization problem: find the k cluster center
and assign the objects to the nearest cluster center, such that the
squared distances from the cluster are minimized.

The optimization problem itself is known to be NP-hard, and thus the
common approach is to search only for approximate solutions. A
particularly well known approximative method is “k-means algorithm”
(multivariate statistics) often actually referred to as Lloyd’s algorithm
(computer science).
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How Do Partitioning Methods Work?

Given n objects and k clusters, find a partition of k clusters that
minimizes a given score

Each of the k clusters is usually identified by its centroid Cm with m

is the cluster identifier

Sum of squares is a rather typical score for partitioning methods

Global optimal is possible exhaustively enumerate all partitions

Heuristic methods are always used (k-means and k-medoids)
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k-means

The K-means algorithm is one of the most popular iterative descent
clustering methods. It is intended for situations in which all variables are
of the quantitative type, and squared Euclidean distance is chosen as the
dissimilarity measure

k-means

Given n objects with measures (x1, . . . , xn), we want to split in k

clusters/groups C = C1,C2, . . . ,Ck , k  n, such that minimize the
sum of squared distances in each cluster:

argmin
C

kX

i=1

X

xj2Ci

kxj � µik
2 ,

where µi is the mean in group Ci .

Isabel M. Rodrigues 6. Cluster Analysis



k-means algorithm

Given a current set of k means m(1)
1 ,m(1)

2 , . . . ,m(1)
k :

Assignment step: Assigning each object to the closest (current) cluster
mean:

C
(t)
i =

�
xp :

��xp �m(t)
i

�� 
��xp �m(t)

j

�� 8 1  j  k
 
,

where each object with measure xp is assign exactly to one
group C

(t).

Update step: Calculate the new means to be the centroids of the
observations in the new clusters:

m(t+1)
i =

1

|C (t)
i |

X

xj2C (t)
i

xj
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k-means algorithm

This is done iteratively by repeating the two steps until a stopping
criterion is met. We can apply one of the following termination
conditions:

A fixed number of iterations has been completed. This condition
limits the runtime of the clustering algorithm, but in some cases the
quality of the clustering will be poor because of an insu�cient
number of iterations

Assignment of objects to clusters (the partitioning function) does
not change between iterations

Centroids mi do not change between iterations. This is equivalent to
partitioning function not changing

Let’s take a look: k-means
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Pros and Cons of k-means

Drawbacks

Sensitive to initial seed points

Converge to a local optimum that may be unwanted solution

Need to specify k, the number of clusters, in advance

Unable to handle noisy data and outliers

Not suitable for discovering clusters with non-convex shapes

Applicable only when mean is defined, then what about categorical data?

Advantages

E�cient in computation O(tkn), where n is number of objects, k is
number of clusters, and t is number of iterations. Normally, k, t << n
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k-means

The final clustering depend on the initial cluster center. Sometimes,
di↵erent initial center lead to very di↵erent final outputs.

So, we typically run k-means multiple times (e.g., 10 times), randomly
initializing clusters center for each run, then choose among from
collection of center based on which on gives the smallest within-clusters
variation
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k-medoids⇤

As discussed above, the k-means algorithm is appropriate when the
dissimilarity measure is taken to be squared Euclidean distance

This requires all of the variables to be of the quantitative type. In
addition, using squared Euclidean distance places the highest influence on
the largest distances. This causes the procedure to lack robustness
against outliers that produce very large distances.

These restrictions can be removed at the expense of computation
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k-medoids

The only part of the k-means algorithm that assumes squared Euclidean
distance is the minimization step; the cluster representatives {m1, ...,mk}
are taken to be the means of the currently assigned clusters.

The algorithm can be generalized for use with arbitrarily defined
dissimilarities d(xi , xj) by replacing this step by an explicit optimization
with respect to {m1, ...,mk} –> k-medoids algorithm
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k-medoids

The k-medoids algorithm is a clustering algorithm related to the k-means
algorithm and the medoidshift algorithm.

Both the k-means and k-medoids algorithms are partitional (breaking the
dataset up into groups) and both attempt to minimize the distance
between points labelled to be in a cluster and a point designated as the
centre of that cluster.

In contrast to the k-means algorithm, k-medoids chooses data points as
centres (medoids or representatives) and works with an arbitrary matrix
of distances between data points
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k-medoids

The most common realisation of k-medoid clustering is the Partitioning
Around Medoids (PAM) algorithm:

1 Initialize: randomly select k of the n data points as the medoids
2 Associate each data point to the closest medoid. (“closest”here is

defined using any valid similarity measure)
3 For each medoid m

1 For each non-medoid data point l

1 Swap m and l and compute the total cost of the configuration

4 Select the configuration with the lowest cost
5 Repeat steps 2 to 4 until there is no change in the medoid
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k-medoids

It is more robust to noise and outliers as compared to k-means because it
minimizes a sum of pairwise dissimilarities instead of a sum of squared
Euclidean distances.

A medoid can be defined as the object of a cluster, whose average
dissimilarity to all the objects in the cluster is minimal i.e. it is a most
centrally located point in the cluster.

A useful tool for determining k is the silhouette
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Silhouette

Silhouette refers to a method of interpretation and validation of clusters of
data. The technique provides a succinct graphical representation of how well
each object lies within its cluster

Figure 1. Silhouette width was calculated and the average silhouette width for all samples within one cluster was shown below according

to di↵erent clusters (left panel). The robust cluster was pointed out by blue symbol (left panel) and the silhouette width of each sample in

robust cluster was shown on right panel
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Silhouette

From Peter J. Rousseeuw (1986):

“Is a graphical display proposed for partitioning techniques.

Each cluster is represented by a so-called silhouette, which is based on
the comparison of its tightness and separation

This silhouette shows which objects lie well within their cluster, and
which ones are merely somewhere in between clusters

The entire clustering is displayed by combining the silhouettes into a
single plot, allowing an appreciation of the relative quality of the clusters
and an overview of the data configuration

The average silhouette width provides an evaluation of clustering validity,
and might be used to select an“appropriate”number of clusters”
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Choosing the number of clusters
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This is a hard problem
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Within-cluster variation
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That is not going to work
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Between-cluster variation
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Still not going to work
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CH index
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Example: CH index
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Observations

Same final notes
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Standardization of Observations

If the variables in our data set are of di↵erent types or are measured on
very di↵erent scales, then some variables may play an inappropriately
dominant role in the clustering process

In this case, it is recommended to standardize the variables in some way
before clustering the objects. Possible standardization approaches:

1. Divide each column by its sample standard deviation, so that all
variables have standard deviation 1

2. Divide each variable by its sample range (max-min); Milligan and
Cooper (1988) found that this approach best preserved the clustering
structure

3. Convert data to z-scores by (for each variable) subtracting the sample
mean and then dividing by the sample standard deviation - a common
option in clustering software package
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Cluster Analysis- Interpreting the clusters

The cluster centroid (a mean profile of the cluster on each cluster
variable) is particularly useful in the interpretation stage

Interpretation involves:

Examining and distinguishing characteristics of each cluster’s profile and
identifying substantial di↵erences between clusters

Cluster solution failing to reveal significant di↵erences indicate that other
solutions should be examined

The cluster centroid should also be assessed for correspondence to
researcher’s prior expectation based on theory or practical experience
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Cluster Analysis - Validation

“The validation of clustering structures is the most di�cult and frustrating part
of cluster analysis. Without a strong e↵ort in this direction, cluster analysis will
remain a black art accessible only to those true believers who have experience
and great courage.”

1. Determining the clustering tendency of a set of data, i.e., distinguishing
whether nonrandom structure actually exists in the data

2. Comparing the results of a cluster analysis to externally known results, e.g.,
to externally given class labels

3. Evaluating how well the results of a cluster analysis fit the data without
reference to external information

4. Comparing the results of two di↵erent sets of cluster analyses to determine
the stability of the solution

5. Determining the“correct”number of clusters
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Some numbers...
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