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Resumo

Este trabalho tem como objetivo estudar simulagdes térmicas usando o método de fronteira im-
ersa no software SOL. Particularmente, na interpolacdo de variaveis térmicas relevantes da fronteira
sélida para a fronteira IB. Dois métodos de interpolagao sdo analisados, tendo capacidade de impor
condicoes de fronteira de temperatura e de gradiente térmico. Os métodos sao verificados para prob-
lemas de Taylor-Couette em 2D para baixo Reynolds e com transferéncia de calor, enquanto a sua
ordem de preciséo € verificada. Um estudo de robustez a alteracdes de malha é realizado em ambos
os métodos implementados utilizando malhas estruturadas triangulares, quadrilateras e hexagonais.
Os métodos sdo também testados usando malhas hibridas onde se observa a robustez do método
quadratico desenvolvido. Esta metodologia verifica a inabilidade do método linear em lidar com malhas
de conectividade arbitraria. O método de interpolagdo quadratica foi também usado para simular o
escoamento sobre um cilindro com transferéncia de calor, estudando-se a amostragem de ndmero de
Nusselt ao longo da superficie solida. Apés melhoramentos ao método Neumann foram obtidos resul-
tados concordantes com dados da literatura e com dados obtidos em simulag¢des body fit desenvolvidas
no SOL.

De forma geral, este trabalho verificou o software SOL para escoamentos de Taylor-Couette com
transferéncia de calor através de um método de fronteira imersa com precisdo de segunda ordem,
quer para condicdes de fronteira de Dirichlet quer de Neumann. Adicionalmente, provou-se capaz
de resolver problemas mais complexos de transferéncia de calor em fronteira imersa com valores de
Nusselt comparaveis a literatura.

Palavras-chave: Método de Fronteira Imersa, Mecanica dos Fluidos Computacional,
Transferéncia de Calor, Métodos de interpolacao, Ordem de Precisao

Abstract

This work focuses on the thermal simulation capabilities of SOL using an immersed boundary
method. In particular, on the interpolation of the relevant variables from the original solid boundary
to the IB one. Two schemes for interpolation are studied, capable of imposing both temperature and
heat flux temperature boundary conditions. The schemes are then verified for low-Reynolds 2D Taylor-
Couette flow problems with heat transfer, while also having their theoretical order of accuracy verified.
A mesh robustness study is conducted across both schemes and boundary conditions, using triangu-
lar, quadrilateral, and hexagonal meshes verifying full capability at handling these grid topologies. The
methods are also employed in simulations using hybrid meshes, where the least squares interpolation
method capabilities are demonstrated. This methodology proves that the linear method lacks the robust-
ness necessary to handle grids with arbitrary connectivity. The least squares interpolation method was
also used to simulate flow over a cylinder with heat transfer, employing sampling of Nusselt numbers
across the surface of the solid boundary. After the introduction of enhancements to the Neumann inter-
polation method, the achieved results were concordant with the relevant literature and with the body fit
simulations developed in SOL as a benchmark.

Overall, this work verifies SOL for heat transfer Taylor-Couette flow simulations using the immersed
boundary method for up to second order both for Dirichlet and Neumann boundary conditions. Fur-
thermore, it proved capable of solving more complex boundary heat transfer problems, with a Nusselt
number evolution comparable with the literature.

Keywords: IB-Method, CFD, Heat Transfer, Interpolation Methods, Order of Accuracy
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1 Introduction

1.1 Motivation

Whether it is necessary to describe the behavior of an atmospheric entry vehicle, to design a heat
exchanger or even to evaluate a biological system, engineers are faced with a common issue: fluids.
Fluids comprise liquids, gases, and plasmas, and thus is relevant in a variety of fields ranging from me-
chanical, aerospace, chemical, civil, and biomedical engineering to meteorology, biology, or geophysics.
The branch of physics responsible for the study and evaluation of fluids is called fluid mechanics. [1, 2]

These studies can be related to fluids at rest — in the case of fluid statics — or to the effect of forces
on fluids in motion — fluid dynamics. Both are active fields of research; however, fluid dynamics takes
a major role due to its higher applicability despite its increased complexity. Even though it is a field of
study of recognized importance with multiple historical advancements over the years, most fluids’ related
problems are partly or wholly unsolved. Numerical methods and empirical equations and simplifications
are often used to make these problems solvable. [1]

Due to the nature of fluid mechanics, problems related to fluid flow will satisfy a set of well-documented
and modelled laws. However, from a practical point of view, approaching a real-life problem considering
the full range of fluid behaviour known mostly leads to unsolvable situations. The main objections to
the complete theoretical treatment are geometry and viscosity. Complex geometries and changes in the
viscosity of the fluids lead to complex problems that can be solved using numerical analysis and data
structure, thus being solved with computational fluid dynamics (CFD). [1]

1.2 Computational Fluid Dynamics

CFD started to be used in the late 50’s motivated by the design of aerospace vehicles. The design
and development of these vehicles is hardly conditioned by the harsh and different conditions to which
they are exposed. This implies that sometimes most of the conditions cannot be replicated or, if they
can, the cost is extremely high. To counter these obstacles, CFD surged as an option to simulate the
behavior of the reentering the atmosphere. This not only allowed for the reduction of the price of the
experiments but also a broader set of conditions could be explored and tested. Nowadays, these two
arguments are still valid for all the areas stated above. Whether it is the aerodynamics of a race car or
the behavior of a chemical reactor, simulations using CFD can amplify the spectrum of possibilities while
decreasing the price of the development, drastically. [2, 3]

In the last decades, CFD has become widely popular in multiple areas of study. Figure 1.1 shows the
evolution of papers issued by decade that used CFD methodologies. A growing processing and speed
capacity of computers aligned with the above-mentioned reasons are positioning CFD in the spotlight in
science and engineering works. [2, 3, 4]
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The fundamental basis for fluid dynamics and thus, CFD, is the Navier-Stokes Equations (NSE).
These constitute a set of partial-differential equations that are responsible for the description of a fluid
in motion. To this day, no analytical solution has yet been found to the NSE, leading to the need for
numerical methods, simplifications and data structures already mentioned.

Solving a fluid dynamics problem, independently of its nature, often follows an established method-
ology. This encompasses three distinct procedures: preprocessing, simulation and postprocessing (Fig-
ure 1.2).

Problem definition
Mesh
Boundary conditions

I Procedure Input/outputdata ~ —— Dataflow = ——> Feedback

Mesh
Simulation data

Postprocessing

Figure 1.2: Flowchart of CFD simulation methodology.

Preprocessing is often considered to be the step with the most influence, especially considering it
affects both the simulation and postprocessing. Here the geometry and the physical boundaries of the
problem are defined and often a computer aided design is used. From here, the fluid domain is se-
lected and divided into discrete cells. The complete set of discrete cells forms the mesh. The mesh can
be uniform or non-uniform and the cells can take innumerous shapes (triangular, squared, hexagonal,
polyhedric, variable, etc.). Once the mesh is defined, a model based on the NSE and other possible
equations (e.g. enthalpy, entropy, chemical reaction or kinetics) is derived. Lastly, the boundary condi-
tions are defined and chosen to meet the physical problem. Thus, the preprocessing is finished making
it possible to proceed with the simulation.

During the simulation the derived model is solved iteratively, one time step at a time in the case of
transient simulations. The simulation is responsible for recording all data considered relevant, which will
then be used in the postprocessing. These results can be organized into plots or animations to allow




for a visual representation, they can be used for further calculations, and they can become the initial
conditions, or defining parameters, for a new fluid dynamics problem.

A necessary step in the preprocessing of every CFD problem is the generation of an appropriate
mesh for the domain. This process is of extreme importance and is called meshing. Smaller cells imply
denser meshes and more accuracy of the results but also lead to prolonged computations during the
simulation process. The fact that the fluid domain is being divided means that space is being discretized.
This discretization of space aligned with the discretization of time — possible due to the iteration process
during simulation — allow for the solution of the defined model.

There are several discretization methods, both for space and time. The methods used in this project
will be detailed further ahead in this document. However, there is one methodology that is to be high-
lighted and explored throughout this work: the Immersed Boundary (IB) method. The IB method is not a
discretization scheme but instead it aims to remove the need to discretize the domain several times over
the course of a single transient simulation. For complex geometries or bodies in motion/deformation, the
meshing process is time-consuming as it implies complex meshes to describe the boundary of the body
or remeshing as bodies change their position/shape, respectively. By using the IB method, the mesh
used is fixed and the body can move freely and change its shape with the fluid domain, without the need
for remeshing at each considered point in time (time-step). [5]

This method was introduced in 1972 by Charles Peskin when trying to simulate flow patterns around
heart valves. It was already known that the living heart suffers contraction and distention while working,
thus changing its shape over time. Peskin’s main objective was to evaluate the blood patterns without
having to redefine the mesh several times. [5, 6, 7]

From here, many scientists started to implement this IB method on their simulations and it has
been used in many different fields and with varied applications. The implementation of the IB method
is becoming more and more popular and it has accompanied the evolution of CFD popularity. However,
in the last years, the growth of the IB method in the literature surpassed the CFD growth, meaning that
there is an increasingly tendency to solve CFD problems using IB methods. This tendency is again
illustrated in Figure 1.1. [4]

Following the use of CFD over many different applications, the IB method is also starting to be ap-
plied in multiple disciplines. It started with a biology problem, but nowadays it is used in aerodynamic
studies of vehicles (cars, airplanes etc), wind turbines and the influence of the wind in some terrains, im-
pellers performance on stirring tanks, evaluation of multi-phase systems, chemical reactors, parachutes,
and wings evaluation and many more. [8, 9, 10, 11, 12,13, 14, 15, 16, 17, 18, 19, 20, 21]

Considering the wings of an airplane as an example. During flight, the load on the wings is such
that they deform elastically, this process being a major point of study in aerodynamics. With CFD heat
transfer conjugated problems using IB method, it is possible to evaluate the performance of the wings
both mechanically and thermally taking into consideration the deformation at that instant in time, without
the need for remeshing at each time-step. For a simulation of this magnitude of complexity the ability to
mesh only once cannot be overvalued, being responsible for massive improvements in overall simulation
time and removing the need to interpolate values from one mesh to another, which would be required if
not for the immersed boundary method. The benefits of IB method with thermal calculation capabilities
can also be applied in spaceships, chemical reactors, wind turbines or ships. Any system that currently
requires remeshing over time due to time-variant interfaces of fluid-solid boundaries with heat transfer
can theoretically be improved. [5, 8, 22]




1.3 Objectives

From the examples given above, it is clear that the great majority of the problems that use 1B
methods are already quite complex. The present work focuses on the implementation of IB methods
to study mechanisms of heat transfer within a domain with a moving body. Currently, the scientific
community is leaning towards the resolution of conjugated problems of heat transfer with IB method
implementation. With that, complex body movement and shape can be evaluated together with heat
transfer mechanisms, opening the door for the simulation of more complex systems. The implementation
of these mechanisms can dictate several design specifications, such as how a given material will behave
under certain fluid flow at a given temperature. [5, 8, 22]

Following the tendencies of the CFD branch, the main objective of the present work is to explore
and implement IB methods for conjugated heat problems, in particular to enhance and improve the 1B
method functionality of a pre-existing CFD software developed by LASEF: SOL. This thesis presents
several verifications, tests, evaluations and implementations that contributed to one major aspect: new
thermal capabilities for the IB method of SOL. A description of the software functionalities as well as its
capabilities is featured in the following chapters. Published work developed using SOL can be seen in
[23, 24, 25].

1.4 Contributions to SOL

Both the linear interpolation methods and the least squares interpolation methods presented in this
work were already implemented in SOL when the work presented in this document began. No docu-
mentation about these methods was available. After thorough testing and exploration of the available
code, the methods were found to be analogous to those implemented by Jonas Pereira in [23] for the ve-
locity interpolation. Chapter 3 documents and explains the methodology implemented in these thermal
interpolation methods.

Code for comparing the analytical solution in a Taylor-Couette flow problem with the temperature
field obtained in SOL had already been implemented when the work presented in this documented
began, however it was only functional for unitary Dirichlet conditions. This was improved to be func-
tional with any Dirichlet or Neumann boundary condition, and for varying mesh geometries, as shown in
Chapter 4.

The least squares interpolation methods for Neumann boundary conditions available in SOL failed
to produce the expected results in more complex physical problems, as will be shown in Chapter 5. As
such, Chapter 6 details the implementation of two separate compensation methods implemented in SOL
to overcome this limitation. These methods are implemented with thorough comments in the code to
allow for ease of understanding.

The SOL function responsible for calculating the Nusselt number at the IB boundary was extended
to also allow for Neumann boundary conditions.

A function that calculates the Nusselt number for every face in a Body Fit boundary was also imple-
mented in SOL to facilitate the comparison between simulations utilizing this method and those that use
the IB method, as presented in Chapters 5 and 6.




1.5 Thesis Outline

Throughout the next chapter, Chapter 2, a brief description on the theory behind all the above stated
topics is exposed, in particular: fluid dynamics, CFD and its methods with a special focus on IB method
and the CFD software used - SOL.

Chapter 3 firstly exposes interpolation methods implemented for thermal values at the immersed
boundary. Secondly, it exposes mesh refinement studies for each interpolation scheme, providing an
initial verification of the current implementation of the immersed boundary method on SOL using Taylor
Couette, 2D coannular cylinders, simulations.

In Chapter 4 the same interpolation methods are then subjected to different mesh types and their
robustness and sensitivity to mesh quality and type is studied and discussed.

Chapter 5 presents the study of the developed methods in a flow over a heated cylinder problem
and compares with both literature data and body fit simulations.

Chapter 6 shows the alterations performed on the Neumann interpolation method, while continuing
the simulations of flow over a heated cylinder, until results concordant with the literature are achieved.

Chapter 7 draws the main conclusion on the present work and some possible ideas for future work.




2 Literature Review

The present chapter contextualizes and explains the fundamentals and the concepts needed for the
development of this project. This literature review will focus on the state-of-art on CFD and IB Method.

The first part includes a brief presentation of the pre-existing work developed related to the project
scope. Then, a theory exposure is presented for a better understanding of the chapters that follow.
Lastly, a brief description of the software SOL is shown.

2.1 State of Art

The development of numerical algorithms and computer capacity has been growing rapidly in the
last decades. With this, advanced numerical simulation has become a promising tool to study and
understand fluid dynamics. As mentioned previously, computational fluid dynamics is becoming more
and more popular among several scientific areas. CFD is now trending both in academia and industry.
In fact, it is a growing billion-dollar business responsible for a rise to a large number of employment
opportunities. [2]

Nowadays, there is a lot of information available on CFD in several different fields of application.
Some examples of these applications were already presented in Chapter 1. Other examples include the
evaluation of the aerodynamics of a car, design of aircraft wings or evaluation of the performance of hot-
air balloons. Detailed information about these works can be found elsewhere. [26, 27, 28, 29, 30, 31, 32]

Each day more industries and engineers rely on CFD for analysis, optimization, design, performance
evaluation, among others. Its use has become so widespread that it is even used in animation films and
movies [33]. Trends show that CFD utilization will continue to grow and become an even more powerful
tool.

As the complexity of the problems and geometries to be evaluated increases, different methods to
speed and simplify the solution process arise. The scope of the present work is mainly focus in the
evaluation of one of these methods: the IB Method. As it was observed in the last chapter, the popularity
of this method has accompanied the trends of CFD. In fact, in the last years, more and more problems
are being solved with resort to this methodology. And, just like CFD, the nature of the type of problems
couldn’t be more varied. Ranging from the analysis of the behaviour of fins and wings in nature, to the
evaluation of transonic turbulent flow, or airfoils and nuclear reactors. [34, 35, 36, 37, 38, 39]

As CFD gains interest - as it can save a lot of time, money and effort — the availability of different
commercial software is also growing. Nowadays, an assortment of CFD software is available rang-
ing from open source to licenced. Some examples include OpenFoam, Ansys, Fluent, Star CCM-+,
Autodesk CFD or SimFlow. CFD became so popular that even MATLAB decided to include the CFD-
ToolOpenFoam is an open source software and it's considered one of the most popular among the CFD
community. While some of these software are already equipped with tools for pre-processing (drawing
and meshing tools) and for post-processing (plotting, animation, data visualization), there are also some
programmes to aid in these particular steps. For meshing, Gmsh or Gambit are some examples. Tecplot
and ParaView are some of the most used programmes for post processing.

For the purpose of this work, the CFD software used was SOL, which is an internal CFD software
under development in LASEF — a CFD laboratory in Instituto Superior Técnico. Other software and tools
were also used for this project, namely OpenFoam, Gmsh, Texplot, SimFlow and MATLAB.




2.2 Numerical Methods

The main focus of this work is to evaluate the performance and enhance the IB Method already
implemented in SOL. The IB Method is a method that is responsible for solving the transport phenomena
at the interface between the fluid and the solid.

The purpose of this section is to provide the reader a brief explanation on the main equations and
numerical methods used in this work. To note that these are some of the possible methods available in
SOL.

2.2.1 Types of mesh

To solve a CFD problem, a step of the pre-processing is required. During this step, the computer
aided design (CAD) is performed in accordance with the geometry of the system to be studied. After-
wards, the meshing process takes place. During this step, the geometric defined domain is represented
by smaller discrete cells over which the partial differential equations can be solved. [40]

The process of creating a mesh with good quality and good suitability to the problem to be analysed
is a field of study by itself. This process requires a lot of fine tuning of the parameters of the grid to the
physical problem considered. To note that the solution of the governing equations within several cells
is what is used to approximate the solution of the overall domain. A high-quality mesh is the one that
provides the most accurate solution in the shortest period of time. These two parameters, accuracy and
time, have to find a good compromise since high accuracy requires smaller cells (lower mesh size —
higher number of cells with smaller size) leading to longer computational cost. [40, 41, 42]

Meshes can be divided into three different types: structured, unstructured and hybrid. These dif-
ferent types of meshes have both their advantages and disadvantages in terms of solution accuracy,
complexity of the mesh generation process and computational cost.

Generally, structured meshes are characterized by implicit connectivity, meaning that all interior ver-
tices are topologically alike. When comparing structured to unstructured meshes, the former offer higher
space efficiency (due to the definition of the neighbourhood relationships by storage arrangement), bet-
ter convergence and higher resolution. These meshes are simpler and allow for an easier data access.
[40, 41, 42, 43]

On the other hand, unstructured meshes are defined by irregular connectivity, this implies that the-
ses meshes are hardly expressed as a two-dimensional or three-dimensional array in computer memory.
The vertices of cells of these meshes have arbitrarily varying local neighbourhoods. Here, the connec-
tivity is defined explicitly. This type of meshes are faster for the user to create as they do not require the
division of the domain into several blocks depending on the geometry. The generation of unstructured
grids involves two steps: point creation and definition of connectivity between these points. This type
of grid offers more flexibility and automation, making them more favourable to CFD problems. However,
their accuracy is relatively low when compared to the structured meshes due to the presence of skewed
elements in the sensitive regions — boundary layers, for example. [40, 41, 42, 43]

In order to combine the advantages from both structured and unstructured meshes, hybrid meshes
can be generated. These meshes contain a mixture of structured portions — where the geometry of the
domain is simple — and unstructured portions — where the geometry of the domain is complex. This fact
causes the mesh to be extremely flexible for adaption to complex geometry while not compromising so
much resolution accuracy.




For a better understanding of the geometrical differences of these three types of meshes, Figure
2.1 represents an example of each type.

(a) Structured Mesh (b) Unstructured Mesh (c) Hybrid Mesh
Figure 2.1: Different types of meshes. [43]

For the purpose of comparing mesh sizes it is necessary to define a reference length or character-
istic length (h). The characteristic length defines the mean cell length and provides an idea about the
number of cells that compose the mesh as well as the computational cost. This measurement can be
used for any type of mesh and is calculated according to Equation 1.

h =1/ Cell area 1

Where Cell,.., designates the area of the cell.

Currently, SOL is capable of solving CFD problems using any type of mesh.

2.2.2 Governing Equations

As previously mentioned, any problem related to fluid flow will satisfy a set of well-documented and
modelled laws. The fundamental basis for fluid dynamics and thus CFD, is the Navier-Stokes Equation.
The NSE is a set of partial differential equations that describe a fluid in motion. This set of partial
differential equations is often simplified in accordance with the specifications of the problem to be solved.
The NSE are derived from four different conservation principles: mass, energy, momentum and angular
momentum.

The principal of conservation of mass states that: for a system closed to all transfers of matter and
energy, the mass of the system must remain constant over time. This is described by Equation 2.

Ip

. = 2
g +V-(pu)=0 (2)
Where p represents the density of the fluid and u is the fluid velocity.

The principal of conservation of momentum is described by Equation 3.

3} 2
(gtu)+V-(pu®u):pg—v<p+3uv-u>+V-[uVu+uVTu] (3)




Where g represents the gravity acceleration, p is the pressure and v is the dynamic viscosity of the
fluid.

Additionally, since one of the objectives of this work is to study and evaluate the performance of
conjugated problems using the IB Method, there is the need of using the energy conservation law —
Equation 4.

d (pC,T)
ot

+V-(pC,Tu) = pC,Tu—V-(pu)—V- <§M(V . u)u> +V- [ (Vu+ Vi) |+ V- (AVT)+pQ (4)

Where C, is the volumetric heat capacity, T' is the fluid temperature, \ is the heat conductivity
coefficient and @ is the volumetric heat source.

For the purpose of this work, several assumptions were conducted, namely, it was assumed that
the fluid to be simulated is incompressible and Newtonian. With these assumptions, the principle of
conservation of mass is simplified to yield Equation 5.

V-u=0 (5)

Combining this equation with the momentum equation stated in Equation 3, the Navier-Stokes Equa-
tion is obtained in a simplified form — Equation 6.

ou 1
Eﬁ-v-(u@u)—v-(uvu)—;VP (6)
Equation 6 represents the behaviour of the fluid flow. However, this equation can be transformed to

yield the generalized transport equation — Equation 7.

0
W) 49 (pon) = V- (1,90) + 5, )
Here, ¢ corresponds to the transported variable (fluid velocity in case of Equation 6 but it can also

be temperature, for example). I, is the scalar diffusivity and Sy is the transport equation source term.

The equations presented above can be solved analytically for some simple cases, however, most of
the problems require numerical approaches to solve these equations. Three numerical approaches to
solve the differential equations are available: the finite differences method, the finite elements method
and the finite volume method. Usually, CFD are solved using the finite elements or finite volume meth-
ods. In this work, the finite volume method was used since it was already implemented in SOL.

Using the finite volume method, the differential equations are integrated within the volume of the
cell. Considering Q2 as the finite volume with 9Q and applying this method to the generalized transport
equation (Equation 7) the following equation is obtained:

0
/MdV+/V-(p¢u)dV:/V~(F¢V¢) dV+/ SydV (8)
o Ot Q Q Q
temporal term convective term diftusive term source term

From the Divergence-Theorem, it is known that:




/ V-udV = u.dS (9)
Q a0

/ VodV = | ¢.dS (10)
Q o

The application of this theorem in Equation 8 results in final form of the generalized transport equa-
tion after the numerical treatment using the finite volume method — Equation 11.

0
/Mdv+/ p¢u.dS:/ pF¢,V¢.dS+/ SpdV (11)
o Ot 89 Ere) Q
N—_——
temporal term convective term diftusive term source term

Each of these terms presented in the above equation are treated using different numerical dis-
cretization schemes, which will be explained in the following section.

2.2.3 Discretization Schemes

SOL has several discretization schemes available. For the purpose of this work, discretization
schemes suitable for unstructured grids were considered as they are capable of solving any type of
meshes, offering a more robust response independently of the mesh type.

A brief explanation on the discretization methods for each of the terms represented in Equation 11
is presented below.

2.2.3.1 Temporal Scheme

During this work, all the simulations were performed considering steady-state. That implies that the
transported variables are time independent — do not alter within time. For that reason, the temporal term
in Equation 11 is equal to zero (Equation 12), simplifying that same equation into Equation 13:

/ 9e9) iy — (12)
o ot
—_——

temporal term

/ p¢u.dS:/ pF¢V¢-dS+/S¢dV (13)
o0 o0 Q

convective term diftusive term source term

2.2.3.2 Convective Scheme

The convective scheme is responsible for the discretization of the convective term in Equation 11.
For structured meshes, this scheme is a simple two-point linear interpolation, as described in Equation
14.

¢f = (1 - n)QSPo + 77¢5P1 (14)

Where, ¢; is the transported variable at the face centre of the cell f; ¢p¢ and ¢, are the transported
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variable at cells centroid Pey and Py, respectively and 1 is a blending factor based on geometry distances
given by:

_ If =P

= = 2ol 15
"= [Py =P (15)

Equation 14 is only suitable for structured meshes. As mentioned, unstructured meshes suffer from
the presence of skewed elements. To counter this issue, the convective scheme used for structured
grids is altered by changing the blending factor and by adding to Equation 14 a skewness correction
factor — Equation 16. [24, 44]

¢¢ =nrri¢p, + (1 —nrrr) dp, + (£ —Po — nrri(P1— Po)) (Vo) ¢ (16)

skewness correction

_ (f=Po) - (P1—Py)
NTrRI = (P, — Py) - (P, — Py)

Where (V¢), is the average cell centred gradients of the two considered cells.

With this correction term, the scheme becomes second order accurate for most unstructured grids.
When the skewness factor of the grids gets close to zero, the convective scheme equation reverts to
Equation 14.

2.2.3.3 Diffusive Schemes

Analogously to the convective scheme, the diffusive scheme is needed for the solution of the dif-
fusive term presented in Equation 11. For structured grids, the diffusive scheme is obtained using the
following equation — Equation 18.

_ ép, — 9p,

Vo) =15, =3,|

(18)

For unstructured grids, the diffusive scheme is given by Equation 19. In this equation, a correction
for the warp angle based on tangential correction (TC) is included. This correction is required since the
desired value is in a direction parallel to the face surface vector (Sy). [45, 46]

(Vo)§ = (¢p, — ¢r) Prc — [(VO) s — (P1 = P0).(Vo)s) Prc] (19)

warp angle correction

Where:

Sy

Prc = m (20)

In the above stated equations, ¢p1 and ¢p( represent the transported variable at the centroid of the
cells P, and Py, respectively, and (V¢); is the gradient of the transported variable at the centre of the
face f. Once again, here, the (V¢); is the average of the gradients of the transported variable ¢ at the
centroids P, and P.

If the mesh is structured, the warp angle correction goes to zero and the diffusive scheme is simpli-
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fied to Equation 18.
2.2.3.4 Gradient Scheme

For the computation of the cell centred gradients required in the pressure term of Equation 11, the
Gauss method was used:

1

(Vo)p =1 D &sSy (21)
P rerp)

Here, V), denotes the volume of cell P. In this equation, ¢, was calculated using the convective

scheme for unstructured grids, already presented. The calculation is performed using three iteration

steps by starting the calculation using the convective scheme without the skewness correction factor.

2.2.4 Pressure Velocity Coupling Algorithm

The coupling between the momentum and mass equations requires a coupling algorithm. In SOL,
the SIMPLE and PISO algorithms are available. During this work, the SIMPLE algorithm was used in all
simulations.

2.2.5 Immersed-Boundary Method

As already mentioned, the immersed-boundary method is becoming very popular among the CFD
community as it allows for the solution of more complex problems. This complexity can come from the
geometry of the solids — the more complex the geometry, the harder it is to compute the mesh for the
solid — or the movement of the solid body — if the body is moving within time, its boundaries are changing
position within time requiring a remeshing process at each time step iteration. [5, 8, 47]

When using the 1B method, cells that contain only fluid are isolated from the rest of the domain.
This division of the fluid domain forms the IB boundary — a delimitation of the shape of the solid following
the trends of the mesh, independently of its type. The IB boundary will outline the IB cells and the solid
domain. IB cells are cells that contain the interface solid-fluid. Figure 2.2 depicts a generic IB boundary
considering a random solid geometry in 2D.

Fluid Domain
Solid Domain
* i laituntull | © — IB Face
e e e e o
. h ° * IBCell
. -
L] .
. SOl .
L) L]
L] * L] L ) L]
L] L] L]
[} L ] .
L] L ] L ] L ]
oo felele ELUID
[ ]

Figure 2.2: Generic representation of a 2D random solid geometry and its correspondent IB boundary.
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The implementation of the IB method requires two major steps. The first step is when the entire
mesh is analysed and the IB boundary is determined. Here, the fluid cells are isolated from IB cells
(cells that contain vertices both in the fluid and solid domains) and solid cells. After the determination of
the IB boundary, comes the second step of the IB method which is the transport variables interpolation
from the solid surface boundary to the IB boundary. When using the IB method, the boundary conditions
needed for solving the fluid bulk must be imposed at the IB boundary. Interpolation methods have to be
used for the boundary conditions of the solid.

This methodology is repeated at each time iteration step. However, if the solid interface is not
changing its position nor its shape, the first step is not required. On the contrary, if the body changes
its position or shape throughout time, the 1B boundary will be determined at each time step iteration and
the boundary conditions will be reinterpolated according to the new body position/shape. Afterwards,
the simulation proceeds normally.

In SOL, the IB method was already implemented for isothermal systems, meaning that both continu-
ity and momentum equations could be solved using the IB method. This project focused on implementing
IB method for non-isothermal systems, in order to be possible to solve heat transfer problems and energy
balances using this method.

2.2.6 Boundary Conditions

For solving a differential equation, either ordinary or partial, there is a need to indicate initial and
boundary conditions. Both initial and boundary conditions exist in the form of mathematical equations
and constrain the problems to the specified boundaries.

Initial conditions are responsible for indicating the initial state of the system, generally for ¢ = 0. For
a time-dependent problem of order k& and n dimensions, generally kn initial conditions will be required in
order to solve the differential equation.

Regarding boundary conditions, they generally express the behaviour of the equation at the bound-
ary of the domain that is being solved. A boundary value problem is applied in several branches of
physics and fluid mechanics and, consequently, CFD is no exception. There are five types of boundary
conditions: Dirichlet, Neumann, Robin, Mixed and Cauchy, within which Dirichlet and Neumann are the
most used. Throughout this project and document, several allusions to Dirichlet and Neumann boundary
conditions are presented.

In the case of boundary conditions for the generalized NSE, the Dirichlet boundary conditions pre-
scribes a value BCprrcn e for the transport variable ¢ at the boundary (Equation 22). For example,
in case the transport variable being evaluated is the fluid temperature, the Dirichlet boundary condition
will stipulate a temperature value at the boundary of the fluid. This is also called a boundary condition
of the first kind.

¢» = BCprricuLET (22)

On the other hand, a Neumann condition BC'x gy an v Will define the derivative of the transport variable
¢ at the boundary (Equation 23), which following the example when ¢ = T', the Neumann condition will
stipulate a heat flux at the fluid boundary. This is also called a boundary condition of the second kind.

0
(a(b) = BCONEUMANN (23)
n/y
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2.2.7 Order of Accuracy

The order of accuracy refers to the rate at which a numerical approximation of a differential equation
converges to the analytical solution. Considering the characteristic length h, as given by Equation 1 to
be a parameter that characterizes the approximation, a simulation is said to be of order n if the analytical
error is proportional to i to the nth power.[48, 49, 50]

2.3 SOL

SOL is a computational software to study, solve and analyse CFD problems. As mentioned before,
this software was developed (and it is still under development) by LASEF — Laboratory of Simulation in
Energy and Fluids, a research group in CFD at Instituto Superior Técnico.

The main idea of SOL is to provide LASEF researchers a common platform for their CFD studies.
Each researcher works in their branch of the code, making the software richer and more collaborative.

The software is built using C language and is capable of importing meshes from other CFD software
like STAR CCM or OpenFoam. It can export data in formats compatible with Tecplot or other visualization
tools. All in all, SOL is a complete and powerful CFD software.

Several thesis and papers using SOL were published and are available. [24, 25, 23]
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3 Interpolation Methods’ Study

In this section, an extensive study on the different interpolation methods at the IB boundary is
carried out. Here, the methodology used is described and the results are systematized, compared to
the literature and discussed.

These interpolation methods are applied to a physical problem with a known analytical solution - a
Taylor-Couette Flow Problem. This constitutes the first thermal verification performed on the IB method
implemented in SOL.

Firstly, a linear interpolation method is evidenced and tested. The same process is employed to
describe and test a least squares interpolation method.

Lastly, a comparison of the analytical error of both Neumann and Dirichlet boundary conditions for
the same simulation is performed and discussed.

3.1 Taylor-Couette Flow Problem

This section details the physical problem used to verify the linear thermal interpolation method
detailed in the following chapters.

In order to perform the required tests, a physics problem geometry consisting of the two-dimensional
flow between two cylinders was defined in SOL. This problem is also called a Taylor-Couette flow prob-
lem. All simulations in this chapter were conducted in stationary conditions, and meshes used in this
chapter are hexagonal meshes.

The fluid domain in this problem corresponds to the space between the outer most cylinder with
radius Ry = 1 and and the inner most cylinder with radius Rsor;p = 0,5. The outer most cylinder
is stationary while the inner most cylinder is rotating with a constant angular velocity, up = 1rad/s in
an anti-clockwise direction. A no-slip condition is enforced on all boundaries. Figure 3.1 is a graphical
representation of this problem.

Regarding the temperature field; a Dirichlet boundary condition is applied on the outer wall, which
is maintained at 7; = 0. The boundary condition at the inner circle varies between different simulations.
When a Dirichlet condition is applied, it has a value of Tsorrp = 1. When a Neumann boundary
condition is applied it has a value of [d—T

dr ] r=RsorLIip
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Figure 3.1: Coannular cylinder geometry used for code verification. Figure adapted from Fig 10 in [517].

All Taylor-Couette simulations conducted use Pr = 1 and Re = 0,25 where Prandtl and Reynolds
number are calculated as follow. [52]

Re — ugRsorip (Ro — RsorLip) (24)
14

pr="Y (25)
a

Where v represents the kinematic viscosity and « the thermal diffusivity.

After this physical domain is fully defined, the analytical solution for both velocity and temperature
fields are implemented in SOL. This allows for the calculation of analytical errors for both the velocity
and temperature fields given by each simulation. These solutions are as follow: [51]

For the velocity field:

0 for R; < r < Rsorrp (solid)
ur = 0;  ug(r) = Ro R} 1 R , (26)
_Rgfpfgo;;f; T Ri*”ﬁoup v for Rsorip <1 < R, (fluid)
For the temperature field with a Dirichlet boundary condition at the IB:
- for R, <r <R solid
i) = (To—Tsorip)log(Ro/T) soin { . : (27)
Ty — Ppgipipisa el for Rsorrp < r < R, (fluid)
For the temperature field with a Neumann boundary condition at the IB:
- forR, <r <R solid
T(T) = Tsorip log(Ro/r)+To log(r/Rsorip) SOLID ( . ) (28)
10g((}3o/RsouD) for RsoLip <1 < R, (fluid)
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Where Tsorip = To — ¢éo11p 108 (Ro/Rsorip) -

The errors are obtained by computing the difference between the simulation results and the relevant
analytical solution. The results obtained show consistency with the analytical solution presented, in both
velocity and temperature fields for both boundary conditions considered.

Regarding the dimensions of several variables in these simulations, lengths are made dimension-
less with (Rg — Rsorip), velocity with (ugy Rsorrp) and temperature with Tsorrp.

3.2 Interpolation Methods

This section details all the interpolation methods developed and implemented in SOL for the calcu-
lation of the thermal boundary condition on the IB boundary. Both the linear interpolation methods and
the least squares interpolation methods presented in this Chapter were already implemented in SOL
when the work presented in this documented began. However, no documentation about these methods
was available. After exploring and testing the available code, the methods were found to be analogous
to those implemented by Jonas Pereira in [23] for the velocity interpolation, and are presented in the
following sections.

3.2.1 Linear Method

This section exposes the linear methods developed to interpolate Dirichlet and Neumann bound-
ary conditions from the solid boundary to the IB boundary. Both methods have a theoretical order of
accuracy of 1.

3.2.1.1 Dirichlet Boundary Condition

This subsection details the first order temperature interpolation, this is, using a Dirichlet boundary
condition at the solid boundary.

To linearly interpolate the temperature at the immersed boundary a ratio of distances must first be
defined:

— dl
T d +ds

U (29)

Where d; and d are defined as the distance from the IB face center to the fluid cell center of the
cell containing the IB face and as the distance between the IB face center to the closest solid material
point, respectively. These distances are schematized in Figure 3.2.
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Figure 3.2: Definition of distances and location of interpolated values used in linear interpolation method for
Dirichlet boundary condition.

The temperature at the IB face center can be obtained with a weighted average using the calculated
distance ratio:

Ty =Te(1—n)+nTs (30)

Where T is the interpolated temperature at the IB face center, T, is the temperature at the fluid
cell center which includes the IB face and T is the temperature at the closest solid point. These tem-
peratures are also schematized in Figure 3.2. The calculated temperature is now the Dirichlet boundary
condition applied at the IB face center, allowing the bulk solver to simulate the entire fluid domain.

3.2.1.2 Neumann Boundary Condition

This subsection details the first order temperature gradient interpolation employed at the immersed
boundary. This method is utilized when a Neumann boundary condition is imposed at the solid boundary.

To linearly interpolate the temperature gradient at the immersed boundary the same ratio of dis-
tances defined on Equation 29 is utilized.
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Figure 3.3: Definition of vectors and locations used in the linear interpolation method for Neumann boundary
condition.

Figure 3.3 shows the vectors required for this interpolation. V. represents the temperature gradient
at the fluid cell center, 7i; 5 is the unit length vector normal to the IB face pointing outwards from the solid
body, and @isorrp is the unit length vector normal to the solid body pointing outwards from the solid
body.

Furthermore, two intermediary variables are needed, ¢, and ¢. , which are defined as follows:
¢s =Vr-iip (31)

dr

dn} SOLID

¢c = (1B - lsoLIp) % [ (32)
Where [4L] ., is the value of the normal temperature gradient at the solid boundary, this is, the
Neumann condition being imposed at the solid boundary.

Finally, the value for the temperature gradient at the IB face center is calculated with a weighted av-
erage using the calculated distance ratio in an analogous manner to the linear temperature interpolation
of Equation 30:

b5 = ¢e(l —n) +1s (33)

Where ¢/ is the temperature gradient for the IB face center. This value is now the Neumann bound-
ary condition applied at the IB face center, allowing the bulk solver to simulate the entire fluid domain.

3.2.2 Least Squares Interpolation Method

A second order interpolation scheme for the immersed boundary using the least squares method
is developed, implemented and tested in this section. The scheme differs from the previously explained
linear method in that the temperature interpolation is not calculated considering only one fluid cell and
one body point, but a group of neighbouring fluid cells and geometrical body points. These points are
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arranged in a stencil built using the same algorithm developed by Jonas Pereira [23] for the interpolation
of the velocity values in the IB calculation. The method employed differs when imposing a temperature
or a temperature gradient at the solid boundary, and as such will be explained separately.

3.2.2.1 Dirichlet Boundary Condition

This section details the methodology employed to interpolate a boundary condition for the IB face
from an imposed temperature (Dirichlet BC) on the solid boundary, using a least squares methodology.
The number of points considered varies depending on the local geometry. However, a generic situation

is presented in Figure 3.4, where 5 neighbouring fluid cell centers, 4 IB face centers and 3 solid points
are shown.

[ ] Fluid

o ° ° [ solid

=+ |B boundary

Fluid Cell Center

IB Face Center

® O o

Solid Material Point

Figure 3.4: Schematic of relevant points for creation of the stencil in a generic face f.

In this case, the calculation of the value in face f, ¢, uses a stencil consisting of 5 fluid cell (red
dots) and 3 solid points (black dots). Each of these points represents a value for the temperature. No
values from IB face centres are used for the interpolation.

A quadratic polynomial is now created for each point in the stencil, following the form:

¢ = Bo+ Bz + Poy + B32* + Bay® + Bsay (34)

Where the coefficients j3,, are determined by the least squares method and x and y represent the
points’ coordinates in the simulation’s referential. In matrix form, this equation can be written as: ¢ =
MgWhere g: [50751,62753)64755]T and M :

1L oz oy 28 yi mn

1 29 o 73 y2 T2Y2
M= 0T R (35)

1z yn x% y?L TnYn

Following the least squares method, minimizing the square of the difference between the values
considered at each point corresponds to minimizing the value of ||¢ — Mj||2. Following the works of
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Kariya and Kurata [53] this minimization occurs when the calculation of the vector 3 is perfomed as
follows:

B=(M"-M)" MT¢ (36)

Following the determination of the 5 vector, the temperature at the IB face center is directly calcu-
lated using Equation 34. This calculated temperature is now the Dirichlet boundary condition applied at
the IB face center, allowing the bulk solver to simulate the entire fluid domain.

3.2.2.2 Neumann Boundary Condition

This section details the methodology employed to interpolate a boundary condition for the IB face

from an imposed temperature gradient (Neumann BC) on the solid boundary, using a least squares
methodology.

The same generic detail of the IB cut presented in Figure 3.4 is considered. However, a new
referential is used, centered on the solid point and using the solid points normal direction (vector isorp)
pointing outwards as the x direction and the tangential body direction (vector tso1.7p) as the y direction,
as schemetized in Figure 3.5. All points considered in this section use this referential.

[ ] Fluid

S e o) . Solid

=+ |B boundary

® Fluid Cell Center

O IB Face Center

® Solid Material Point

Figure 3.5: Schematic of relevant points for creation of the stencil in a generic face f for Neumann boundary
condition.

In the generic case presented, 5 neighbouring fluid cell centers and 3 solid points are considered.
The same quadratic polynomial as presented in Equation 34 is used for all fluid cell center points.
However, the value inherited from solid points is a temperature derivative, forcing that the quadratic

polynomial in Equation 34 must be differentiated with respect to = , the normal body direction, resulting
in Equation 37.

? = B1 + 2203 + Bsy (37)
x

Since the matrix includes rows relative to points with thermal information in the form of temperature,
and points with information in the form of temperature gradients, Equation 37 is multiplied by the char-
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acteristic length h prior to it’s introduction in the matrix as a way to ensure the same dimensions across
both types of rows of matrix Mycumann-

Thus, the main differences from the methodology employed in Section 3.2.2.1 lies in the construc-
tion of matrix Mycumann @S s€en in Equation 38.

Lz o i yi
1z yo 3 Ys T2y
MNeumann =11 Ty  Yn l% y% TnlYn (38)

0 h 0 2z,11h 0 yppih

0 h 0 2zp4mh 0 Ynimh

Where n is the number of fluid cell centers in the stencil and m is the number of solid points in the
stencil. After Equation 36 has been solved and the value for the § coefficients is known, the temperature
gradient at the IB cell centered is calculated by first finding the gradient at this point, in the considered
coordinate system, by using Equation 37 as well as the derivative in the second direction, presented in
Equation 39.

Zﬁ = P2+ 2yBs + Bsx (39)
Y

The Neumann condition imposed at the IB face center simply becomes the temperature gradient
that occurs in the direction of the face normal.

3.3 Results and Discussion

In this section the results from mesh refinement studies for the Taylor-Couette flow problem simula-
tions using the various interpolation methods are exposed, evaluated and discussed.

3.3.1 Velocity

This section relates to the results for the velocity field obtained. Figure 3.6 shows the observed
order of accuracy for these values and Figure 3.7 represents the velocity field in the fluid domain.
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Figure 3.6: Convergence of the mean velocity error for a simulations.

Taylor-Couette flow simulation.

The observed error decay was obtained by computing a trend line of the different mean errors
associated to different mesh refinements. This error decay corresponds to the slope of the trend line
obtained in a log-log space. For the velocity field, the slope obtained is equal to 2,16.

Since the simulation of the velocity field, and consequently the pressure field, are decoupled from
the calculation of the temperature field, the velocity and pressure fields above are valid for all Taylor-
Couette simulations present in this document.

3.3.2 Linear Interpolation Method

This section presents the results for the temperature field obtained using the linear interpolation
methods described in Chapter 3.2.1. Figure 3.8 shows the observed behaviour of the mean error for a
mesh refinement study.

© Dirichlet
© Neumann -
- - -1st order slope -

103
102 107"

Cell reference length - h
Figure 3.8: Convergence of the mean temperature error for a Taylor-Couette flow simulation.
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Table 3.1: Observed order of convergence using the linear interpolation method for both boundary conditions.

Linear
Imposed Temperature 0.88
(Dirichlet BC) ’
Imposed Temperature Gradient 1.20

(Neumann BC)

Table 3.1 represents the observed orders of accuracy for the linear interpolation methods, obtained
in an analogous manner to trend line methodology used for the velocity field.

Both schemes’ observed order of accuracy are within an acceptable variance of the expected value
of 1. The method for imposed temperature, despite having a deviation of 12% from the expected value,
has lower analytical error in all considered meshes than the imposed temperature gradient method,
despite its considerably higher observed order of accuracy. Since these methods present first degree
order of accuracy, a mesh refinement study for a physical problem with coupling of the thermal and
velocity fields would lead to a decrease of the velocity field calculation’s order of accuracy. To address
the need for a higher order thermal interpolation method, the least squares method is studied in Section
3.3.3.

3.3.3 Least Squares Interpolation Method

This section presents the results obtained using the least squares interpolation method for the
calculation of the thermal boundary conditions at the IB boundary. The values presented were obtained
using both considered boundary conditions.

These results are used for the mesh refinement study using both Dirichlet and Neumann boundary
conditions. The methodology used is explained below.

Using the analytical expression of the temperature field, Equations 27 and 28, it is possible to
calculate both the imposed temperature and the imposed heat flux at the immersed boundary for which
the resultant temperature field is the same.

The solution for the Dirichlet boundary condition, Equation 27, can be differentiated in regards to

the radius, resulting in:
dl'  Tsorip —To

— = o
dr rlog RsorLip

(40)

From this result any pair of values for Dirichlet and Neumann boundary conditions can be ob-
tained, considering a Dirichlet boundary condition defined by Tsor;p and a Neumann boundary con-
dition by [%]T:RSOMD. Thus, the resultant temperature field from imposing a Dirichlet boundary con-
dition of Tsorrp = 1 is the same as the obtained from imposing the Neumann boundary condition
(4L = 2.885390. The physical problem is then simulated for both these conditions.

W]r=RsoL1D

Figure 3.9 shows the observed behaviour of the mean temperature error, Table 3.2 shows the ob-
served order of accuracy and Figure 3.10 shows the resultant temperature field for a Dirichlet boundary
condition of Tsorrp = 1.
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Figure 3.9: Convergence of the mean temperature error  Figure 3.10: Temperature field for Taylor-Couette
for a Taylor-Couette flow simulation with least squares simulation.
interpolation method at the IB for Neumann and Dirichlet
boundary conditions.

Table 3.2: Observed order of convergence using the least squares interpolation method for both boundary
conditions.

Least Squares

Imposed Temperature 509
(Dirichlet BC) ’
Imposed Temperature Gradient

(Neumann BC) 1,85

The results obtained with the least squares interpolation methods present a similar situation to the
results obtained with linear methods since both boundary conditions observed order of convergence has
a maximum deviation of 7,5% from the theoretical value of 2. This maximum deviation occurs for the
Neumann boundary condition. The overall analytical error is an entire order of magnitude below that
of the linear interpolation methods for most of the considered meshes, as is expected for higher order
schemes. The least squares interpolation method also has a reasonably lower error when imposing
temperature gradient rather than temperature. This difference is believed to be due to the physical
problem considered, a Taylor-Couette flow problem, since it results in a purely diffusive one dimensional
problem, if only considering the temperature field. Thus, it is preferable to impose a temperature gradient
in the solid body, and thus in the IB boundary, than to impose a temperature, since the gradient can
immediately be imposed in the diffusive flux at the face. Further testing of this method is presented in
Chapter 4.
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4 Mesh Geometry Robustness Study

In this chapter, the interpolation methods implemented and discussed in Chapter 3 are tested and
verified on both structured and hybrid meshes, both for imposed temperature and imposed temperature
gradient at the solid boundary. The results are then presented and discussed.

Testing the current capabilities of SOL at handling heat exchange over an immersed boundary using
several different types of mesh and levels of refinement presents an invaluable opportunity to assess the
robustness of both the methods developed and implemented in Chapter 3 and of SOL as a whole.

SOL’s response to this kind of testing can indicate both limitations in some methods’ mesh handling
and other methods’ capabilities at solving the same problem. This knowledge enables an advantageous
starting point for future simulations being employed using the optimal approach and optimal interpolation
methodology selection.

All simulations in this chapter follow the same methodology described in section 3.1 of a Taylor-
Couette physical problem.

4.1 Structured Meshes

In this section the structured meshes selected for the tests are presented.

Three different types of structured meshes are considered. The first type of meshes used are
hexagonal, strictly structured in the fluid domain. The second type of structured mesh employed are
triangular meshes, with some small variance in cell connectivity near the outer circle due to the body
fitted nature of the mesh in regards to this outer boundary. The third and last type of mesh considered
are fully structured radial quadrilateral mesh. For all types of meshes employed, three different levels
of refinement are considered, corresponding to three different characteristic lengths, calculated using
Equation 1.

The 3 different types of structured meshes used are represented in Figure 4.1.
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Figure 4.1: Different types of structured meshes used for robustness testing. The IB boundary is represented in
blue. Body-fitted boundaries are represented in black.

The boundary found inside the IB boundary of meshes type (c) - Radial Quadrilateral has no rel-
evance to the current simulations since it is entirely inside the solid boundary and consequently the 1B
boundary, being however necessary for the meshing process of such grids.

It is also worth noting that meshes of the type (c) - Radial Quadrilateral are extremely well suited
to the Taylor-Couette flow problem, with cells perfectly aligned along the only direction on which heat

diffusion occurs - radial. This must be taken into consideration when comparing the results using this
mesh type to others.
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Figure 4.2: Detail of the IB cut and solid boundary on the coarsest radial quadrilateral mesh.

This geometry also presents advantages in regards to the IB cut, since the IB boundary has the
same geometry as the solid body, a circle. However, the IB boundary is not coincident with the solid
boundary, as shown in Figure 4.2.

411

Linear Interpolation Methods Results and Discussion

This section exposes the results from the Taylor-Couette simulations using the structured meshes
described in the previous section (Chapter 4.1). Considering the known analytical solution (Equations 27
and 28) the resultant temperature field can be translated into mean analytical errors, which are presented
in this section. All results are obtained using the linear interpolation method described in Section 3.2.1.
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(a) Error decay with Dirichlet boundary condition. (b) Error decay with Neumann boundary condition.
Figure 4.3: Observed error decay with linear interpolation method for various mesh types.
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Table 4.1: Observed order of convergence with linear method for three different meshes and boundary conditions.

Triangular Quadrilateral Hexagonal
Imposed Temperature
(Dirichlet BC) 0,82 2,35 0,88
Imposed Temperature Gradient 0,88 1,83 1,20

(Neumann BC)

Figure 4.3 shows the observed behaviour for the considered methods, across both bondary con-
ditions considered. Table 4.1 presents the observed order of accuracy for all studies presented in this
section.

The mesh refinement studies conducted for the linear interpolation methods in this Section demon-
strate a slight decrease in the observed order of accuracy when using triangular structured meshes
compared to hexagonal meshes, which is an expected result. The higher computational power required
to mesh a geometry using hexagonal cells is well documented to improve accuracy of schemes over
the easier to mesh triangular geometries. The observed order of accuracy for triangular meshes has a
maximum deviation of 18% from the theoretical value of 1, which while considerable is compensated by
a much easier meshing process, as mentioned. [40]

The major outliers are the results obtained when using quadrilateral radial meshes, where an ob-
served order of accuracy much higher than the theoretical value of 1 is verified. Considering the excep-
tional quality these meshes possess for the current problem, as described in Chapter 4.1, these values
do not point to a particularly capable scheme, but instead to a high sensibility to mesh quality. This
hypothesis is tested in Chapter 4.2.

4.1.2 Least Squares Interpolation Method Results and Discussion

Analogously to the previous Section 4.1.1, this section exposes the results from the Taylor-Couette
simulations using the structured meshes described in Section 4.1. Considering the known analytical
solution (Equations 27 and 28) the resultant temperature field can be translated into mean analytical
errors, which are presented here. All results are obtained using the least squares interpolation method
described in Section 3.2.2.
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(a) Error decay with Dirichlet boundary condition.
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(b) Error decay with Neumann boundary condition.

Figure 4.4: Observed error decay with least squares interpolation method for various mesh types.
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Table 4.2: Observed order of convergence with with least squares interpolation method for three different meshes
and boundary conditions.

Triangular Quadrilateral Hexagonal

Imposed Temperature
(Dirichlet BC) 1,93 1,51 2,25
Imposed Temperature Gradient

(Neumann BC) 1,78 2,28 1,85

Table 4.2 presents the observed order of convergence for the Dirichlet boundary condition refine-
ment study shown in Figure 4.4a and for the Neumann boundary condition shown in Figure 4.4b. Fig-
ure 4.5 shows the temperature field resultant from a Taylor-Couette flow simulation with unit Neumann
boundary condition.
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0.02

Figure 4.5: Temperature field for a triangular mesh using least squares interpolation method and a unitary
Neumann boundary condition.

The mesh refinement studies conducted for the least squares interpolation method in this Sec-
tion demonstrate a slight decrease in the observed order of accuracy when using triangular structured
meshes compared to hexagonal meshes, which is an expected result which was also observed in the
behaviour of the linear interpolation methods.

The major point to note is the result obtained when using quadrilateral radial meshes, where an
observed order of accuracy half an order lower than the theoretical value of 2 is verified. This order of
accuracy is in fact lower than that registered for the same meshes when utilizing a linear interpolation
method. Considering the exceptional quality these meshes possess for the current problem, as de-
scribed in Chapter 4.1, this behaviour points to a mesh geometry particularly optimal to implement the
linear interpolation method, which resulted in an exceedingly higher order of accuracy than expected
when using this method. Overall, these quadrilateral meshes observed behaviour is concordant with
what was expected, with deviations due to it’s particularly good fitting to the current physical problem.

It is worth noting that all three structured mesh types considered can be reused for conjugate
heat transfer problems, with varying advantages. The higher coarseness inside the IB boundary for
the hexagonal meshes would be of great value in conjugate heat transfer problems since the solid
domain would represent a purely diffusive problem, which coupled with the much higher typical thermal
conductivity of solids compared to that of fluids leads to the lower need for mesh refinement in this area.
Complementarily, the radial quadrilateral meshes’ internal boundary would be appropriate to represent,
for example, an imposed heat flux typically associated with an electrical resistance, running through a
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solid submerged in a fluid onto which it is dissipating heat.

4.2 Hybrid Meshes

In this section the hybrid meshes employed for testing are presented.

These hybrid meshes have a much wider range of connectivity compared to the previously consid-
ered structured meshes (Section 4.1). While most elements on these grids are quadrilaterals, triangles
also occur, which means each vertex belongs to a varying number of cells, ranging from 3to 5. The char-
acteristics of these meshes lead to a higher difficulty for the interpolation methods at the IB boundary to
function at the expected order of accuracy.
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Figure 4.6: Example of a hybrid mesh used for robustness testing. The IB boundary is represented in blue. The
outer circle, a body-fitted boundary, is represented in black.

Five hybrid meshes of similar geometry but varying levels of refinement were considered. Figure
4.6 shows one such mesh, the second coarsest. This figure also demonstrates the higher complexity of
the IB boundary when compared to structured meshes in Section 4.1.

4.2.1 Results

This section presents all the results of the mesh refinement studies conducted on hybrid meshes.
Figure 4.7 shows the observed behaviour, and Table 4.3 presents the observed order of accuracy for all
used methods and boundary conditions.
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(a) Observed error decay with linear interpolation method (b) Observed error decay with least squares interpolation
for hybrid meshes. method for hybrid meshes.

Figure 4.7: Observed error decay for hybrid meshes.

Table 4.3: Observed order of convergence in hybrid meshes.

Linear Least Squares

Imposed Temperature
(Dirichlet BC) 0,37 1,59
Imposed Temperature Gradient

(Neumann BC) 4,02 2,89

Table 4.8 shows the temperature field obtained using a hybrid mesh and Neumann boundary con-
dition.
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Figure 4.8: Temperature field for a hybrid mesh using least squares interpolation method and a unitary Neumann
boundary condition.

4.2.2 Discussion

This section discusses the results obtained in Chapter 4.2, in which mesh refinement studies are
conducted using both linear and least squares interpolation method using hybrid meshes. Firstly, the
results obtained when using the linear interpolation method show a complete lack of sensitivity of the
mean temperature error in regards to mesh refinement, pointing to a high degree of mesh sensitivity,
as postulated in Section 4.1.1. These methods are not considered capable of handling hybrid mesh
geometries, and are discouraged from being used outside of structured mesh types.
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The least squares interpolation method shows variable robustness when handling hybrid meshes.
When imposing a temperature gradient at the solid boundary, the observed order of accuracy is in fact
higher than the theoretical value of 2. However, when imposing temperature, the observed order of
accuracy experiences a decrease of 21% regarding the expected second order behaviour. It is known
that when the maximum error for the temperature field has no variation across a mesh refinement study,
the order of accuracy of the mean error lowers by at least 1. The hypothesis that this phenomenon was
occurring was verified and is presented in Figure 4.9.
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Figure 4.9: Temperature maximum error for least squares interpolation method using Dirichlet boundary condition
in hybrid meshes.

It is verified that the maximum error remains mostly constant for all meshes, with a observed order
of accuracy of only 0,3. This shows that the error for the temperature field when using least squares
interpolation method for Dirichlet boundary condition is following a much higher order of accuracy than
the observed value of 1,59, in almost the entire domain, except for the region on which the maximum
error occurs which is responsible for this drop. Overall, the developed least squares interpolation method
for thermal interpolations at the immersed boundary is robust and capable of handling hybrid meshes.
A boundary condition of imposed temperature gradient (Neumann) appears to be the optimal way to
impose boundary conditions using this method.
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5 Heat Transfer on the Surface of a Cylinder

This chapter describes the simulation of heat transfer problem involving flow over a stationary cylin-
der using the immersed boundary method and the least squares interpolation method developed in
Chapter 3 using SOL. A body fitted approach is also detailed and simulated using SOL, in an effort to
compare the obtained data from the IB method to the more commonly used body fit approach.

The rate of heat transfer across the surface of the cylinder is studied and the results discussed in
this chapter.

5.1 Definition of the physical problem

This section details the physical problem used in all simulations in Chapters 5 and 6.

The fluid domain comprises a rectangular geometry with one inlet on which flow enters the geometry
with horizontal free stream velocity Uy = 1, null vertical velocity and temperature T, = 0, and one outlet
with p = 0 and null velocity derivatives. Both bottom and top walls have temperature Ty 4, = 0 as a
Dirichlet boundary condition and no permeability, this is, null vertical velocity. Figure 5.1 schematizes
this problem. The computational domain size is 25,6 x 12,8 and the circle center is located at (6,4;6,4)
and has diameter D = 1. [54]
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Figure 5.1: Schematic of physical problem.

All simulations conducted use Pr = 0.7 and Re = 20, where Prandtl and Reynolds number are, for
this simulation, calculated as shown in Equations 41 and 42, as demonstrated by Zhang in [54].

Re = 200 (41)

(42)

In the following simulations in Chapters 5 and 6, when an isothermal boundary condition is applied
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at the solid boundary, a condition of Ts.;;4 = 1 is considered.

Regarding the iso-heat-flux boundary condition at the solid boundary, and following the work of
Zhang2008 [54] where the heat flux is defined as shown in Equation 43, the temperature gradient im-
posed at the solid boundary is 4L = —1.

q= _(%)IB (43)

5.2 Immersed Boundary Method Meshes

This Section details the meshes utilized in the simulations of the physical problem detailed in Section
5.1, when utilizing the Immersed Boundary method. All simulations using the 1B method in Chapters 5
and 6 utilize these meshes.

All meshes considered have square elements of constant size across the entire mesh. Figure 5.2
shows the coarsest mesh considered. All boundaries are highlighted in blue, including the boundary
created by the Immersed Boundary method. Figure 5.3 shows a detail of this same mesh, where the 1B
boundary is highlighted in blue and the solid boundary is highlighted in black.

Figure 5.2: Coarsest mesh utilized with highlighted boundaries.
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Figure 5.3: Detail of coarsest mesh utilized where the IB boundary is highlighted in blue and the solid boundary is
highlighted in black.

Eight different refinement levels are considered. Table 5.1 shows the grid size, number of cells and
overall domain size as a function of cells for all meshes.
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Table 5.1: Characteristics of meshes used for IB method.
Length (humber Height (hnumber Total Domain Diameter (number

h of cells) of cells) (number of cells) of cells)
0,20 128 64 8192 5,00
0,19 132 66 8712 5,16
0,10 256 128 32768 10,00
0,10 260 130 33800 10,16
0,08 316 158 49928 12,34
0,07 362 181 65522 14,14
0,06 422 211 89042 16,48
0,05 508 254 129032 19,84

5.3 Nusselt Sampling

In this physical problem, the most important variable analysed was the distribution of the Nusselt
number over the cylinder surface. Figure 5.4 illustrates the definition of the referential used, using § mea-
sured concentric with the cylinder. The Nusselt number variation over the cylinder’s body is presented
as a function of 6, a angle defined in the clockwise direction starting from the surface point closest to the
inlet.

Figure 5.4: Detail from the temperature field for a Dirichlet BC simulation showing the IB cut and the definition of
angle 6

The method employed to calculate the local Nusselt number differs depending on the boundary
condition being imposed and the method, whether it is IB or bodyfitted. For the immersed boundary
simulations, the calculations are performed as follows, as shown by Zhang in [54].

For the isothermal boundary condition, Nusselt is calculated using Equation 44 for each IB face.

dr

Nuy=——
Y dn

(44)

where n refers to the normal direction at the main solid point, pointing away from the solid body.

This temperature gradient is obtained after solving the matricial problem detailed in Section 3.2.2.2,
which provides the full vector 3. Considering that the coordinate system used is centered on the main
solid point and as such z = 0 and y = 0, Equations 37 and 39 can be simplified to obtain Equations 45
and 46.
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@ _

e B1 (45)
do _
q B2 (46)

After obtaining the temperature gradient at the solid point, a vector dot product is then used to
determine the gradient acting on the direction of the vector normal to the solid body, pointing outwards,
as evidenced in Equation 47, thus allowing for the calculation of the Nusselt number.

dT .
o= VT it = (pr; f2) - (nz;ny) (47)
For the iso-heat-flux boundary condition, Nusselt is expressed using Equation 48.

1
Nu=—
Y=

Where T is the dimensionless temperature at the main solid point.

Analogously to the Dirichlet boundary case, this temperature is obtained after solving the matricial
problem detailed in Section 3.2.2.2, which provides the full vector 3. Since the referential used is cen-
tered at the main solid point, Equation 34 simplifies into Equation 49 allowing for the calculation of the
Nusselt number.

¢ =bo (49)

Section 6.1 will detail the use of a changed referential system centered on the IB face center for the
Neumann interpolation mode, which requires the use of the full Equation 34 to find the temperature at
the main solid point.

The following section demonstrates how Nusselt is calculated for Body Fitted mesh simulations.

5.4 Body Fit Approach

This section details the body fit approach utilized in this work. A body fit approach is the most used
methodology for handling boundaries in CFD and is defined by having the mesh fitted and defined by
the geometry boundaries themselves. Several different meshes using a body fit approach to the solid
body are utilized, using varying degrees of refinement. This section details their geometry and how the
necessary data, namely the Nusselt number, is locally calculated to provide a valid comparison to the IB
method.

The body fitted meshes utilized follow the geometry shown in figure 5.5, where the solid boundary
is represented by a mesh boundary, indistinguishable from the remaining mesh boundaries. The solid
boundary conditions, such as non-permeability, no slip condition and thermal Dirichlet or Neumann are
applied directly to this mesh boundary.
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FrA T

Figure 5.5: Example of a Quadrilateral Mesh using a body fit approach to the cylinder boundary.

Table 5.2 shows the different refinement levels considered for this mesh geometry, and the corre-
sponding total number of cells.

Table 5.2: Mesh size and characteristic length of all Body Fit meshes considered.

h Total number of cells

0,17 11194
0,14 16563
0,12 20562
0,08 47037
0,07 56680

A calculation of the local Nusselt number is performed in order to compare with the 1B method
results. Figure 5.6 schematizes the geometric points relevant to the calculation.

e

® Fluid Cell Center

® Boundary Face Center

/
Figure 5.6: Detail of a Quadrilateral Mesh using a body fit approach to the cylinder boundary.

For the isothermal boundary condition, Nusselt is defined by Equation 44, where the derivative is
estimated by utilizing the finite difference evidenced in Equation 50.

dfTﬁTF—TC
dn d




For the iso-heat-flux boundary condition, Nusselt is calculated using Equation 48, where the dimen-
sionless temperature is calculated via Equation 51.

T
T:d—d—i-Tc (51)
dn

5.5 Results

This section presents the results obtained for the simulations defined in Section 5. The results will
be analysed separately when using Dirichlet or Neumann boundary conditions.

5.5.1 Dirichlet Results

This section presents the results obtained for the simulations defined in Section 5 using a Dirichlet
boundary condition, this is, an isothermal condition imposed on the cylinder.

A refinement study was conducted which considered all grid sizes defined in Section 5.2 using the
IB method. Figure 5.7 shows the resultant temperature field on the entire fluid domain for the IB mesh
with A = 0.1.
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Figure 5.7: Temperature field for whole domain with Dirichlet BC.

Figure 5.8 shows a detail of the resultant temperature field around the cylinder for a Dirichlet bound-
ary condition using the 1B method, while Figure 5.9 shows the same detail of the resultant temperature
field while using a body fit approach.
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Figure 5.8: Detail of temperature field for cylinder with Figure 5.9: Detail of temperature field for cylinder with
Dirichlet BC using IB method and a mesh with h = 0.1.

Dirichlet BC using Body Fit method.

Figure 5.10 and Figure Figure 5.11 refer to the Nusselt distribution for the coarsest and finest mesh
considered for the IB method and the body fit method, respectively. Further results for simulations
conducted on all mesh refinements considered can be found on Annex A.
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Figure 5.10: Nusselt number distribution over surface of Figure 5.11: Nusselt number distribution over surface of
cylinder for the coarsest and most refined mesh using the cylinder for the coarsest and most refined mesh using a

IB method with a Dirichlet boundary condition.

body fit approach with a Dirichlet boundary condition.

Figure 5.12 compares the results from the most refined meshes to the results obtained by Zhang in
[54] and to results obtained in SOL using the body fit methodology presented in section 5.4.
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5.5.2 Neumann Results

This section presents the results obtained for the simulations defined in Section 5 using a Neumann
boundary condition, this is, a iso-heat-flux condition imposed at the solid boundary.

Figure 5.13 shows a detail of the resultant temperature field around the cylinder for a Neumann
boundary condition using the IB method, while Figure 5.14 shows the same detail of the resultant tem-
perature field while using a body fit approach.
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Figure 5.13: Detail of temperature field for cylinder with Figure 5.14: Detail of temperature field for cylinder with
Neumann BC using IB method with coarsest mesh. Neumann BC using Body Fit method.

Considering the unexpected nature of these results for all mesh refinements considered, no further
results that utilize this Neumann interpolation method for the IB boundary are presented. These results
indicate an error is occurring in the Neumann least squares interpolation method used. Chapter 6
addresses this limitation.

Figure 5.15 shows the Nusselt distribution for the coarsest and finest mesh considered utilizing the
body fit method. Further results for simulations conducted on all mesh refinements considered can be
found on Annex A.
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5.6 Discussion

The Nusselt number, a metric of the ratio of convective heat transfer over conductive heat transfer
across a surface, is an adimensional number often used in solid-fluid heat transfer simulations. Using
SOL and the methods developed in Chapter 3.2 it is possible to conduct heat transfer simulations of the
flow over a cylinder with surface sampling of Nusselt numbers, allowing for a more in depth analysis.
The physical problem as detailed in Section 5.1 represents the simulation chosen to study the behaviour
of the presented interpolation methods. A simulation utilizing a standard body fit approach serves as a
baseline comparison, as do the results obtained by Zhang in [54].

Considering the study of the Dirichlet least squares interpolation method, Figure 5.10 demonstrates
a two fold behaviour for the isothermal simulations conducted. When considering the half of the cylinder
facing the wake, a coarse mesh is sufficient for SOL to achieve data highly consistent with the numerical
results from Zhang [54]. However, in the leading half of the cylinder and in particular at the leading
stagnation point, the Nusselt number for both methods utilized in SOL, IB and bodyfit, overshoot the
considered data by approximately 13% and 6%, respectively, representing a considerable deviation.
This phenomenon can occur due to several factors, including the confining effects of the fluid domain.
This hypothesis was tested by simulating the same exact flow case in a bigger computational domain.
Figure 5.16 shows the comparison between the literature, and the two domain sizes considered.
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Figure 5.16: Detail from the temperature field showing the IB cut and the definition of angle 6.
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No relevant variation was detected, reducing the possibility that confinement effects are the cause
of the detected overshoot.

Considering that the deviation from the literature data occurs for both methods considered, the un-
derlying cause cannot be easily attributed, and may be due to a difference in the geometry or boundary
conditions of the domain imposed by Zhang in [54], to those imposed in this work.

It is known from the literature, including from the work done by Zhang in [54] that for the consid-
ered Reynolds number, Re = 20, the expected results have stationary wakes, resulting in a symmetric
temperature field in regards to y = 6.4, as is verified for the Dirichlet results in Chapter 5.5.1. How-
ever, Figure 5.13 demonstrates that the interpolation method for Neumann boundary conditions does
not produce a valid temperature field, since it does not in fact produce a symmetric temperature wake,
revealing that the current interpolation method for Neumann boundary conditions in incapable of pro-
ducing coherent results for the physical problem considered. The results for the Neumann boundary
condition utilizing a body fit approach, presented in Figure 5.14 do demonstrate the correct behaviour.
As such, modifications to the Neumann interpolation method were developed, implemented and tested,
and are presented in Chapter 6.
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6 Modified Neumann Interpolation Methods

This Chapter details the modifications applied to the interpolation method presented in section
3.2.2.2 in search of methodologies capable of adequately handling simulations such as the one pre-
sented in Chapter 5. All simulations used in this Chapter correspond to the physical problem described
in Section 5.1

6.1 IB Face Centered Referential

This section details the first modification employed, a change of the coordinate system used in
section 3.2.2.2. The previously defined method defines the main point in the stencil as the main solid
point. This point is used as the origin of the referential, from which all distances are measured and, more
importantly, it dictates the main directions, defined as it's normal and tangent vectors.

. —

Figure 6.1 demonstrates the new coordinate system used, where V,, and Vi represent the base
vectors of the new coordinate system, corresponding in the relevant equations to, respectively, z and y.
Variables represented in this referential are identified by the subscript Local.

[ ] Fluid

. ° o ] Solid

=+ |B boundary

® Fluid Cell Center

O |B Face Center

® Solid Material Point

Figure 6.1: Schematic of points and vectors for modified Neumann interpolation method.

This reference system does not address the inherent error associated with assuming the solid point
normal vectors and the IB face normal vector share the same direction. However, the main advantage
in utilizing an IB face centered referential lies in the much simpler calculation of the desired variable:
the temperature gradient at the IB face center. Since the referential used has the main direction defined
by the normal unit vector to the IB face center, the gradient at this point is directly calculated utilising
Equation 37, since direction x is the direction of the IB face center normal.

6.1.1 Results and Discussion

This section presents and discusses the results from the interpolation method proposed in Section
6.1.
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Figure 6.2 shows the temperature field for the entire domain obtained by utilizing the new interpola-
tion method, with the altered coordinate system, with a Neumann boundary condition.
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Figure 6.2: Temperature field using a Neumann BC and Immersed Boundary method with the most refined mesh
considered.

Figure 6.3 shows a detail of the temperature field around the immersed boundary, utilizing the
coarsest mesh considered. Figure 5.14 shows the same detail of the temperature field but obtained
utilizing a body fit approach, as presented in the previous chapter. The obtained temperature field
is macroscopically concordant with the solution obtained with the body fit approach, and as such the
altered method proves much more capable of handling this geometry than was presented previously.
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Figure 6.3: Detail of temperature field utilizing a Neumann boundary condition with IB method.

Figure 6.4 shows the Nusselt number distribution across the IB boundary on the coarsest and finest
IB meshes considered and compares them to the literature data, while Figure 6.5 compares the results
obtained utilizing both the IB method, the body fit method and the literature data. Further results for
simulations conducted on all mesh refinements considered can be found on Annex A.
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Despite the method proving capable of achieving a solution similar to that of the body fit approach, a
more thorough analysis of the heat transfer across the surface of the cylinder, presented as the Nusselt
distribution, demonstrates that even for the most refined meshes a substantial deviation from the ex-
pected results presented by the literature occurs. This method’s inadequacy is attributed to the change
of referential not addressing the variation of each solid point’s normal vector, upon which the temperature
gradient is imposed, and the IB face center normal, which defines the main direction of the stencil. This
inadequacy of the interpolation method for Neumann boundary conditions is addressed in the following
section.

6.2 Combination of Directional Derivatives

This Section details further modifications applied to the interpolation method presented in section
6.1. The new method is presented and the results are exposed and discussed. The need to compensate
for the variation between the solid face normal vectors and the IB face center normal vector, which
are assumed to be linear in the previous methodology, lead to the development of the methodology
presented in this section. Previously, for each solid point introduced into the least squares problem, in
the form of either Equation 37 or 39, a single direction is used to impose the temperature gradient. As
such, each gradient occurs along either one of the main directions in the utilized coordinate system,
which is rarely the case.

To address this limitation, a weighted combination of both derivatives is utilized. Each derivative’s
relative weight is defined as the value of the unit length vector upon which the temperature gradient
occurs, when defined in the local coordinate system as defined in Section 6.1. Using this approach,
each polynomial imposes the correct temperature gradient, at the correct relative location, imposed in
the correct direction. Equation 52 defines this process.

dT do do
dn nldac+nydy (52)

Where 7 is the unit length vector upon which the temperature gradient is applied. The variables 7,
and n,, correspond to the coordinates of vector 7 in the local coordinate system as defined in Section
6.1, as shown in Equation 53.

ﬁ = (nz; ny)Local (53)

For the solid points considered in this work, 77 is simply the outwards pointing unit length body
normal.
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Utilizing Equation 52 to define the temperature gradient contribution at each solid point, the new
matrix My ecumann iS defined in Equation 54, for a stencil with » fluid points and m solid points.

2 2

1 T Y1 x7 'h 1Y
2 2

1 T2 Y2 x5 (5] T2Yo
_ 2 2

MNeumann =11 Tn Yn T Yn LnYn

0 nfbn+1h nyn+lh 2xn+1nl’n+1h 2yn+1nyn+1h yn+1nmn+1h + xn+1nyn+1h
_0 Nxpim h Nynim h 2Tt mNzyy g h 2YntmNy,, 4 m h Ynt+mNay, i, h + Ln4+mNyp i m h_

(54)

6.2.1 Results and Discussion

This section presents the results obtained by utilizing the interpolation method presented in Section
6.2 for Neumann boundary conditions at the Immersed Boundary in simulations of the physical problem
described in Section 5.1.

Macroscopically, the results obtained utilizing this interpolation method are practically indistinguish-
able from those obtained in the previous section. Figure 6.6 compares the Nusselt distribution in litera-
ture data with the distribution obtained using the IB method in SOL for three of the considered meshes.
Further results for simulations conducted on all mesh refinements considered can be found on Annex A.
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Figure 6.6: Nusselt distribution along Immersed Boundary for 3 different mesh sizes utilizing linear combination of
directional derivatives.

The behaviour achieved with the addition of a combination of directional derivatives to the Neumann
interpolation method grants a response of the local heat transfer across the surface of the cylinder with
a much higher concordance to the literature data, even when considering lower refinement levels, when
compared to the results presented in Figure 6.4, proving the postulated hypothesis that the deviation
from the literature data and the body fit data was mostly due to the previous interpolation not addressing
the difference in normal vectors direction.

Figure 6.7 compares the Nusselt distribution in literature data from Zhang2008 [54], with the distri-
bution obtained using the IB method in SOL and with the results achieved using a body fit approach also
using SOL.
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Figure 6.7: Nusselt distribution comparison of the results from the IB method, a body fit approach and literature
data.

Figure 6.7 demonstrates that the Immersed Boundary results utilizing the combination of direction
derivatives achieve a very high concordance with the results also obtained in SOL utilizing a body fit
approach. However both these methodologies differ from the literature data at the leading half of the
cylinder, culminating in the leading stagnation point, where a slight overshoot, of approximately 12% for
the 1B method and 8% for the body fit method, occurs. This effect is also observed for the Dirichlet
results, and is believed to occur due to differing effects of confinement when comparing the simulation
obtained in SOL from those conducted by Zhang in [54], be it due to different domain size, or slightly
different boundary conditions.

The results indicate there are benefits in utilizing Neumann boundary conditions instead of Dirichlet.
Figures 5.12 and 6.7 show a higher concordance with the data obtained with the body fit methodology
when imposing heat flux. As is mentioned in Section 3.3, in terms of the bulk solver (fluid region), the
gradient can immediately be imposed in the diffusive flux at the face, while the temperature requires an
additional calculation.

A mesh refinement study, presented in Appendix B, is also conducted utilizing this Neumann inter-
polation method and the Taylor-Couette flow simulation detailed in Section 3.1 and radial quadrilateral
meshes. The observed order of accuracy is measured at 1, 82, verifying the developed method. How-
ever, it is lower than the expected value of 2 and represents a deviation of 9%.
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7 Conclusions and Future Work

The present work focused on the thermal simulation capabilities of SOL when using the immersed
boundary method. In particular, the work focused on the interpolation of the relevant variables from
the original solid boundary to the IB boundary. After this work, SOL is capable of handling both im-
posed temperature and imposed heat flux temperature boundary conditions across physical problems
of varying complexity and using different mesh geometries.

Both linear and least squares interpolation methods were verified in both boundary cases using
analytical data for low-Reynolds 2D Taylor-Couette flow problems with heat transfer, while also verifying
their theoretical order of accuracy.

An extensive study of the developed methods was conducted using various types of structured
grids. The code showed robustness to variable mesh geometries for both methods using Dirichlet and
Neumann boundary conditions.

Several simulations using hybrid meshes for Taylor-Couette flow problems are also presented, re-
vealing an inability of the linear interpolation method in handling grids with arbitrary connectivity. The
same methodology was also used to demonstrate the least squares interpolation method’s ability to
handle these mesh geometries.

The least squares interpolation method was used for flow over a cylinder with heat transfer and an
algorithm was implemented to plot the Nusselt number along the surface of the solid boundary. The
same physical problem was also simulated using a body fit methodology, to obtain data also provided
by SOL to use as benchmark for the IB method’s results.

The Dirichlet boundary condition proved capable of achieving results that were in accordance with
both the literature and the body fit approach. However, this study revealed that the least squares in-
terpolation method for Neumann boundary conditions was not capable of handling this more complex
simulation. This Neumann interpolation method limitation was addressed in two ways: by changing
the coordinate system used while constructing the stencil, and by enabling the imposition of tempera-
ture gradients upon any direction by utilizing a combination of directional derivatives. These alterations
proved capable of resolving the method limitations discovered, with the Neumann interpolation method
achieving results with high concordance with the literature data and with the body fit approach. Simu-
lations with imposed temperature and imposed heat flux in more complex geometries and flows would
further verify the software used and would be of utmost importance.

In the process of understanding the existing interpolation methods and implementing the new one,
comments were made in the presented interpolation methods in order to facilitate future work and allow
for a better/faster understanding of the code by a new user. Hence, this work also contributes to the
future developments of SOL.

Overall, SOL was verified using analytical data for heat transfer Taylor-Couette flow simulations us-
ing the immersed boundary method for up to second order across both Dirichlet and Neumann boundary
conditions, opening the possibility for future work to implement fully conjugate heat transfer problems.

Further analysis of the Nusselt distributions along the solid cylinder surface in IB and body fit simu-
lations could help find the reason for the differing Nusselt overshoot at the leading stagnation point and
as such could prove the be valuable future work.

A combined study of the thermal results of the physical problem detailed in Chapter 5 and the
viscous force locally sampled in the same manner around the cylinder is also now possible, and would
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further expand the work of the IB method implementation in SOL.

A study on the implications of imposing different types of boundary conditions on the IB faces from
those present in the solid body would also be promising, since the results present in this work show
apparent benefits in utilizing Neumann boundary conditions, as was discussed in Sections 3.3 and
6.2.1. As such, there may be advantages to imposing heat flux at the IB face even when temperature is
imposed at the solid boundary.

Such continuations of this work would enable SOL to test a wider range of problems, for example
a simulation of oscillating heated solid bodies inside a stationary fluid domain, a difficult problem to
simulate without IB method due to the moving nature of the solid body.

The current work furthers the capabilities of SOL such that future work may continue to expand
upon the IB method range of operations.
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Appendices

A Nusselt distributions for all IB meshes

The results presented show the Nusselt distribution on the cylinder boundary for all meshes simu-
lated for each respective method and boundary condition. Figure A.1 refers to the results obtained using
the 1B method with a Dirichlet boundary condition, Figure A.2 also refers to a Dirichlet boundary con-
dition but utilizing a body fit approach. Figures A.3 , A.4 and A.5 all refer to simulations with Neumann
boundary condition, respectively utilizing a body fit approach, an 1B method with altered coordinate
system and an IB method with combination of directional derivatives.
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Figure A.1: Nusselt distribution along Immersed Boundary for all meshes using Dirichlet boundary condition.
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Figure A.2: Nusselt distribution for all meshes used in body fit approach with Dirichlet boundary condition.
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Figure A.3: Nusselt distribution for all meshes used in body fit approach with Neumann boundary condition.
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Figure A.4: Nusselt distribution along Immersed Boundary for all meshes using Neumann boundary condition with
alternate coordinate system.
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Figure A.5: Nusselt distribution along Immersed Boundary for all meshes using Neumann boundary condition with
alternate coordinate system and combination of directional derivatives.
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B Verification of Neumann interpolation method with combination
of directional derivatives

Figure B.1 presents the mesh refinement study for a Taylor-Couette simulation using the modified
Neumann interpolation method. For this study 3 different radial quadrilateral meshes are used.
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Figure B.1: Error decay for Taylor-Couette simulation using Neumann boundary condition with alternate
coordinate system and combination of directional derivatives.

57



	List of Figures
	List of Tables
	Nomenclature
	Introduction
	Motivation
	Computational Fluid Dynamics
	Objectives
	Contributions to SOL
	Thesis Outline

	Literature Review
	State of Art
	Numerical Methods
	Types of mesh
	Governing Equations
	Discretization Schemes
	Temporal Scheme
	Convective Scheme
	Diffusive Schemes
	Gradient Scheme

	Pressure Velocity Coupling Algorithm
	Immersed-Boundary Method
	Boundary Conditions
	Order of Accuracy

	SOL

	Interpolation Methods' Study
	Taylor-Couette Flow Problem
	Interpolation Methods
	Linear Method
	Dirichlet Boundary Condition
	Neumann Boundary Condition

	Least Squares Interpolation Method
	Dirichlet Boundary Condition
	Neumann Boundary Condition


	Results and Discussion
	Velocity
	Linear Interpolation Method
	Least Squares Interpolation Method


	Mesh Geometry Robustness Study
	Structured Meshes
	Linear Interpolation Methods Results and Discussion
	Least Squares Interpolation Method Results and Discussion

	Hybrid Meshes
	Results
	Discussion


	Heat Transfer on the Surface of a Cylinder
	Definition of the physical problem
	Immersed Boundary Method Meshes
	Nusselt Sampling
	Body Fit Approach
	Results
	Dirichlet Results
	Neumann Results

	Discussion

	Modified Neumann Interpolation Methods
	IB Face Centered Referential
	Results and Discussion

	Combination of Directional Derivatives
	Results and Discussion


	Conclusions and Future Work
	References
	Appendices
	Nusselt distributions for all IB meshes
	Verification of Neumann interpolation method with combination of directional derivatives

