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Resumo

Neste trabalho iremos simular uma missão de distribuição de chave quântica (QKD) para Cubesats em

ligacões descendentes para os protocolos BB84 e E91. Este simulador foi desenvolvido durante as

fases de análise de viabilidade e design preliminar do ciclo de vida do projecto do QuantSat-PT. Con-

siderando o estado da arte em QKD, identificou-se incoerências em perdas de sinal devido à turbulência

e atenuações atmosféricas. Assim, este trabalho incentiva um estudo alargado nesse domínio. Como

produto da análise, obteve-se para o protocolo BB84 a taxa de sinal de 32.1 kbit/s e QBER de 4% para

o zênite de uma orbita de Cubesat de 750 km. Para o protocolo E91, fez-se o teste do Clauser, Horne,

Shimony e Holt (CHSH) simulando um circuito quântico com perdas de sinal, obtendo-se um coeficiente

de correlação no zênite de S ∈ [−2.63 ± 0.02,−1.91 ± 0.03]. Todos os resultados apresentados neste

trabalho estão coerentes com o estado da arte em QKD.

Para protocolos dependentes de fase há uma perda de sinal adicional que perturba a frente de

onda ao propagar-se ao longo da atmosfera. Como tal, neste trabalho propoem-se um método novo de

correção de perfis de intensidade de sinais baseando-se num algoritmo cíclico e fechado usando uma

rede neural convolucional com ótica adaptativa. Este método proposto consegue recuperar até 93.12%

do perfil da imagem original, contribuindo fortemente para a qualidade do sinal.

Palavras - Chave

Simulação de QKD, Ligações descendentes em Cubesats, Turbulência, Comunicação ótica, CNN
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Abstract

We simulate a satellite Quantum Key Distribution (QKD) downlink which was created during the con-

cept development and preliminary design completion phases of the QuantSat-PT project mission life

cycle. We shall consider in great detail all the losses for the mission accordingly to the defined require-

ments, with special attention to the turbulent and atmospheric losses for BB84 and E91 protocols which

remained inconsistent with real data. We have obtained for the BB84 protocol a sifted key rate and

Quantum Bit Error Rate (QBER) of 32.1 kbit/s and 4% at zenith respectively for a 750 km orbit. For the

E91 protocol the Clauser, Horne, Shimony and Holt (CHSH) test was performed obtaining a correlation

factor of S ∈ [−2.63 ± 0.02,−1.91 ± 0.03] for the mission. All results are consistent with the state of the

art simulators and experiments in field of QKD.

For phase-dependent protocols a new Convoluted Neural Networks (CNN) algorithm is proposed,

to recover the disturbed intensity profiles of the signal at the ground station with the use of Adaptive

Optics (AO), improving up to an order of magnitude the mean square error between the disturbed images

and the corrected ones.

Keywords

QKD simulation, Cubesat downlink, Turbulence modelling, Optical communications, CNN
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1
Introduction

1.1 Classical cryptography turns Quantum

Modern cryptography plays an essential role for the security of the transmission of information. En-

cryption, authentication and signature scheme processes favor users to stay protected from classical

attackers. Most of these protocols are based on Rivest–Shamir–Adleman (RSA) [10,11] method, where

the pillar of encryption is primarily centered on factorization, the discrete logarithmic and eliptic-curve

discrete logarithmic problems.

Recent advances in quantum computing [12] performed by Google quantum AI claimed to reach

for the first time quantum supremacy in 2019 [13]. More recently in 2021 by studying a new series

of Quantum Falcon processors, IBM increased the quantum volume of circuits to 64 for their current

architecture [14]. Moreover in the same year, it has been claimed that the superconducting quantum

processor, Zuchongzhi, also achieved quantum supremacy [15] creating an opening for a new era of

quantum computing. However, to this day, no architecture reaches more than 127 qubits [16]. Assuming

that in the next years a powerful quantum computer reaches an order of twenty billion qubits, by running

Shor’s or Grover’s algorithm [17] it will lead to a collapse of most modern classical public key cryptosys-

1



tems. Despite of existing symmetric key algorithms that are resistant to quantum computation attacks

(AES-256) [18], not all of them share this trait. As this reality may not be far so distant, the reader may

start to feel concerned about his own data protection, wondering how fragile may our current classical

cryptography be, to be challenged by these quantum systems when one day they become a threat.

Figure 1.1: Image taken from [1]. a): The trajectory of
the Micius satellite measured from Xinglong
Ground Station (GS). b): The sifted key rate
as a function of time and physical distance
from the satellite to the station. c): Observed
Quantum Bit Error Rate (QBER).

Two main solutions were found that offered to

restore security and confidentially of the informa-

tion even with eavesdropping, post-quantum cryp-

tography and Quantum Key Distribution (QKD).

The former [17], looks into a specific category

of classical cryptosystems based on symmetric

algorithms and hash functions that provide fi-

delity against quantum computers. The latter

[19–21], applies the rules of the quantum com-

puters against themselves, using the uncertainty

principle and entanglement of states [22]. For this

thesis we will be focusing on this solution.

The state of the art technologies in QKD un-

ravel numerous of problems still to be addressed

in this field, namely the trade off between secu-

rity, distance and secret key rates influencing the

practicality of such state of the art systems. An-

other major problem is authentication [23] which

is crucial to be performed in untrusted channels. One of the end goals of QKD, relies on space to

ground application for the quantum key exchange, as we will see in the next section.

1.2 QKD on satellites

In order to globalize the protection to exchange information, a solution via a satellite link to ground is

performed. Uplink and downlink quantum key exchanges are performed from the GS to Spacecraft (S/C)

and S/C to GS respectively. They are significantly different [24], and should be considered depending

on the different needs of the mission. A downlink considers that the optical apparatus is located in the

payload, leading to heavier requirements in the mass, energy consumption and higher risks. Therefore,

an additional need appears to test the maturity of the setup within the space environment increasing the

Technology Readiness Level (TRL) classification of the optical subsystem. Furthermore, this approach

is more challenging due to constant satellite drifts and pointing errors. On the other hand for an uplink,
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the information transmission is more stable however the atmospheric and turbulent effects are more

dominant thus decreasing the average key rate and QBER.

Figure 1.2: Image taken from [2]. Variation of the QBER
in the emulated B92 protocol for a 1 min du-
ration on 5 August 2016 for SOCRATES mis-
sion.

Even with this requirements the state of the

art missions proved that key distribution under

this circumstances is still viable as stated by Mi-

cius and SOCRATES. Micius was successfully

launched on August 2016 [1] from Jiuquan, China,

and now orbits at an altitude of about 500 km in

LEO. One of the satellite payloads had a BB84

decoy-state [25] QKD transmitter at a wavelength

of 850 nm cooperating with Xinglong ground ob-

servatory station. At optimal distance of 600 km,

it achieved a QBER ∼ 2% and a sifted key of 14

kbps as seen in Fig 1.1. In 2017 the mission con-

cept went onto a second phase [1], establishing a

space-to-ground two-downlink channel creating a

1200 km distance QKD between two GS (Nanshan and Delingha), however, a secured node configura-

tion was assumed, meaning that no Eve was present (QBER ∼ 8.1% with sifted key rate of 1.1 Hz). The

measured overall two-downlink channel attenuation was at peak 82 dB which was more than predicted.

In 2020 this mission was the first to achieve a non-secure node configuration [26], assuming that Eve

could be present between the two ground stations. QBER dropped to 4.5% due to optical optimizations

at the ground, therefore, enabling the realization of satellite-based entanglement QKD.

On the other hand, SOCRATES micro-satellite was first launched in 2014, with the main objective of

technology demonstration for position and attitude control. SOTA, lasercom payload, had a secondary

mission in 2016 of creating a B92-like QKD protocol at 800-nm band to perform the first-time quantum

limited demonstration from space. For the B92 protocol [25] an emulated QBER ∈ [3, 6]% was obtained

as can be seen in Fig 1.2. From the results given [2], it’s mentioned that the total loss budgets from

the simulation analysis and the real data losses received were off from a range of 29.5 dB to 13.8 dB.

Thus, pointing to unmet simulation conditions for QKD analysis due to the complexity of the problem in

study. In the article, these values are attributed to atmospheric scintillation, which typically could change

losses by that order of magnitude, hence the thesis being incentivized for a more detailed study on the

turbulence influence for the quantum laser communications.
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1.3 State of the art QKD simulators

In order to have a better understanding of the motivation for the approach taken during this thesis

a diverse number of state of the art simulators are presented. Mainly from the Bourgoin et al [24],

QUARC [27], Carlo Liorni et al. [28] and statistical methods [29,30].

Burgoin et al. simulated and calculated the expected performance for a year-long 600 km satellite

conducting a QKD link at 670 nm for a sun-synchronous orbit implementing a decoy state BB84 protocol.

A Rayleigh–Sommerfeld diffraction [31] was considered with a custom beam profile with a convoluted

pointing error. MODTRAN [32] was used for the atmospheric attenuation calculation, artificial and natural

background was considered. An in-depth comparison between up-link and downlink approaches were

also performed. For a 600 km downlink, considering a beam waist of w0 = 0.05 m and diameter of

receiver of DR = 1.0 m at the ground station (GS), the author’s achieve a mean QBER of 4.3% between

zenith angles of θzen ∈ [0, 70] deg. For high zenith angles it reaches up to 11%.

Figure 1.3: A standard structure for a 2U Cubesat. Image
taken from [3].

QUARC opted to simulate how a constella-

tion comprising 15 low-cost 6U CubeSats with the

BB84 protocol usage can form a secure communi-

cation backbone for ground-based and metropoli-

tan networks across 43 GS in United Kingdom. It

has an in-depth study of the satellite tracking and

the telescope Field of View (FoV). Something of

the utter importance for high precision laser com-

munications to guarantee an optimal key rate. For

a 574 km orbit, with a laser wavelength of 808 nm

and assuming transmitter and receiver apertures

of 0.090 m and 0.7 m respectively, the author’s

obtained a loss range from approximately 47 dB

to 35 dB.

A different take on the approach looks into

Probability Distribution Transmission Coefficient

(PDTC), a statistical interpretation for the off-pointing, turbulence disturbance and atmospheric effects. It

examines the effect of channel fluctuations in Continuous Variable Quantum Key Distribution (CV-QKD),

using in the simulator a derivation of the equations for the secret key rate over generic fading channels.

Overall, for a 800 km orbit a downlink transmissivity of 1.8% is achieved.

Another method considers that imperfections from the truncation of the border in optical elements,

conditions in the far field an additional broadening of the beam. Thus, it considers an imperfect quasi-
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Gaussian beam in a turbulent environment characterized by a Probability Distribution Function (PDF)

model. The author’s work achieves for Cubesats a QBER = 3% at low zenith angles going up to

QBER = 14% at zenith angles above θzen = 75%. The results on different approaches come close to

the same order of magnitude.

1.4 What are Cubesats?

Cubesats are usually defined by their size and mass being within a range of 1–10 kg. For the QuantSat-

PT mission a 2U (20x10x10 cm) architecture has been proposed. These nanosatellites, are recently

becoming more popular due to the availability and low cost for companies and institutions to perform

their research [33]. Their standardization, high degree of modularity as well as their extensive use leads

the Cubesat projects to be readier to fly compared to other traditional satellite schedules. Typically, as

seen in Fig 1.3, each Cubesat is composed by the On-Board Computer (OBC) system which controls

the data flow and main operations in the satellite. Attitude Determination and Control System (ADCS)

is a crucial subsystem which provides attitude and position determination of the S/C maintaining the

stability and the accuracy of the off pointing of the payload and the Communications system (COMS)

subsystems. Electronic Power System (EPS) is responsible for the energy levels of the Cubesat. For non

active mission times, the satellite should perform in standby mode to lower its vital energy consumption.

During this mode, only ADCS, EPS and OBC are powered up.

Command and Data Handling (CDH) subsystem should also be present and for QKD mission it is an

essential component for key analysis from the transmitter, allowing to handle all information that is sent.

The S/C payload is the heart of the mission. Usually for QKD missions this subsystem is composed

by an optical apparatus and a telescope. Thus, allowing to encode information and propagate optically

towards the GS.

1.5 Objectives and organization

As I would rather have questions that cannot be answered than answers that cannot be questioned, the

purpose of the following work is to test, find and explore a possible Cubesat mission concept, where

QKD can be demonstrated. Thus, this thesis focuses on the simulation and feasibility analysis of the

Quantsat-PT project from Institute of Telecommunications (IT), having the ambition of creating the first

ever QKD space mission in Portugal.

The main objective for the thesis is the generation of a possible mission concept, testing its param-

eters by demonstrating its feasibility for different QKD protocols resulting into additional constrains. We

consider atmospheric and turbulent attenuations as well as the influence from background in order to
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Figure 1.4: Architecture of the simulator. Tasks are defined for which below the method is provided as well as the
output.

calculate the QBER and sifted key rate for each S/C elevation. The architecture used for the software

is bottom-up, meaning that each chapter of this thesis will add a layer of complexity to the simulator,

resulting into a top-level system.

The architecture of the simulator is defined in Fig 1.4. As seen, below each task a method is pro-

vided as well as the output parameters. It starts off with a random seed, propagating the atmosphere,

turbulence and satellite position along the orbit. Monte-Carlo, statistical and analytical models provide

an attenuation coefficient for each domain. In phase-dependent protocols, after the aberration of the

signal’s wave-front due to turbulence, a method is introduced using a closed feedback loop to correct

with Convoluted Neural Networks (CNN) and adaptive optics the efficiency of the signal. As a result,

for each time-step, key rates and QBER are calculated. Thus, end-to-end is defined as going all the

way from a possible mission concept creation to the testing of different parameters at the GS and S/C in

order to evaluate the feasibility of the mission, optimizing it.

The code has been written in Python, interchanging with Bash, C, C++ packages. At the beginning

of each chapter the methodology is presented linking to a table of simulation parameters.

This work is organized as follows: In chapter 2 orbit is simulated and defined as well as some of

the parameters for the payload and ground site. In chapter 3 the link between the satellite and ground

is explained for the BB84 protocol [25], simulating the results geometrically. Furthermore, in chapter 4

background is estimated as well as some techniques are introduced for its own filtering. Background

polarizability study will be also taken into account. In chapter 5 atmospheric effects are considered

simulated with Monte-Carlo. An in-depth study of quantum laser performance in a turbulent domain is
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simulated for a better grasp for the sources of error in current QKD missions. The signal’s Degree of

Polarization (DoP) will be also analysed. In chapter 6 we study the influence of the three main dominant

turbulent effects: scintillation, beam wandering and beam spreading on our signal. In chapter 7 a

phase dependent study is performed, establishing a new closed feedback loop technique with convoluted

neural networks to correct with adaptive optics the wave-front of the disturbed signal. In chapter 8 all the

pieces fall together for an optical link budget performance, and by interpreting the final results we will

come to a better understanding of the limits of QKD.
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2
Mission concept

2.1 Requirements definition

If you wish to make an apple pie from scratch, you must first invent the universe 1. We apply this ideology

for our own purposes. In order to build a space mission we must first define the rules which it relies on

by determining its own requirements.

We have selected for the simulator the most relevant requirements for the mission concept. They will

influence directly on the performance and on its own structure.

Technical Requirements are defined in TR [01-04], Table 2.1. They often coexist with the basic needs

of the mission to perform QKD. To emphasise, TR [02-04] are fundamental mission requirements that

provide the basic needs to construct the simulator. Contractor requirements are present in CR [01-05],

Table 2.1. They commonly differ from the first ones by being created for the specific needs of the mission.

In our case they sub-categorize mainly into Operational and Environmental Requirements. Operational

requirements add constrains on the QBER, defining that the mission uses a 2U Cubesat [34] which

restricts the mass and size of the optical apparatus. It gives us an expected minimum duration of the

1From Carl Sagan, Cosmos
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Figure 2.1: Schematic of the optical path for the QKD.

ID Name Text Rationale
TR-01 Tracking GS shall be able to track light from

S/C with accuracy higher than
1.0× 10−04 rad for FoV.

To diminish losses in key rate.

TR-02 Detection GS shall be able to detect single
photons from S/C.

To correctly distinguish the
encoded information in QKD.

TR-03 Key sifting GS shall be able to perform key sifting
on the chosen QKD protocol.

To successfully perform QKD.

TR-04 Polarization
Decoding

GS shall demultiplex polarization
encoded photons.

To successfully perform
polarization encoded QKD.

CR-01 Security Mission shall be able to maintain
secure communications with GS.

QBER < 11% for BB84 and S > 2 for
E91 (This being further explained in

chapter 3)

To successfully perform QKD.

CR-02 Mission
Duration

Mission shall prevail for a life-time of at
least 3 years.

To acquire enough data to
successfully study QKD.

CR-03 Size of
Satellite

Mission’s S/C shall be a 2U Cubesat
(20x10x10 cm).

To test QKD on a nanosatellite.

CR-04 Ground
Location

GS shall be defined in Alqueva,
Portugal.

To account for the lowest
artificial background

environment.
CR-05 Time mea-

surements
S/C shall pass-by GS at least once

after 23:00 (GMT+1).
To account for the lowest natural

background environment.

Table 2.1: Requirements that directly define the properties of the simulator.
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mission. Environmental constrains optimize the key rate by defining an active time and a location for the

mission, by minimizing the artificial and natural background. The structure for the requirements follows

ECSS-E-ST-40C [35,36] and IEEE 15288.2 [37] for ESA and NASA standardization procedures.

The schematic of the mission is defined in Fig 2.1. As seen, an optical downlink between S/C and

GS is performed. Optical and Radio frequency (RF) links are needed to perform QKD. The first is used

to send and exchange the encoded information between Alice and Bob for polarization/phase encoding,

decoding it afterwards at GS. The latter is used to compare the quantum basis between S/C and GS,

sharing it via a public channel (RF), thus shortening the key by sifting it.

2.2 Optical payload and Ground site

Figure 2.2: PIXL-1 payload named CubeLCT [4]
launched on 24 January 2021 at 16:00 CET,
image taken from [5].

With the requirements defined, we encounter our

first challenge that will follow through all chapters

to come. What are the right ingredients for our

apple pie? In other words, what guarantees me

that the initial parameters used for the simulator

are optimal for the mission in cause? The param-

eters are characterized by being either geometri-

cally dependant, background dependant or hard-

ware dependant. The latter one is based on the

performance of the state of the art technologies

available for QKD. The former two are the ones

tested in the simulator and optimized for the key

rate and QBER. For these, trial by error needs to

be performed minimizing each parameter condi-

tioned on cost, energy and size. This may sound challenging but Nil desperandum2, as we will have a

clearer view on the results in chapter 3.

Optical Payload

For the optical payload in Cubesats, one of the most pivotal parameters to be considered is the diameter

of the transmitter (DT ). It’s directly restrained by the requirement CR-03 from Table 2.1. Later in chapter

3 this parameter is studied, being dependent on the performance of the optical link.

A Single Photon Source (SPS) based on an attenuated laser was chosen for the optical payload,

2From Horace, 65-8 BC, meaning: "Never despair".
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Parameters Description Units
DT 0.03 m

Wavelength 850.0± 1.0 nm
Pulse rate 100.0 MHz

MPN 0.5
Optical efficiency (ηopt) 0.5 -

Table 2.2: Optical transmitter main parameters for simulator (S/C).

having the architecture based on CubeLCT one of the smallest QKD optical terminal up to date [4] as

seen in Fig 2.2. Another approach is to choose an InGaN based single quantum emitter [38], which

would optimize the photon statistics as a near ideal single photon source (g2(0) << 1). However, the

source is expensive as well as vulnerable to space-grade thermal oscillations being not so reliable for

our purposes.

A wavelength of 850.0 ± 1.0 nm was selected for the mission due to the low attenuation coefficient

for the transmission of the laser through the atmosphere [39] as seen in depth in chapter 5. In addition,

reliable, high performance and inexpensive components are available such as the silicon avalanche

photodiodes and advanced vertical cavity surface emitting laser technologies which operate at these

range of wavelengths [40].

The pulse rate being highly dependent on the SPS was considered 100 MHz based on typical free-

space optical communication missions. The Mean Photon Number (MPN) which considers the excitation

rate per pulse, the optical efficiency and quantum efficiency are solely dependent on the hardware.

Based on the work of L. Mazzarella et al. [27] their typical values can be obtained as seen in Table 2.2.

Ground site

As it was considered for the optical payload, the ground site is also highly dependent on the diameter of

the receiver (DR). However here, background dependant parameters also prevail such as the total and

artificial brightness as seen by the requirements CR-04 and CR-05 from Table 2.1. The probability of

the dark count is dependant on the thermal oscillations in the optical receiver, the ratio is estimated by

the work of L. Mazzarella et al. [27] where every 105 received photons one of them is a dark count.

Geometrically the misalignment between the quantum basis on the S/C and GS is considered to have

a mean error of 3.3% based on the work of the QUARC mission [27]. The field of view (FoV) follows the

requirement of TR-01 from Table 2.1, being based on the performance of the telescope from the work

of Emily Clements et al. [41]. In Table 2.3 the summary is presented for all the parameters used in GS

simulation.
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Parameters Description Units
DR 2.0 m

Dark count probability (Y0) 10−5

Basis Misalignment (edet) 0.033 -
Quantum efficiency (ηquant) 0.4

FoV 7.14× 10−4 rad
Total brightness 2.22× 10−4 cdm−2

Artificial brightness 5.10× 10−5

Latitude 38.21585 deg
Longitude −7.58783

Table 2.3: Optical receiver main parameters for simulator (GS).

Figure 2.3: Ground track in GMAT representing the satel-
lite propagation for 400 km in altitude.

Figure 2.4: Orbit view of the satellite in red for 400
km in altitude.

2.3 Orbit definition

With the laws of our simulator defined, we start to propagate the geometric relation between the satellite

and ground. Our objective here is to have a simplified understanding of how a Gaussian beam would be

viewed at GS and what would be the performance of our protocol depending on the orbit and elevation

taken.

In our case we use GMAT R2020a 3 in order to propagate and obtain the distance of the satellite

with respect to ground. Either a numerical integrator type, or an ephemeris type propagator must be

defined. In this thesis we have chosen a numerical type propagator due to the high accuracy that it

provides. The choice made requires a force model to solve numerically the orbital equations of motion,

containing spherical harmonic gravity models, atmospheric drag, solar radiation pressure, tide models,

and relativistic corrections [42].

For the following simulator, a sun-syncronous orbit is established which allows for a regular revisit of

the satellite during night-time. This formation guarantees an orbit periodicity of at least twice per night

following requirement CR-05 in Table 2.1.

In order to optimize the orbit for the satellite, different sets of altitudes were chosen influencing directly

3General Mission Analysis Tool - NASA’s open source software for satellite’s orbit propagation.
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Parameters Description Units
Starting date 25 Feb 2021 22:00:00
Drag coefficient 2.20
Reflectivety coefficient 1.30
Coordinate system Earth centered inertial (J2000)
State type Keplerian -
Integrator RK89
Eccentricity 1.21× 10−16

Semi-major axis 6771.00 km
Inclination 98.00
Right Ascension of the Ascending Node 295.00
Argument of Perigee 0.00 deg
True Anomaly 1.48× 10−6

Minimum GS elevation visibility 10.00

Table 2.4: Orbital parameters for 400 km altitude propagation of the spacecraft in GMAT

on the QBER and key rate for the chosen protocol. A Low Earth Orbit (LEO) has been specified to

reduce the optical pathway between S/C and GS increasing the performance of the signal. For minimum

altitudes of 400, 500, 600 and 750 km above ground the performance was tested and the satellite was

propagated during 7 days as seen in Fig 2.3 and Fig 2.4 for 400 km. The parameters chosen for the

orbit simulation can be seen in Table 2.4.

At these altitudes, drag is the main source of error for S/C pointing accuracy. Only with an accurate

enough pointing acquisition at ground and stabilization in the optical apparatus the key exchange is

possible. Another source of error is centered on the integrator chosen for the propagation as we will

study in the next section.

Integration methods

GMAT uses an Earth centered propagator with a 4x4 gravity model which disturbs the trajectory of

the orbit, for each S/C time-step we must then solve the initial-value problem which requires a precise

integrator. Among all types of single step propagators as seen below, RK89 is chosen due to high

accuracy that it provides.

1. Runge-Kutta ninth order with eighth order error control (RK89).

2. Runge-Kutta Dormand-Prince, eighth order with seven order control (RK-DP78).

3. Runge-Kutta Dormand-Prince, eighth order with fifth order error control with third order correction

(RK-DP853).

4. Runge-Kutta, fifth order with fourth order error control (RK45).

5. Runge-Kutta, fourth order (RK4).
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Runge-Kutta methods

A family of these integrators are defined by their type and order of error control, leading to a set of

coefficients. Despite of choosing RK89, all other type of integrators will be also compared in order to

extract the systematic errors from the satellite propagation. A general formula for the explicit Runge

Kutta method can be expressed as follows:

yn+1 = yn + h

s∑
i

biki (2.1)

ki = f(tn + cih, yn + h

i−1∑
j

aijkj) (2.2)

The parameters aij , bi and ci are dependent on the choice of the method, s defines its order. The

coefficients used for RK89 are taken from J. Verner [43] work, different sets were proposed where

the chosen one may infer a source of error for the numerical integration due to the robustness of the

parameters specific for the mission.

Propagator errors

By propagating the spacecraft for long periods of time, the integrator method originates a systematic

error. Those errors may cause a deviation in the position of the spacecraft resulting in a divergence of

the key rate and QBER for each elevation above the GS.

A methodology is proposed to find the systematic error. For a period of 30 days and a time-step

of 10s the satellite is propagated where the Mean Error (ME) between the method of choice RK89

and all other integration methods is performed for the same orbital parameters. The systematic error

is taken between the two most accurate integration methods during the quantum key exchange. The

performance is evaluated depending on the position and velocity parameters along î1, î2, î3 axis in the

Earth centered equator inertial frame of reference [44]. In Table 2.5 the maximum mean errors are

provided after a simulation of the spacecraft for 30 days. Every 1 in 1000 points are chosen to be plotted

where all of the results of position and velocity for every integrator are presented in Appendix.A.

By comparing RK-DP78 and RK89 the systematic error of the propagator used in the simulation is

up to an order of 10−5 km, which becomes negligible in contrast to the order of magnitude for the optical

path between S/C to GS ∈ [102, 103] km. The same analysis is performed for ME of the S/C velocity,

which is negligible compared to the mean velocity of the spacecraft in LEO orbit of ∼ 7.5 km/s.
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Parameter RK4 RK-DP45 RK-DP78 RK-DP853 Units
|E1| 2.3× 10−1 6.11× 10−4 4.35× 10−5 2.22× 10−3

|E2| 1.14× 10−1 2.98× 10−4 4.73× 10−5 1.08× 10−3 km
|E3| 2.53× 10−1 6.67× 10−4 6.28× 10−5 2.42× 10−3

|Ev1| 2.69× 10−4 6.85× 10−7 5.00× 10−8 2.48× 10−6

|Ev2| 1.32× 10−4 3.39× 10−7 5.35× 10−8 1.23× 10−6 km/s
|Ev3| 2.92× 10−4 7.55× 10−7 7.11× 10−8 2.74× 10−6

Table 2.5: Absolute mean error between RK89 and the a chosen integrator used for orbit propagation.

Orbit end-of-life

One important factor for defining the orbit is its own end of life cycle. The requirement CR-02 from Table

2.1, creates a restriction on the altitude of S/C. Additionally, this parameter tell us about the resources

needed for the active removal of the satellite upon the end of mission.

To have this study we use DRAMA [45], an open source ESA software for space debris mitigation.

More specifically, we focus on the OSCAR tool [46], which provides an endorsing accordingly to the

space debris mitigation guidelines for the end of life cycle of an orbit. OSCAR allows to use Monte-Carlo

with generated data of solar flux and geomagnetic activity on the satellite’s trajectory deviating it. The

software used meets the ISO 27852:2011 (Space Systems - Estimation of orbit lifetime) standards [47].

Figure 2.5: Altitude above ground of S/C in terms of time for 400 km.

The simulations were performed with the same orbital parameters as in the Table 2.4. The altitude,

eccentricity, inclination and solar activity in terms of time was calculated. The results are shown in

Appendix.B.
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It is estimated that for 400 km in altitude the orbit reaches a life time of one year as seen in Fig 2.5.

Therefore, the orbit becomes not viable considering the requirement for the mission to have a life-time

of at least three years.

For 500 and 600 km in altitude the simulations show respectively 4 years and 20 years for the end-life

cycle of the orbit. However, due to the hardware endurance and malfunctions the mission may never

reach those estimations but it allows us to know if an active removal of the satellite is needed.

With the trajectory of the satellite and optical path defined, in the next chapter we provide a geomet-

rical estimation on the performance of the space mission for different QKD protocols to finally analyze

and optimize the geometrically dependent parameters from Tables 2.2 and 2.3.
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3
Geometric losses

3.1 BB84

The objective of this section is to obtain the key rate and QBER for the altitudes of 400, 500, 600 and

750 km. Also the geometrical parameters presented in Tables 2.2 and 2.3 from the previous chapter are

studied in depth.

In the geometrical analysis the BB84 polarization encoded protocol is used. The E91 and phase-

dependent protocols in this analysis give similar results geometrically. They will be analysed when in

chapter 4 and chapter 5 the background interaction and atmospheric attenuation are introduced, differing

considerably from the results of this approach.

As for the methodology, we consider time dependent distances of the satellite simulated by GMAT

from the previous section. We then derive the elevation of the satellite in terms of the active time where

the key distribution can be performed. For this section we will focus on a decoy state BB84 protocol.

First of all, the size of the key is defined. The information is then send from the S/C to GS and every

bit is encoded with a basis vector. Furthermore, the basis are decoded and compared, sifting the whole

key.
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Figure 3.1: Trigonometric relation with cosine law to find elevation (ε).

S/C elevation

For this section we explain the conversion between the dataset provided from GMAT in J2000 Earth

centered coordinate system to a GS based coordinate system.

The dataset provides the distance from the Earth’s center to the GS and to the S/C. In order to have

a ground station based coordinate system we must redefine all distances into elevation above horizon.

Accordingly, we must use the law of cosines for this conversion as seen in the following equation [48]:

r2 = R2
E + d2 − 2REdcos(90 + ε) (3.1)

All parameters can be seen in Fig 3.1. The optical path (d) between the S/C and GS is present. The

Earth’s radius (Re) is considered as well as Nadir from the S/C view.

The results of all distances and elevations (ε) for each altitude can be seen in Fig 3.3 and 3.2 re-

spectively. An uncertainty arises from the choice of Right Ascension of the Ascending Node (RAAN)

in order to maximize the elevation for different altitudes. This uncertainty is calculated by comparing

the obtained results with the estimated ones when ε = 90 deg. Let me emphasise that this error has

only been considered in the simulation domain, being totally different from an experimental setup. In a

experimental setup for optical communications the uncertainty can be much lower with the introduction

of Global Navigation Satellite System (GNSS) [49], tracking and GS beacon systems which decrease

the uncertainty down to an order of 10−3 s to 10−5 s. As a result, as seen in Fig 3.3, we obtain the S/C

minimal optical paths of 400± 0.11 km, 500± 2.95 km, 600± 1.20 km and 750± 0.34 km respectively.

Optical gain

For this section a estimation of the optical gain for 400, 500, 600 and 750 km is provided as well as a

study and justification of the geometrical parameters from chapter 2.
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Figure 3.2: Elevation above horizon at GS for 400, 500,
600 and 750 km. The centroid and maxi-
mum elevation is presented for each orbit.

Figure 3.3: Optical path from S/C to GS for 400, 500,
600 and 750 km. The centroid and minimum
distance is presented for each orbit.

With the elevation calculated we can start to propagate a Gaussian beam along time. A non-

truncated Gaussian beam model with paraxial approximation is considered. Truncation pays an es-

sential role [50] in most of the realist optical devices, leading to deviations in the intensity profile viewed

at GS. Therefore, instead of having a Gaussian profile, in a more realistic scenario it is more proper to

consider an eliptical [28] model.

Figure 3.4: Optical loss for 400, 500, 600 and 750 km in
altitude.

In the simulator only from chapter 6 this ef-

fect is taken into consideration, characterizing in

a more realistic way the intensity profile. For now

we will stick to our usual Gaussian profile. In order

to have a estimation of the main geometrical pa-

rameters we use the following equation [51] rep-

resenting the Gaussian optical loss (dB):

PR
PT

= 20log

(
DRDT

D2
T + 2.44mLλ

)
(3.2)

PT and PR are the laser power transmitted

from the satellite and received at GS respectively.

L is the optical link distance between GS and S/C,

λ is the wavelength at which the source operates, DT and DR are the diameter of the transmitter and re-

ceiver respectively. Combining the Equation 3.2 with the elevation dataset it is now possible to estimate

the optical geometric loss for each orbit as seen in Fig 3.4.
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Figure 3.5: Geometrical loss analysis in terms of DT and DR.

In Fig 3.5 a representation of Equation 3.2 can be seen for 400 km, allowing to minimize each of

the three main geometrical parameters DT , DR and PR
PT

. We have considered typical diameters of

the telescope apertures at the ground station for optical communications as well the 2U Cubesat size

constrains for the mission (CR-03 from Table 2.1). Thus, obtaining DR = 2.0 m and DT = 0.03 m as

seen in Tables 2.3 and 2.2 from the previous chapter.

Sifted key rate and QBER

In this section we estimate the key rate and QBER for different altitudes. A justification and analysis on

the choice of the most efficient altitude is also provided allowing to conclusively set all the geometrical

parameters.

In order to calculate the key rate that we would obtain at GS, we should first estimate the number

of photons sent by the SPS with a step of ∆t = 10 s between each key exchange. Afterwards, the

expected number of photons is calculated from the expected power received at GS as seen from the

following equations [52]:

P (d,DR) = P0(1− e
−D2

R
2w2
d ) (3.3)

Q = ηqηopt∆t
P (d,DR)

Eγ
(3.4)

P (d, r0) is the expected power received at GS. The Gaussian spot size (wd) is also provided in

terms of optical path (d). As stated in Table 2.3 in chapter 2, ηq and ηopt are the quantum and optical
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Figure 3.6: QBER for 400, 500, 600 and 750 km in altitude. Considering only the geometric loss, all the results for
BB84 protocol are below the limit of 11%.

efficiencies respectively. Q is the expected photon fraction recieved at GS.

3.1.1 QBER

From the loss function stated in Equation 3.4 we can obtain via a comparison between the basis of

the encoded information the respective QBER. Using Equation 3.5 [27] we can obtain the QBER for

altitudes of 400, 500, 600 and 750 km only considering for now the geometric loss.

QBER =
Y0

2 + edet(1− e−ηL(θ)µ(θ))
Y0

2 + 1− e−ηL(θ)µ(θ)
(3.5)

As stated in chapter 2 in Table 2.3, Y0 and edet are the dark count probability and the basis misalign-

ment respectively. L is the optical path which is dependent on elevation (θ), η contains the optical and

quantum efficiencies. Finally, µ(θ) is the generalized loss function which is also geometrically dependent

on elevation.

From this results we obtain in Fig 3.6 the QBER for different altitudes. As seen, above the grey

margin of 11% the BB84 protocol becomes not suitable due to high error between the transmitter and the

receiver. Thus, allowing for an attacker (Eve) to easily penetrate into the protocol and retain information.

Due to this margin, the active time shortens with the increase of the S/C altitude. The active time of the

mission not only plays an essential role to determine the optimal S/C altitude but also to successfully
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Figure 3.7: Expected photon ratio for 400, 500, 600 and
750km in altitude.

Figure 3.8: Sifted key rate for 400, 500, 600 and 750 km
in altitude.

perform QKD influencing directly on the requirement CR-01 from Table 2.1. For 400, 500, 600 and 750

km by introducing the geometrical term the BB84 does not lose validity (QBER < 11%). Thus, obtaining

respectively for each altitude at zenith QBER = 3.33%, 3.34%, 3.35%, 3.38% for 400, 500, 600 and 750

km orbits. The uncertainty was calculated from shifts in trajectory as was observed in Fig 3.2 for the

different altitudes of S/C.

3.1.2 Sifted Key rate

From Equation 3.4 the sifted key rate (K) can be also calculated by comparing the Alice’s and Bob’s

basis (δBiAi ) as seen in Equation 3.6. An added Gaussian white noise with standard deviation of σ = 0.1

was considered to account for systematic errors caused by thermal and hardware oscillations. The

multiplicative behaviour of white noise comes from its dependence on the state of the receiver for each

time step, hence, influencing on the sifted key rate [53].

K =

∑nt
i δBiAi e

− x2i
2σ2

σnt
√

2π
Q(P (d,DR)) (3.6)

Thence, in Fig 3.7 we obtain the expected photon fraction at GS. The photon fraction provides us

with the ratio of received photons for each single photon sent from the S/C. In Fig 3.8 the measured

sifted key rate is also present for different altitudes. As seen, when the satellite is nearest there is an

increase in performance by a ratio of 1.594 ± 0.006 between the 500 km and 400 km orbit. If instead

the same analysis was performed between the 600 km and 400 km orbit, we would increase the signal’s

performance by a ratio of 2.318± 0.003. For the 750 km orbit the performance increase reaches up to a

ratio of 3.643± 0.001 compared to the 400 km orbit.

Looking at the results from Fig 3.8 we understand that a change in altitude keeps the key exchange
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performance within the same order of magnitude. Thus, we need to evaluate the choice of the orbit’s

altitude by additionally taking into consideration the mission’s active time and the drag coefficient which

is dominant at LEO.

Atmospheric and radiative drag originate perturbations in the satellite trajectory as well as oscillations

in optical payload. Even with high precision accelerometers [54] the oscillatory behaviour is present

generating a pointing offset of the signal at the GS.

We can estimate the drag force at different altitudes by considering that the spacecraft deceleration

due to atmospheric drag is described by: adrag = 1
2ρ|v

2|CD S
m [55]. Here ρ is the atmospheric drag

coefficient, v is the relative velocity between the atmospheric layer and the spacecraft, CD is the drag

coefficient, S is the reference surface area and m the mass of the body. Considering the JB2006

model [55], the ratio of ∆ρ can be estimated between altitudes 750 km and 400 km for low, medium and

high intensity solar and geomagnetic activities. We obtain a ratio of ∆ρ = 103 in the total atmospheric

density profile, there a total deceleration of the spacecraft is of the same order of magnitude. Therefore,

the oscillatory behaviour is greatly attenuated by three orders of magnitude by changing from a 400 km

to a 750 km orbit.

Considering all dominant variables for the choice of the orbit, we believe that the latter one is domi-

nant, hence choosing the 750 km orbit. On one hand the key rate on that altitude does not drop consid-

erably on the other the active time of the mission maintains the same to perform successfully QKD. With

this choice the mission compensates with added optical accuracy by minimizing the atmospheric drag

effects by three orders of magnitude. Obtaining a viable sifted key rate of an order of 101 kbit/s even at

a high altitude.
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4
Background losses

Introduction

Figure 4.1: VIIRS filter bands with the corresponding
wavelength centers. Image taken from [6].

One of the greatest beauties and tragedies of

science is that the universe does not allow per-

fection to coexist 1. Every measurement comes

with noise perturbations, irregular oscillatory be-

haviour and uncertainty. To crumble the figment

of reality responsible for the ideal environment

present in our mission concept, we shall perform

a background analysis.

Thusly, in this section we propose a method

to calculate the natural and artificial background,

influencing the results at GS by adding a layer of

complexity to the simulator. To specify further, we

1From Stephen Hawking, A Brief History of Time.
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consider natural background as a combination of the emission lines at upper atmosphere, airglow, scat-

tered moonlight, scattered starlight and zodiac light [7]. Considering the requirement CR-05 from table

2.1, we perform the simulations at night for low moon brightness.

We will use the VIIRS 2 open source data which provides satellite imagery of Earth in different ranges

of wavelength along time. This analysis will be centered on the Alqueva region after 23:00 (GMT+1) as

was stated by the requirements CR-04 and CR-05 from Table 2.1. Specifically, the Signal to Noise

Ratio (SNR) will be of study. Afterwards, some background filtering processes will be introduced as well

as their applicability to our results. In the final section we present briefly the importance of background

polarization.

4.1 Background estimation

Figure 4.2: Treated image of the south region of Portu-
gal taken with a satellite pass-by at 15:13:15,
25th of February 2021. M3, M10 and M11
band filters were used.

Astronomical observations choose their environ-

ment strategically in order to diminish the pertur-

bations on the intensity profile of the object in

study [56]. We shall apply the same method for

optical communications.

At first we consider a ground site in the

Alqueva region with latitude and longitude defined

in Table 2.3. From that we use the NASA’s open

source VIIRS data centered at that location along

time. This data has been provided from the S-

NPP satellite mission which was first launched in

October of 2011. VIIRS was one of the main set

of sensors that constitute the payload of the mis-

sion as seen in Fig 4.1 [6]. The spatial resolution

of the telescope may vary from 0.5 to 1 km.

This data can supply us with the local surface

spectral reflectance, albedo, vegetation density,

ice density as well as the local artificial brightness.

This is done by combining different filters with diverse wavelength bands. In Fig 4.2 we show an example

where by treating the provided data for M3, M10 and M11 filters we increase the contrast for snow, ice

and clouds identification in the south region of Portugal. This is only possible due to high reflectance of

ice at those wavelength ranges [57].

2Visible Infrared Imaging Radiometer Suite (VIIRS) is an open source product from NASA’s/NOAA’s SUOMI-NPP and NOAA-20
satellite missions.
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Figure 4.3: VIIRS data for the radiance profile for the re-
gion of Portugal. GS location has been indi-
cated in the image obtaining radiance levels
of 0.13× 10−6 W/cm2sr.

Figure 4.4: ATLAS 2015 data of the Quality Meter
(SQM) profile of Portugal. SQM magnitudes
of 21.35 ± 0.15 mag/arcsec2 were obtained
for GS. Image taken from [7].

However, for this work, from all the detectors present in Fig 4.1 we shall focus on the Day and Night

Band (DNB). This filter band has sensitivity within the Infrared Range (IR) range of λ ∈ [500, 900] nm [7]

which contains the operational wavelength for our mission λ = 850±1 nm. This band compared to others

is specially useful during night time observations which becomes practical considering the requirement

CR-05 from Table 2.1 for our mission. Therefore, it allows to provide with the surface’s radiation levels

from all the artificial light sources situated nearby the GS as seen in Fig 4.3.

The data provided from VIIRS detector is obtained from the reference frame of the S-NPP satellite.

Yet, if we want to look at zenith from the GS and gain information on the total artificial brightness we

would need to modify that data to account for the scattering effect of light in the atmosphere. This

conversion is performed with the ATLAS 2015 data-set as seen from the work of Fabio Falchi et al. [7]

represented in Fig 4.4. As seen, considering the location of GS we obtain the total brightness at zenith

of BTotal = 0.000222 ± 0.000011 cdm−2. For the natural mean sky brightness in the chosen region we

have obtained values of BNatural = 0.000051 ± 0.000005 cdm−2. The uncertainty is given based on the
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SQM color scale range ±0.15 mag/arcsec2.

From those results we now pretend to calculate the number of photons based on the artificial and

natural brightness at zenith. For that use Equation 4.1 [24], with an added term which considers the

quantum efficiency (qeff ) of our telescope:

Ntot =
1

Eλ
{(Hnat +Hart)× π(FoV )2 × qeff ×

π

4
D2
R} (4.1)

Ntot is the background number of counts and DR is the diameter of the telescope. Hnat and Hart

are the natural and artificial night sky brightness respectively. FoV is the Field of view of the GS and Eλ

is the energy of each photon with wavelength λ.

Despite of obtaining the background number of counts at zenith, the satellite moves along different

elevations in the active time which was not yet considered in this model. In order to do so we must apply

the van Rhijn effect [58]. This phenomenon states that the line of sight of the airglow layer lengthens

with increase of the zenith angle. Being it mostly dependent on the Rayleigh airmass density for each

elevation as seen in Equation 4.2 [8]:

X =
1

sin{h+ 244/(165 + 47h1.1)}
(4.2)

Here h is the apparent altitude defined as h = 90 − z where z is the zenith angle. Finally we can

obtain the expected change in the sky brightness along elevation as seen in Equation 4.3 [59]:

∆m = −2.5log{(1− f) + fX}+K(X − 1) (4.3)

K = 0.032 is the extinction coefficient for IR-band of λ = 850.0 ± 1.0 nm [60]. Here f = 0.6, f is

the fraction of sky brightness generated by airglow [61]. Here, ∆m is the expected change in apparent

magnitude along the elevation. Using Equation 4.3 we obtain the background counts per second during

the active time of the key exchange as seen in Fig 4.5. Fig 4.6 represents the fraction of received

photons at GS, defined as SF = Signal
Background+Signal × 100% .

As seen in Fig 4.5 and Fig 4.6 the background is within a range of B ∈ [3.0 × 104, 5.3 × 104] cps

leading to a SF ∈ [36.1, 79.8]%. However, the previous values consider low moon brightness.

For different moon phases, the minimum background counts per second can increase up to an order

of magnitude when the sky is totally moon lit [7].

In order to validate the obtained results we shall compare them with experimental results of the night
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Figure 4.5: Background counts per second received at
GS during active time.

Figure 4.6: Fraction of signal received at GS during ac-
tive time. At zenith, 79.8% of the received
photons come from the S/C.

sky brightness at the ESO-Paranal ground site [8].

Figure 4.7: Apparent magnitude change of the night sky
brightness for IR band at different zenith an-
gles. ESO-Paranal data obtained from [8].

We also compare our results with the Sky-

Calc3 simulator for the sky brightness which con-

siders the Cerro Paranal Sky Model [58, 62]. The

ESO-Paranal ground-site is located at a 2.635 km

altitude, where the extinction coefficient (K) for IR-

band was obtained with a 8.2m low dispersion

spectograph with a 92.7% of filter usage.

Comparing to both methods in the IR band,

our work obtains the same order of magnitude for

the brightness calculations at zenith. For differ-

ent elevations, we have compared experimental

data from the ESO-Paranal ground site achieving

a similar ∆m profile [8] as seen in Fig 4.7.

With the background profile defined for 750km

in altitude, in the next section we shall analyse the

use of filtering techniques to decrease the background influence and optimize the SNR.

3SkyCalc is an open source software which allows to simulate at a certain bandwidth the natural background at the ESO-Cerro
Paranal ground site
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4.2 Techniques for background filtering

A question for the reader: Can there be any way to distinguish between all the noise we obtain at our

Single Photon Detector (SPD) and our signal?

Despite of the title of this section, the answer is actually tricky. Because yes, we can filter trough our

background but we cannot exactly distinguish it.

Lets start from the beginning, from all the photons that we obtain, we can apply wavelength filtering

(which was applied in our previous results). Wavelength filtering [63], chooses a band range for which

only at those wavelengths photons may be detected by the SPD, in our case, it goes up to a range of

±1 nm. State of the art filters achieve an even lower range of ±0.01 nm by introducing hybrid quantum

photonic circuits [64]. However, with added precision we must also consider the S/C velocity with respect

to GS due to the existence of the Doppler shift effect on the signal [65]. Considering that the Doppler

effect can be represented by λGS = λS/C
vγ

vγ−vS/C
[66], where λGS and λS/C are received and sent

wavelength consecutively. vγ = 0.9734vvacuum + 0.0267vatmos is the speed velocity of light in different

media. For 750 km about 97.34% of the optical path is considered as vacuum and the other fraction is

the atmosphere (most dense layers reach up to 20 km in altitude). From GMAT a mean velocity of 7.8

km/s for the S/C is achieved. Considering λ = 850 ± 1 nm we obtain a Doppler shift of ±0.02213 nm.

As the filtering precision reaches up to ±0.01 nm it means that compensation is needed as well as an

accurate measurement of the S/C acceleration in order to not lose precision in the photon filtering at the

GS.

Now the other parameter which is useful for background filtering is the time step between two con-

secutive photons sent by S/C [63]. We may apply time-gate filtering which deactivates the SPD only

narrowing an opening when an expected photon responsible for the signal is about to reach the tele-

scope.

However, three main problems may arise if this approach is considered:

1. Precision of the gate opening [67]: On one hand if temporal resolutions are too high, we may

miss the photon responsible for the signal. On the other if they are too low we allow for an high

background interference on our results. This effect is highly dependent on the used detector for

the mission. Based on the state of the art detectors this limit reaches < 2.5 ns for high temporal

resolutions and ≥ 7.5 ns for low temporal resolutions, respectively [67].

2. Type of SPD chosen [68]: Most commonly (and in our mission) a single photon avalanche diode

is chosen to detect each photon. However, an inherent disadvantage of such detectors is the dead

time after the trigger [69]. Meaning, that such detectors cannot be used in strong background

environments which as a result highly interfere with the signal. A more novel solution suggest the

use of superconducting nanowire single-photon detectors (SNSPD). With added disadvantage of
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Figure 4.8: a) Normalized Stokes parameter S0 of the night sky taken in January of 2011 in the Berlin, Germany.
Darkest pixel has value ∼ 550. b) Normalized DoP ∈ [0.0, 1.0] of the night sky for the same image.
Images with experimental data taken from [9].

additional cooling and cost, such detectors can enable high-rate QKD (1.3 GBit/s) outperforming

any available SPD [68]. They can exhibit a jitter in the range of tens of ps, an almost 90% quantum

efficiency, and extremely low dark count rates on the order of 10−4 Hz [70,71].

3. Synchronization [63]: In order to know exactly the time step between two photons, the satellite to

ground QKD must be assisted with the Acquisition, Tracking and Pointing (ATP). The beacon light

for such as system should have an added purpose of QKD synchronization.

Background Polarizability

As BB84 and E91 protocols can be polarization encoded, it is essential to account how polarized back-

ground influences our results.

According to requirement CR-05 from Table 2.1 the mission is performed during the night time. In

the presence of moon lit sky, the weakly polarized skyglow can be dominated by the moon’s Rayleigh

scattering [72]. As most of the moon’s light is depolarized, the angle of the moon with respect to the

atmospheric layer allows for Rayleigh scattering to occur, thus, polarizing the moonlight. Fig 4.8 rep-

resents experimental data acquired with the luminous filter representing the DoP of night sky taken in

January of 2011 in the Berlin, Germany [9]. From this work we can see that the photon DoP can in-

crease up to 40% at 10 deg of Moon’s elevation in the IR band. With respect to our work this can be quite

relevant, where on one hand the moon lit sky increases its brightness up to two orders of magnitude

for IR [73] depending on the moon phase. On the other, an added effect from background polarization

introduces an increase of error for the signal measurements performed at GS.
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Furthermore, due to the fact that most of artificial light is unpolarized [9], having the GS location

situated in an urban environment would greatly attenuate the signal polarizability up to an unnoticeable

point at the GS. This can be seen in Fig 4.8 on the right, where at the horizon the influence of the

artificial environment is dominant, depolarizing the moonlight.

For the simulator we consider a low lit moon, meaning that background polarization due to Rayleigh

scattering is negligible. The time gating filtering is considered by decreasing up to an order of magnitude

the received background. These results follow the work of Timm Kupko et al. [68] where the anti-

bunching improves up to the same order with a 2.5 ns time-gating filter.

In the next chapter, instead of studying the background polarization, we will focus on the signal

depolarization due to turbulence. Creating an atmospheric and turbulent model which deteriorates and

changes the S/C signal.
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5
Atmospheric losses

5.1 Atmospheric model

In this chapter we shall answer the following questions: How can we simulate and define the Earth’s

atmosphere and what are its main parameters? How does the atmosphere influence the propagation of

the optical signal? Moreover, how does it change the performance of the BB84 and E91 QKD protocols?

Most of the state of the art simulators [2, 52] when they compare their results with the experimental

data [2, 26], they justify their most dominant source of errors from the atmospheric disturbances on the

signal. As a result, in this chapter we strongly incentivize a more detailed study on the atmospheric

influence on laser communications. Going all the way from an in-depth analysis of the atmospheric

attenuation to the degree of depolarization of the signal at different elevations of S/C.
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Methodology

To construct the atmosphere we shall use an open source software called libradtran 2.0.4 1 [74]. A

Python 3.9.7 2 code was created combining in parallel multiple subprocesses in Cygwin64 3 which were

used to compile and run all operations and data of our program. LibRadtran is a library of radiative

transfer routines and programs which focuses mostly on a radiative transfer tool called uvspec. Uvspec

main property is to calculate spectral irradiances, however, its uniqueness comes from the fact that it

contains multiple different radiative tools which we can combine for our purposes [75]. Hence, allowing

for more adaptable approach to study different effects of the atmosphere. We shall mainly focus on the

following two:

1. Disort [76–78]: Solves the radiative transfer equation in 1D geometry performing accurate calcu-

lations of radiance, irradiance, and actinic flux with the downside of not considering a model for

photon polarization. This code was used in section 5.2 of this chapter.

2. Mystic [75,79,80]: Uses Monte-Carlo to solve the polarized radiative transfer equation in 1D and

3D geometries. Mystic was developed to perform photon forward tracing, where individual photons

are traced from their source to their random paths through the 1D or 3D geometry atmospheres.

Mystic can also handle polarization-dependent scattering by randomly oriented particles. Thus,

providing us with a viable solution for depolarization calculations. This code was used in section

5.3 of this chapter.

In our simulator, these previous two algorithms propagate photons in a plane-parallel geometry solv-

ing the monochromatic Radiative Transfer Equation (RTE) for each elevation of the S/C presented in

Equation 5.1 [75]:

−µdI(z, µ, φ)

βextdz
= I(z, µ, φ)− w(z)

4π

∫ 2π

0

dφ
′
∫ 1

−1

p(z, µ, φ, µ
′
, φ
′
)I(z, µ

′
, φ
′
)dµ

′
− (1− w(z))B[T (z)] (5.1)

From the Equation 5.1, the first term on the right comes from the radiative loss due to photon extinc-

tion (which considers photon absorption and scattering), where I(z, µ, φ) is the specific photon intensity.

The second term is the scattering term for all directions in a parallel plane, where w(z) is the single

scattering albedo term. The third term gives the thermal radiation emitted in the frequency range of

interest, there, B[T (z)] is the Plank function integrated over the wavelength of λ = 850 ± 1 nm. Here,

µ = cos(θ) where θ and φ are the polar and azimuth angles respectively. p(z, µ, φ, µ
′
, φ
′
) is the phase

1Documentation for the 2.0.4 version is available.
2Documentation for the 3.9.7 version is available.
3A large collection of GNU and Open Source tools which provide functionality similar to a Linux distribution on Windows.
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function shift due to scattering, dependant on the molecule density and scattering cross section. βext is

the extinction coefficient, composed of the sum of scattering and absorption coefficients which depend

on the density of the atmospheric molecule species and the scattering and absorption cross section,

respectively. Assuming a flat earth approximation, the atmosphere is defined in infinite x and y layers,

reducing the photon position to altitude z.

For the simulations we consider the S/C photon source with parameters defined in Table 2.2. The S/C

elevation data from chapter 3 has been also used for this section to plot the atmospheric transmissivities

at different altitudes.

5.2 Atmospheric simulation

Before we move a step further, we must first evaluate the following parameters present in Table 5.1 for

the Disort simulation. Based on surface albedo data from the Suomi-NPP satellite 4 [81] in a rural en-

vironment we shall consider an albedo ratio of 0.20 for the Earth’s surface. The azimuth angle for both,

the transmitter and receiver was considered the same. We have considered a mid latitude summer at-

mosphere file type as an input. The respective file contains parameters responsible for the temperature,

pressure, air density as well as the O3, O2, H2O, NO2 concentrations along different altitudes for the

atmospheric layers [82].

Another set of input parameters present in Table 5.1 are the aerosol ones. We examine a rural

aerosol environment based on the OPAC dataset [83] which provides with the concentration of soil

particles, sea salt mixtures, desert dust particles and sulfate droplets with a 75% concentration of H2SO4

[84]. The aerosol visibility was defined accordingly to experimental data in the same rural environment

[85], reaching up to 23.0 km from the GS.

A REPTRAN [86] file is also provided which performs a band parametrization at the top of the at-

mosphere with a fine bandwidth resolution of 1.0 cm−1bin [75]. The final input to be considered is

the statistical cloud data. This data was generated based on cloud parametrization which converts pa-

rameters such the effective droplet radius and optical cloud thickness propagated at different altitudes to

optical parameters. For radiative calculations Mie theory was used [87] within the libradtran Mie tool [74].

To generate the optical properties from the cloud statistics a gamma distribution was assumed for the

cloud droplets: n(r) = Nrαexp( r
reffveff

) where α = 1
veff
− 3. Here reff is the effective droplet radius,

veff = 0.1 is the effective variance, N is a normalization constant [74].

All files used in our simulation are available for free in the public domain and can be found in section

5 at the following libradtran repository.

4Suomi-NPP Albedo Product Details available
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Figure 5.1: S/C photon transmissivity at zenith propagating along the atmosphere at different wavelengths.

Figure 5.2: Photon transmissivity along the atmosphere
for different S/C elevations. A theoretical
model is presented in red to verify the results.

In Fig 5.1 we show the results of our simulation

where the transmissivity is plotted as a function of

different wavelengths. We obtain a transmissivity

of the signal for this atmosphere along zenith of

τatm = 0.851+0.037
−0.018. The uncertainty is calculated

based on the bandwidth filtering margin of ±1.0

nm. As seen in Fig 5.1 we obtain a high transmit-

tance ratio for the 850 ± 1 nm band compared to

other not so reliable wavelengths for optical com-

munications. This result reinforces à posteriori the

choice of the 850 ± 1 nm band for our mission.

Hence, contributing to the discussion performed

in chapter 2.

With the data from different elevations pro-

vided in chapter 3, we can obtain for the chosen wavelength the respective atmospheric transmissivity

of the signal for different S/C elevations, as seen in Fig 5.2.

We compare our results for the atmospheric transmissivities along the elevation with a theoretical

model which considers: τatm = τ
sec(θzen)
zen [29]. Here τzen is the optical transmissivity at zenith, and θzen

the corresponding zenith angle. As seen in Fig 5.2 we obtain a similar profile compared to the theoretical

model. However, our method has a slightly decreased transmittance ratio due to its added complexity.

We also compare our results with current state of the art methods [24, 51] which used the MODTRAN
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Parameters Description Units
RTE solver Disort [76] -
Albedo ratio 0.20 -
Clouds file Generated by libRadtran Mie tool [76] -
Aerosol file rural type [84] -

Aerosol visibility 23.0 km
Atmospheric file mid-latitude summer -

Band parameterization REPTRAN file [86] -
Bandwidth resolution 1.0 cm−1bin
Wavelength grid step 1.0 nm

Wavelength 850.0 nm
Sensor azimuth (φ) 0.0 deg
Source azimuth (φ0) 0.0 deg

Table 5.1: Atmospheric parameters during S/C propagation.

6 [88] software. The results of our work are within same order of magnitude compared to the state of

the art, thus, allowing us to validate our data.

In the next section, we shall study another effect, the degree of depolarization of our signal after it

has encountered the atmosphere. This topic is of the utter importance as our main focus to perform

QKD is centered on polarization dependent protocols.

5.3 DoP of signal

In chapter 4 we have talked about the DoP of the background, and how it interferes with our signal. In

this section, we shall study the opposite by analysing how our signal depolarizes due to atmosphere.

Consider a linerly or horizontaly polarized photon transmitted from the SPS from our S/C which will prop-

agate towards the GS. Rayleigh scattering will occur in different layers of the atmosphere conditioning

the degree of polarizability of our photons. Our objective is understand how much does it vary and what

is the respective magnitude of error in our signal due to basis misalignment from this depolarization.

We shall consider the same atmosphere profile as it was defined in table 5.1, however this time,

the chosen RTE solver is Mystic [75]. As it was mentioned in section 5.1, Mystic offers an enormous

advantage with the forward tracing mode in polarized photonics, where with Monte-Carlo it computes

and traces each photon along their random path through the atmosphere.

We classify the polarization using the Stokes parameters (S0, S1, S2, S3) = (I,Q, U, V ) = (Ex2 +Ey2,

Ex2−Ey2, 2ExEycos(δ), 2ExEysin(δ)) [89], for which their combination allows to characterize any type

of photon polarization with DoP defined by DoP =

√
Q2+U2+V 2

I . Here Ex and Ey are respectively the x

and y components of the photon’s electric field in a 2D plane.

We consider that all our sent photons are linearly polarized γ = (1, 1, 0, 0) during a timestep of

10s between acquisitions for each S/C elevation. The Monte-Carlo method is propagated consider-
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Figure 5.3: Variance for the Stokes parameters and degree of photon depolarization in terms of S/C elevation.

ing a SPS frequency of 100 MHz. The obtained results for the variance of the Stokes parameters

(∆I,∆Q,∆U,∆V ) and DoP in terms of the S/C elevation can be seen in Fig 5.3. The error is shown in

grey, which was calculated from the standard deviation performed by the Monte-Carlo method for each

elevation.

In Fig 5.3 on bottom right, we obtain at the horizon DoP (%) = 96.1 ± 3.9 % which means that

depolarization can disturb the signal within a range of [0.2, 8.1]%. By increasing the elevation, we observe

a decrease in the Monte-Carlo root Mean Square Error (MSE) reaching a DoP (%) = 96.8 ± 1.6% at

zenith.

We also observe in Fig 5.3 that the two parameters ∆I and ∆Q compensate each other from the

definition of DoP (∆Q
∆I ). This is further analysed in Fig 5.4 where ∆I and ∆Q deviations are studied in

terms of the elevation obtaining a fit for the curve of ∆Q = 0.97126∆I − 0.00002. This curve fit identifies

a clear asymmetry between the two parameters, meaning that with the increase of elevation a slight

increase of DoP shall occur. Thus, we obtain ∆I80 − ∆I0 = (9.42 ± 0.11) × 10−3 and ∆Q80 − ∆Q0 =

(9.01 ± 0.11) × 10−3. In Fig 5.3 on bottom left we also observe that ∆U oscillates around zero. As ∆U

oscillates up to an order of 10−5, it contributes near to nothing to the overall DoP result.
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Figure 5.4: ∆I and ∆Q comparison in terms of the S/C
elevation.

Also as the circular polarization is not present

from atmospheric Rayleigh scattering the plot of

∆V = 0 has no relevance for the overall results.

We conclude this topic with a comparison of

our results with the work of M.Toyoshima et al

[90]. The authors of that work experimentally ob-

tained the DoP of a circularly polarized photon

source from a S/C propagating along the atmo-

sphere, obtaining a photon depolarization up to

4.0%. By comparison, we achieve similar results

with discrepancies within the uncertainty range.

Moreover, we conclude that the main source of er-

ror for the photon basis misalignment is not only

the depolarization ratio from the atmospheric dis-

turbances, but also the intrinsic optical configuration misalignment between S/C and GS which typically

deviates within a range of [3, 5]% [27].

5.4 Atmospheric influence on QKD

A general overview of our atmosphere has been defined as well as the transmittivity and perturbation

ratio due to the atmosphere on our original signal. We shall now use this added layer of our simulator

to refine our results for the sifted key rate and QBER for both, BB84 and E91 polarization dependent

protocols.

5.4.1 BB84

As it was mentioned way back in chapter 3 we can compute the key rate based on the expected photon

fraction received at the GS from Equation 3.4. However this time, the atmospheric transmissivity (τatms)

and the photon DoP (γDoP ) are added to Equation 3.4 for each S/C elevation. Allowing us to obtain in

Fig 5.5 and in Fig 5.6 the expected photon fraction and the resulting key rate respectively, with added

atmospheric influence and DoP disturbances.

The expected photon fraction calculates the ratio for which the transmitted photon reaches the GS.

This means that we are only targeting photons originated from the S/C apparatus. Thus, the SNR term

obtained from chapter 4 wont have any influence on the photon fraction result, being not considered in

Fig 5.5 and Fig 5.6. On the other hand, in the QBER calculation as we are comparing the error rate

between Alice’s and Bob’s basis, we are looking from the GS perspective for which the SPD triggers for

41



Figure 5.5: Expected photon fraction at the GS from
the geometric, atmospheric and DoP terms
along each S/C elevation.

Figure 5.6: Sifted key rate at the GS based on the in-
fluence from the geometric, atmospheric and
DoP terms along each S/C elevation.

any type of photon interaction. Meaning that in this case the SNR term must be considered as it has a

dominant impact on the overall results.

Figure 5.7: Key rate loss between the geometric term
and the DoP and atmospheric attenuation
added terms.

By comparing each term in Fig 5.6 that con-

tributes to a decrease in the sifted key rate, we

are able to obtain Fig 5.7. More specifically in

Fig 5.7, we compare the two added terms τatms

and γDoP with our previously defined geometrical

model which was obtained in chapter 3. Thus, at

zenith, a sifted key rate loss of 15.04±0.31% is ob-

tained by considering an added τatms term and a

17.66±0.55% loss is computed by also adding the

γDoP term. At high zenith angles this loss reaches

a key rate decrease of 60% as seen in Fig 5.7.

From Equation 3.5 we can calculate our new

QBER by introducing the previously mentioned at-

mospheric and background terms (τatms, γDoP ,

γSNR) into the generalized loss function µ(θ). Al-

lowing us to obtain Fig 5.8 which represent the corrected QBER in terms of the elevation. A comparison

between our current results for the QBER with the previously defined geometrical term in chapter 3 is

also provided in Fig 5.8.

Considering only an added τatms term, the BB84 protocol does not lose validity for the whole seg-

ment. By adding the background noise however (SNR), we obtain at low zenith angles a QBER ∈
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Figure 5.8: QBER comparison between the geometrical term, atmospheric term, background noise and DoP dis-
turbances of the signal along the S/C elevation.

[3.4, 3.6]%. For high zenith angles these values can reach up to 7%. By adding the photon depolariza-

tion as a source of error for basis comparison we observe that the results does not change considerably

compared to previous results. As seen in Fig 5.8 the more the S/C elevation decreases the more domi-

nant the added terms become.

The simulation uncertainties are calculated as they were in chapter 3 by considering the misalign-

ment of the orbit by not being exactly centered at the GS, this can be seen more clearly in Fig 3.2. We

must emphasise that the simulated uncertainty and the real time uncertainty are quite different. The

prior is based on the orbit definition which calculates the uncertainty comparing it to the best case sce-

nario of when S/C passes right above the GS. The latter is mostly dependent on the FoV of the tracking

telescope [27], the GNSS [49] as well as on the GS beacon for which allows the uncertainty to decrease

down to an order of 10−3 s to 10−5 s.

5.4.2 E91

As mentioned in chapter 3 an analysis on the E91 protocol was not previously performed for the geo-

metric component due to the similarity of the results with the BB84 protocol. However, by adding the

background aberration and DoP terms we can finally start to analyse the performance of this protocol.

The objective for this section is to obtain the Clauser, Horne, Shimony and Holt (CHSH) test via the E91

protocol, considering only the SNR and the atmospheric DoP terms. Hence, meaning if the photon sent
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Figure 5.9: Schematic of the quantum circuit used for the E91 protocol. Below, with the use of quantum gates we
can rotate the basis for Alice’s and Bob’s detection.

from S/C does not reach the GS it shall not be considered for the CHSH test validation. Moreover, if a

photon is atmospherically absorbed or scattered outside the FoV of the GS, we shall measure at the GS

the background influence at the expected time interval of the photon arrival.

We assume that for the simulation of the E91 protocol we use the same parameters as were used

for the BB84 which were presented in Table 2.2 and Table 2.3.

We shall use a Qiskit Python toolbox 5, to create a modified E91 protocol which considers the depo-

larization and attenuation effects. Qiskit is an open source software development kit (SDK) for working

with OpenQASM and the IBM Q quantum processors, we shall use it to create our quantum circuit for

the E91 protocol. A schematic of the E91 circuit is shown in Fig 5.9. The loss is introduced by imposing

for each photon a probability to shift their basis, hence, acting as an additional detector between Alice

and Bob.

In Fig 5.9 we also define A(ai) = ~ai · σ and B(bj) = ~bj · σ. Quantum gates are also presented in the

same figure [91], where their combination form the detection states for different Bob’s and Alice’s basis,

until the measurement is performed.

The main difference from the BB84 protocol is the use of three different basis for Alice {0, π4 ,
π
2 } =

{a1, a2, a3} as well as for Bob {π4 ,
π
2 ,

3π
4 } = {b1, b2, b3} which allows us to perform the CHSH test to

obtain the correlation coefficient (S) between the basis sent from S/C and received at the GS. Charlie

is also introduced, with the main purpose to prepare and propagate the singlets. We shall study this

protocol in terms of the correlation coefficient between the S/C and GS basis, which is defined by [25]:

5Documentation for the 0.30.1 version is available.
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Figure 5.10: Correlation coefficient S during the active time of the mission. γDoP and γSNR parameters are present
in order to study the vulnerability of the E91 protocol for our mission.

S = E(a1, b1)− E(a1, b3) + E(a3, b1) + E(a3, b3) (5.2)

E(ai, bj) =
N++ +N−− −N+− −N−+

N++ +N−− +N+− −N−+
(5.3)

Here Nxy is the number of coincident counts in a pair of x, y states from the Alice’s transmitted and

Bob’s received photons.

Ideally |S| = 2
√

2 which tells us that the basis are anti-correlated between Alice and Bob, showing

the viability of the protocol for secure communications. Without any environmental or geometrical pertur-

bations considered, if the correlation coefficient follows −
√

2 ≤ S ≤
√

2, it means that either the received

photons are not truly entangled (which could be due to an attempt to eavesdrop) or that there is some

problem with the measurement device [92].

For our mission, this means that CHSH test cannot identify an eavesdropper if the signal is disturbed

to a point where the following inequality −
√

2 ≤ S ≤
√

2 is always valid. Hence, we study the effect of

the γDoP and γSNR on the CHSH test validating the viability of E91 for our mission. For this simulation

we consider a basis misalignment of 3% between the S/C and GS [27]. Similarly to what was done with

the BB84 protocol, we evaluate the γDoP and γSNR components in terms of the correlation coefficient

(S) during the active time of the mission, as seen in Fig 5.10.
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As seen in Fig 5.10, with only γDoP component present we obtain a valid S parameter of ∈ [−2.67±

0.23,−2.44 ± 0.04]. By introducing the SNR our CHSH test shifts. Where the Bell’s test for the E91

protocol is only valid between ∈ [46, 321] s. If the geometrical term and atmospheric absorption term is

also considered, using this method the E91 protocol loses its validity. All the uncertainties are calculated

based on the obtained standard deviation for different trials of the same E91 simulation at each S/C

elevation.

In the next chapter, we are going to analyse the turbulent behaviour of the atmosphere with a statis-

tical model. Characterizing the main effects which lead to the perturbation and scintillation of the signal.

Additionally, we are going to add another layer of complexity to our simulator by not only considering the

turbulent behaviour but also taking into account the pointing error of the S/C.
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6
Turbulence losses

6.1 Turbulent effects

We encounter turbulence in everyday life, from the flow of water to smoke coming from a possible burnt

cake that you forgot in your oven while reading this work. What do all these examples have in common?

The chaotic behaviour of particles.

In this section we are centering on this specific topic. We are going to study the chaotic behaviour

of particles or eddies which perturb our QKD optical path in the atmosphere. The objective here, is

to define the most dominant effects and study the respective optical losses. In section 6.2, we shall

reformulate our transmissivity model into a statistical one accounting for all the turbulent effects as well

as adding the off pointing behaviour of the satellite.

As seen in Fig 6.1 we shall consider three main effects: Beam spreading , scintillation and beam

wandering [93]. These effects are dependent on the relative size between the eddies of the turbulent

layer and the beam width of the signal. As shown in Fig 6.1 for beam width sizes bigger than the

eddies radius we consider that the beam spreading effect is dominant. If the size is of the same order

of magnitude then scintillation dominates, this effect is mainly relevant for satellite downlinks. Beam
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Figure 6.1: Main turbulent effects: Beam wandering, scintillation and beam spreading all dependent on the eddies
size. Arrows in red represent the direction of photon propagation.

wandering mostly occurs for uplinks, this can be justified due to an immediate entry of the signal in the

atmospheric layer where the beam width is at its minimum being much more negligible compared to the

eddies radius.

6.1.1 Beam Spreading

To start with, we must first define our turbulent profile. In this section, instead of only choosing a method

from the state of the art and applying it, we shall also perform a comparison between each model and

its overall performance on the signal loss.

We propose to compare the following three different models:

1. Model A [93]: A low zenith model which performs better at lower intensity profiles for the Kol-

mogorov turbulence [94]. This method is the one chosen for QKD mission as most of the key

exchange is performed at low zenith angles.

2. Model B [93]: A high zenith model which considers higher orders of magnitude for turbulent per-

turbations in the Kolmogorov theory. Thus, being more accurate for high zenith angles near the

horizon.

3. Model C [95]: A more generic non-Kolmogorov model based on the α parameter, if α = 11
3 we

recover the Kolmogorov theory.
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For this section we use the Kolmogorov theory [94] which is based on several assumptions. Firstly, it

assumes that at high Reynolds numbers the turbulent profile is completely random. Secondly, it assumes

that the energy cascades for eddies are only performed in one direction, from large scale eddies to

smaller ones. Even though that experimentally [96,97] a lower fraction of inverted order cascades were

also observed. We shall still use this theory as our framework due to the high fidelity of the model for

optical communications [98].

The turbulence profile is generally defined by an altitude-dependent refractive index structure coeffi-

cient C2
n. We consider a Hufnagel-Valley model H − V5/7 that can be described by [93]:

C2
n = 0.00594

[ w
27

]2
(10−5h)10e−

h
1000 + 2.7× 10−16e−

h
1500 +A0e

− h
100 (6.1)

Here, w is the root mean square wind speed, and A0 is a nominal value of C2
n at the GS. In this work

we consider w = 21 ms−1 and A0 = 1.7× 10−14 m− 2
3 .

In order to have a metric for the disturbed signal performance due to the beam spreading effect, we

shall introduce the scintillation index parameter (σI ). The scintillation index measures the normalised

intensity variance of the signal caused by atmospheric turbulence for a chosen turbulent strength.

For the atmospheric turbulent models A, B and C respectively we can describe σI by:

σ2
A:I ≈ r2

0 = 2.24k
7
6 sec(θzen)

11
6

∫ h0+L

h0

C2
n(h)h

5
6 dh (6.2)

σ2
B:I = exp

[
0.49r2

0

(1 + 1.11r
6
5
0 )

7
6

+
0.51r2

0

(1 + 0.69r
6
5
0 )

7
6

]
(6.3)

σ2
C:I = 4π2k2A(α)

[
16

D2
R

]1−α
2

Γ
[
1− α

2

]
sec(θzen)

×
∫ L

sec(θzen)

h0

C2
n(1− Ξ)

α
2 −1

[(
1

Ξ

)2

− 1

] 1
2 (α2 −1)

cos
[(α

2
− 1
)
arctan(Ξ)

]
dh

(6.4)

In Equation 6.2 we define θzen as the zenith angle relative to the horizon. In Equation 6.3 we present

the Rytov parameter r0 [93] which is defined in Equation 6.2 being another metric for the scintillation

intensity acting on a photon when propagated in a turbulent environment.

Finally, in Equation 6.4, α is the spectral index, for which it defines the type of the turbulent theory in

study. If we consider α = 11
3 we recover the Kolmogorov theory. The definition in Equation 6.4 considers

a plane wave model for the downlink. As the distance between the S/C and the GS is of the order of

103 km, the plane wave model becomes a good approximation for the key exchange simulation. A(α)

is described by A(α) = 1
4π2 Γ(α − 1)cos(απ2 ) where Γ(α − 1) is the gamma function. DR = 2.0 m is the
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Figure 6.2: Scintillation index squared in terms of the zenith angle for models A, B and C for the atmospheric
turbulence.

diameter of the receiver defined in Table 2.3. In Equation 6.4, Ξ is characterized by Ξ = 16h
kD2

Rcos(θzen)
.

By combining the σ2
I parameter from Equation 6.2, 6.3 and 6.4 with the distance profile of the satellite

defined in chapter 3 we obtain Fig 6.2. Fig 6.2 compares the performances of models A, B and C via

the scintillation parameter squared for the same turbulent profile from Equation 6.1.

We observe in Fig 6.2 that model A which describes more robustly low turbulent profiles differs from

other models for zenith angles above 50 degrees, being this discrepancy also described in the work of

Larry C. Andrews et al [99]. Thus, becoming not viable at those ranges compared to model B.

Model C which is the most generic one, differs considerably from the rest up to an order in magnitude

at low zenith angles. At higher profiles, this model tends to perform similarly to model A. These results

for Model C show that the method used for Kolmogorov theory (α = 11
3 ) loses in robustness compared

to other methods.

We can now study how relevant is the beam spreading effect for our mission. Our objective is to

compute the additional geometric losses from the turbulent behaviour. Therefore, we must consider how

this turbulent term affects the effective signal’s width (Weff ). Generally, we can describe the effective

signal’s width by [100]:

Weff = w(1 + TA) (6.5)

Where w is the Gaussian beam width at the GS and TA is the turbulent scale factor which deforms

the overall beam.
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Figure 6.3: Effective beam width considering different
models (A, B, C) and fluctuation environ-
ments (weak and strong theories) for turbu-
lence.

Figure 6.4: Additional signal loss considering different
models (A, B, C) and fluctuation environ-
ments (weak and strong theories) for turbu-
lence.

Moreover, the TA factor can differ in A-C models. We shall now consider how our models behave

in different fluctuation environments. As we know, if we increase the zenith angle we also increase the

turbulence strength. We emphasise that the type of model (A, B or C) optimizes the performance of the

results in different environments either in high or low zenith fluctuation theories. In that case, if the model

is computed with low zenith angles we define that we are working in a weak fluctuation framework. To

define the limit for which the weak fluctuation theory is valid we define from Fig 6.2 the point where

models A and B start to differ considerably. This point is considered to be at θzen = 50 deg for our

mission. As a result TA can then be defined by [100]:

TA =

1.33σ2
IΣ

5
6 , if θzen < 50deg,

1.63σ
12
5

I Σ, if θzen > 50deg,
(6.6)

Finally, for a generalized version of a non-Kolmogorov turbulence profile (if α = 11
3 we reduce our

framework to the Kolmogorov theory) the turbulent scale factor (T ) can be obtained from:

TC = −2π2A(α)Γ
(

1− α

2

)
k3−α

2

(
2L

kw

)(
L

sin(θzen)

)α
2 −1

sec (θzen)
α
2

×
∫ L

sin(θzen)

0

C2
n

(
hsin (θzen)

L

)α−2

dh

(6.7)

Combining Equation 6.5 with Equation 6.6 and 6.7 for each S/C elevation defined in chapter 3, we

compute in Fig 6.3 the effective width (weff ) from the turbulence spreading. We consider the perfor-

mance of models A and B in two different frameworks for weak and strong fluctuation theory.

As seen in Fig 6.3, the influence from the spreading effect is minimal, only differing our results up to
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Figure 6.5: Probability density as a function of the S/C
zenith angle and the atmospheric transmis-
sivity. The color bar on the right is a metric
for the probability density.

Figure 6.6: A top view of Fig 6.5. Probability density as
a function of the S/C zenith angle and the at-
mospheric transmissivity. The color bar on
the right is a metric for the probability den-
sity.

an order of 10−2 m for the beam divergence. At high zenith angles when considering a strong turbulent

environment we obtain a maximal added beam width of wturb = 0.0634 m from the turbulent influence.

In order to compare the three models we also have computed in Fig 6.4 the added loss (Loss =

20log
(

w
Weff

)
) that our signal is subject to by considering the added photon spreading effects. As de-

scribed in Fig 6.4 we observe that in a strong fluctuation environment the model A (θzen > 50 deg) loses

its robustness to describe the turbulent behaviour, thus, the additional loss exceeds to −0.006 dB in that

domain compared to other models. The same effect occurs for model B at low zeniths, inaccurately

describing the turbulent behaviour compared to model A with losses reaching −0.002 dB at low zenith

angles. Model C for high zenith angles reaches to an order of −0.001 dB.

From all this we understand that the beam spreading effect exists for our mission however it loses

relevance compared to the main geometric term studied in chapter 3, where by choosing the appropriate

geometric parameters the losses could vary up to −10 dB.

6.1.2 Scintillation effect

For this section, we shall study the scintillation effect which is described by an oscillation in the intensity

of the received signal resulting in a sparkling of the target over space and time. The objective is to

compute the order of magnitude of the additional losses by considering this effect.

As the scintillation of the signal occurs within a certain probability at the receiver, we shall consider

a statistical model for the turbulent behavior [101]. We consider that for weak turbulence the intensity

statistics can be described with a PDTC with a log normal profile, which ignoring phase-front fluctuations

can be viewed by [102,103]:
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Figure 6.7: Normalized intensity profile without the
scintillation effect viewed when S/C is at
zenith right above the GS.

Figure 6.8: Normalized intensity profile with the scintilla-
tion effect viewed when S/C is at zenith right
above the GS.

p(η) =
1√

2πσIη
exp

−
(
ln( ηη0 ) + 1

2σ
2
I

)2

2σ2

 (6.8)

Equation 6.8 allows us to create a transmission probability mapping at the receiver dependent on

the SPS power. Here σI is the scintillation index defined in section 6.1.1 and η is the atmospheric

transmissivity in a turbulent domain.

We consider the S/C trajectory from chapter 3 and the scintillation model A (σI ) from section 6.1.1,

to obtain Fig 6.5. If we project Fig 6.5 from a top view, we obtain Fig 6.6. From the results we obtain

that only for zenith angles above 50 degrees the function shifts more steeply, indicating the introduction

of the strong turbulent behaviour.

We can describe the loss profile by considering instead of a PDTC a full irradiance mapping at the

receiver from the S/C view, as seen from the following equation [100]:

pI(η) =
1√

2πσII(r, L)
exp

−
(
ln( I(r,L)

<I0(r,L)> ) + 1
2σ

2
I

)2

2σ2

 (6.9)

Here, I(r,L) is the irradiance profile, r is the radius from the center of the receiver and L is the optical

path. 〈I(r, L)〉 can be defined by 〈I(r, L)〉 = A(w0

wI
)2exp(−2r

wI

2
) [100], where A is a normalization constant

and w0 is the Gaussian beam width.

In Fig 6.7 we obtain the usual normalized Gaussian intensity profile viewed when the S/C is at zenith

right above the GS. The Gaussian profile is a function of the S/C viewing angle as well as the radius
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from the center of the GS.

Figure 6.9: Absolute mean error between Fig 6.7 and Fig
6.8 viewed when S/C is at zenith right above
the GS.

In Fig 6.8 we consider the scintillation effect,

as seen the profile is highly disturbed compared

to Fig 6.7. In order to study the influence from

scintillation effect we have considered the abso-

lute mean error (%) between the two intensity pro-

files present in Fig 6.7 and Fig 6.8 respectively,

allowing to obtain Fig 6.9. As a result, a maxi-

mal deviation of 30% is computed for the intensity

profile, meaning that signal losses can also reach

that order of magnitude. As a result, in a worst

case scenario, among all three effects, the scin-

tillation remains the most dominant between the

signal and turbulence interaction over time.

6.1.3 Beam wandering

For this section we shall consider the effect of

beam wandering which describes how the atmo-

spheric turbulence creates time-dependent ran-

dom lateral beam displacements. To study the

order of magnitude of such effect we must consider the PDTC model. There, we must compare the

intrinsic pointing error influence with the beam wandering.

To express the S/C pointing error we use the Weibull distribution [26,93]:

P =
r

σ2
r

exp

(
−
(

r√
2σr

))
(6.10)

Here, σr is the standard deviation for the Weibull distribution and r is the shift deflection distance

from the GS center. Also, σr can be described by [29]:

σr =

√
(θpL)

2
+ σ2

w
(6.11)

Where θp is the pointing error of the S/C and σw is the variance of the beam center due to turbulence.

In weak turbulence theory considering a collimated beam in Kolmogorov turbulence with infinite outer

scale, the σw term can be defined by σw = 1.919C2
nz

3 (2w0)
− 1

3 . Here, C2
n is traced from Equation 6.1, z

is the optical path in the atmosphere and w0 is the beam waist when entering the atmosphere.

We consider the distance profile of the S/C from chapter 3 as well as θp = 1.0µm from the precision
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of the Micius mission S/C [26]. Thus, obtaining (θpL)
2

= 0.56m2 >> 10−3m2 = σ2
W . As seen, the order

of magnitude for the beam wandering effect is near to negligible, but this is to be expected considering

its physical interpretation. Photons from the S/C are considered to propagate 97% of the time in near

vacuum (see chapter 4). When finally the signal enters the upper atmospheric layers (∼ 20 km) the size

of the beam width is already considerable (w0 = 13.17 ± 0.14 m at high zenith angles) compared to the

eddies mean radius [104]. The uncertainty has been calculated based on the simulation off center from

the optimal orbit, being it more clearly described in Fig 3.2.

In the following section we shall add another layer of complexity to our simulator, by considering the

off pointing behaviour as well as the turbulent effects described in sections. 6.1.1, 6.1.2 and 6.1.3.

6.2 A PDTC model for losses

If we had left it here neither I nor the reader would appreciate the product of sections. 6.1.1, 6.1.2 and

6.1.3. We shall complete this chapter with some applications towards our simulator by applying what

was learned to our results.

Let us consider the PDTC statistical model which describes the transmission efficiency (T) received

at GS by Equation 6.12 [105]:

T 2 = T 2
0 exp

(
−
(
r

R1

)−λ1
)

(6.12)

T0 is the maximal transmission coefficient for a given beam size (W ), λ1 and R1 are the shape and

scale parameter respectively, which can be defined by [105]:

T 2
0 = 1− exp

−(a√2

W

)2
 (6.13)

λ2
1 = 8

a2

W 2

exp
(

−4a2

W 2

)
I1

(
4a2

W 2

)
1− exp

(−4a2

W 2

)
I0

4a2

W 2

[
ln

(
2T 2

0

1− exp
(
−−4a2

W 2

)
I0

4a2

W 2

)]−1

(6.14)

R1 = a

[
ln

(
2T 2

0

1− exp(−−4a2

W 2 )I0
4a2

W 2

)]− 1
λ1

(6.15)

The a = DR
2 parameter is the radius of the receiver and r is its beam-deflection distance. I0 and

I1 are the modified Bessel functions of the first kind. Considering that the beam center is distributed

accordingly to the profile described by Equation 6.10, we can combine it with Equation 6.12, 6.13,

6.14 and 6.15 to obtain the transmission coefficient accounting for the inner off pointing profile of the

S/C. We assume that the beam fluctuates around the aperture center, allowing us to obtain the PDTC
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Figure 6.10: Transmission coefficient in terms of S/C el-
evation, the PDTC and deflection distance
r/a.

Figure 6.11: Top view of Fig 6.10. Deflection distance
r/a in terms of the S/C elevation and the
PDTC.

(P) [29,105]:

P(T ) =
2R2

1

σ2
rλ1T

(
2ln

(
T0

T

)) 2
λ1

−1

exp

[
− 1

2σr
R2

1

(
2ln

(
T0

T

) 2
λ1

)]
(6.16)

We shall now use Equation 6.16 with the S/C to GS distances from chapter 3. This allows us to

obtain in Fig 6.10 the transmission coefficient containing the geometrical and turbulence behaviour (T)

in terms of the S/C zenith angle, the probability for beam deflection r
a from the center of the receiver and

the effective distance from the center of GS.

From Fig 6.11 we can understand the statistical behaviour of the turbulent and geometric off pointing

models. For low zenith angles, beam deflection probability is close to zero. If the transmissivity coef-

ficient is squared, we obtain the total transmissivity (T 2) of the signal all the way from the S/C to GS.

By normalizing the PDTC for each S/C zenith angle we obtain the accomulative probability of an event.

In our case, for low zenith angles, an accumulative probability of 46.23% is calculated for our beam

deflection to be within a range of r
a ∈ [0.0, 0.5]. On the other hand, for high zenith angles the elliptic

behaviour of the beam is dominant. Therefore, an increased turbulent deflection is shown for higher

zenith angles. Thus, we shift the accumulative probability to higher deflection distances decreasing it for

lower deflections ratios ( ra ∈ [0.0, 0.5]) down to 16.45%.

To have a better understanding of this behaviour, we propose to renormalize the PDTC to one for

each zenith angle. Allowing to calculate the beam mean deflection ratio for each zenith angle as seen

in Fig 6.12. Afterwards, with the use of the LMFIT Python package 1 we are able to apply a polynomial

regression to our data for a O(3) order polynomial. Hence, allowing to obtain a correspondence of

χ2 = 9.8032× 10−04 and χγ = 2.2798× 10−05 for the Chi-Square and reduced Chi-Square parameters,

1Documentation for the 1.0.2 version available.
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Figure 6.12: Mean beam deflection distance considering a mean renormalization of the PDTC parameter for each
zenith angle of the S/C. A polynomial regression of O(3) order is performed, to characterize the
statistical off pointing behaviour of our system.

respectively.

A mean beam deflection of r
a = 0.60 is obtained for low zenith angles increasing up to r

a = 1.51 for

high zenith angles. The obtained regression parameters of y = a+ bx+ cx2 + dx3 are presented in Fig

6.12.

The results shown achieve the same order of magnitude for the transmissivity coefficent (T) being in

accordance to the work of D. Yu. Vasylyev et al. [105] and Daniele Dequal et al. [29], as well as with the

equivalent eliptical model for QKD from the work of Carlo Liorni et al. [28]. Daniele Dequal et al. [29]

obtains a transmission efficiency (T 2) of 1.6% for an altitude of 750km. This was performed, considering

the geometric parameters for GS and S/C focusing on the Micius mission. By considering the same

geometrical parameters for our mission, we obtain similar results within the same order of magnitude

compared to the work of Daniele Dequal et al.

In the next chapter, we shall propose a new method for atmospherically perturbed signal correction

of phase-dependent QKD protocols. Combining Artificial Neural Networks (ANN), Adaptive Optics (AO)

with previous data for the intensity profiles of the signal.
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7
A new CNN method for turbulence

correction

7.1 Introduction

For the last segment of our work, we shall propose a new method for phase-dependent QKD signal

corrections based on a combined CNN and Gradient Descent Optimization (GDO) algorithm.

Instead of having the BB84 and E91 protocols polarization encoded as it was considered in previous

chapters, we shall study phase encoded schemes. This leads to the use of interferometers, where the

encoding is implemented by changing the relative optical path lengths or phase between the internal

arms of the interferometer [106].

As a result, the S/C optical key exchanges are now directly dependent on signal aberrations produced

by atmospheric turbulence, which introduces spatial and temporal variations in the refractive index of

the optical path along the line of sight [107]. This effect leads to broadening the Point Spread Function

(PSF) of the intensity profile for the phase-dependent QKD protocols, which significantly increases the
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tomographic errors. Indeed, for wide-field AO systems, sky coverage becomes the primary source of

these types of errors. Therefore, in order to keep an acceptable bandwidth error, this effect must be

compensated for such limitation by increasing the integration time of the wavefront [108].

One possible solution to solve this problem is to introduce an additional optical network that provides

a PSF reference from well known signal profiles or astronomical bodies, allowing the AO system to

locally correct for the turbulence [109]. Here, we propose an algorithm to improve further the signal’s

performance. However, such a method does not depend on the use of an improved optical system, but

dependents solely on the prediction of the proposed algorithm that uses the previous history of intensity

profiles of the S/C signals or astronomical objects to make reliable predictions [110].

This solution is beneficial for ground-based telescopes but also for space missions such as Hubble [111],

JWST [112] and LiteBird [113] as a way to correct for medium interstellar turbulence. For example, this

corrective method may be used to observe a given object in a certain wavelength within the FoV of the

telescope behind a turbulent layer created by cosmic dust.

In this work, to that end, we study a closed feedback loop system that feeds on the disturbing intensity

profiles. The objective is to adapt the algorithm used in Orbital Angular Momentum (OAM) communi-

cations to improve the quality of our space mission by using a more robust atmospheric model with a

multi-layer tested turbulence profile. For example, consider a simulated Gaussian beam that propagates

towards a telescope: on the one hand, the turbulence intensity is more dominant at lower altitudes, thus

allowing the generation of an equivalent phase screen description; on the other hand, it will enable us to

classify, predict and deconvolve the distorted image with the estimated PSF on the focal plane, obtaining

the corrected version of our signal.

In the next section, we overview the state-of-the-art methods used to correct optical systems. In Section

7.3, we describe the fundamental parameters used to define an atmospheric profile and the signal

propagation through the atmosphere. Moreover, in the same section, we present the CNN and GDO

components’ architecture and the parameters used in our simulation. In Section 7.4, we discuss the

performance of CNN and GDO and the accuracy of the signal recovery. Hence, making the comparison

with other recent methods. Afterwards, in Section 7.5, we conclude our study, giving an outline of the

main results.

7.2 Overview

Here, we present a method based on the framework provided by the work of S.Lohani et al. [114]: the

author’s goal was to create a robust yet viable strategy to improve satellite to ground optical communica-

tions. First, they have determined the GDO images from different OAM modes using an artificial neural
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Figure 7.1: Schematic of the turbulence mitigating network, which is composed of adaptive optics, a source,
medium with turbulence (M), a receiver (R), and a feedback network with a CNN and a GDO. The
optical profiles correspond to the desired image (left), the distorted image due to turbulence (middle),
and the turbulence-corrected image at the receiver (right).

Figure 7.2: Target intensity pattern at the receiver: a) With turbulence. b) Corrected via Controller.
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Figure 7.3: Target Mean Error profile compared to the theoretical Gaussian profile with no perturbations: a) Before
correction. b) After correction.

network. Then, they have applied a wavefront correction to the signal source with Spatial Light Modula-

tors (SLM) by changing the wavefront phase to compensate for the single turbulent layer, improving the

overall signal.

Other applications of OAM multiplexing communications showed an increase of performance of the

mode purity of the distorted vortex beam [115]. For example, improving it from 26.91% to 93.12%

through the compensation with a CNN algorithm.

More recently, X. Liu et al. [116] proposed a different approach: a simulation method that assumes the

frozen flow hypothesis for the turbulent layer. In this method, the turbulent volume within a single phase

screen is modelled as a linear composition of static independent layers, each of them dependent on the

wind profile.

The focus was the simulation and prediction of the wavefront slopes data using long short-term mem-

ory artificial neural networks, creating a non-linear framework for wavefront prediction. This approach

allowed to predict open-loop wavefront slopes at the Shack–Hartmann wavefront sensor [117]. In addi-

tion, frame dependence was studied in advance to compensate for the frame delays using AO.

In recent works, M. Chen et al. [118] and H. Ma et al. [119] chose a CNN model to extract features

from a phase mapping that rely on Zernike’s polynomials to categorize the turbulent layer. In that case,

the network is trained to use two extensive data sets based on distorted images as input and Zernike

coefficients as an output. The algorithm predicts such coefficients by using the CNN method, which

improves the overall signal’s performance for different signal to noise ratio conditions. However, the

accuracy is dependent mainly on higher-order Zernike polynomials, which are a challenge to consider

due to the turbulent layer’s arbitrary profile. Therefore a source of error may arise as a result [120].
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Figure 7.4: Classification accuracy and cross entropy loss: a) With a biased test set. b) With an unbiased test set.

Conversely, our method uses a realist multi-layered local profile of the atmosphere, which minimizes

these errors with added adaptability towards the chosen turbulence.

7.3 Methodology

The current work aims to improve the methods used in optical communications for aberrated phase-

dependent protocols, adding a layer of complexity with multiple phase screens compared to previous

results [20].

First, we define each phase screen of the atmosphere turbulence via a Kolmogorov phase with the Von

Karman power spectrum [121]. Then, we quantify the strength of the turbulence via a refractive index

C2
n. Thus, the overall phase screen can be defined as follows:

Φ(Cxy, r0) = R{F−1(Cxy
√

Φxy(r0))} (7.1)

Here R and F−1 symbolize the real part and the inverted Fourier transform of the function, respec-

tively. Cxy corresponds to an arbitrary complex number for each pixel which was chosen via a Gaus-

sian distribution around zero with white noise. In the simulation, we define Cxy in the GDO segment.

Φxy(r0) is the phase power spectrum corresponding to Φxy(r0) = 0.023r0(ν2 + 1/L2
0)11/6. As for the

parameters: ν corresponds to the spatial frequency and L0 is the outer scale beyond which the power

asymptotically flattens. In the simulation Φxy(r0) is predicted in the CNN component based on the Fried

parameter, r0. The dependence on C2
n varies on the approach taken [122–124], for this work we choose

r0 = {0.423(2π/λ)2
∫
Path

Cn
2dz}− 3

5 , which becomes dependent on the propagation path.

The multi-layer profile is modelled based on the work of M. J. Jee et al. [125]. Here, we use the atmo-

spheric measurements of the site of the Gemini-South telescope located in Cerro Pachón, Chile [126].

It consists of six turbulence layers at altitudes 0.00, 2.58, 5.16, 7.73, 12.89, and 15.46 km with relative
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Parameter Description Unit Parameter Description Unit
Grid size 32x32 - Obscuration

ratio
0.4 -

Gaussian
beam

PDF of a single photon
with σ = 0.2

- Screen scale r0 -

Exposure
length

5.0 s Time step 5.0 ms

Wavelength
(λ)

850.0 nm Altitude of tur-
bulence layers

[0, 2.58, 5.16, 7.73,
12.89, 15.46]

km

Wind Speed in
each layer

[14.823, 4.612, 7.177,
10.023, 7.694, 2.857]

m/s Wind Direction
in each layer

[2.006, 6.128, 2.167,
5.024, 4.8159, 2.594]

rad

Inner scale of
Turbulence (l)

1.0 mm Outer scale of
Turbulence (L)

25.0 m

Fried parame-
ter (r0)

[0.08,0.20] m Diameter of
Telescope

2.0 m

Table 7.1: The setup of parameters for the simulation of the propagator is as follows: we consider a Gaussian beam
with a defined standard deviation (σ) propagating through the atmosphere, originating an intensity profile
representing a PDF of a single photon. The time step between consecutive observations, screen scale,
exposure length and obscuration ratio are the main parameters that characterize the telescope used in
this simulation.

weights for the turbulence aberration of the signal being 0.652, 0.172, 0.055, 0.025, 0.074, and 0.022,

respectively. For the simulation, the wind direction ∈ [0, 6.28] rad and velocity ∈ [0, 20] m/s are chosen

arbitrary for each layer. In Table 7.1 we present the parameters used in our simulation.

We consider the propagation of a Gaussian beam light profile in this environment coming from our S/C to

our telescope, whereby using and modifying the package Galsim 1 [127] we obtain the resulting intensity

pattern at the receiver as seen in Fig 7.2.

Fig 7.1 from left to right show the main method. We start by obtaining the intensity profile of the distorted

object, and we also get the non-perturbed data from a known reference source within the same FoV of

the telescope. Therefore, now we can get a theoretical profile of our reference source with low to zero

signal disturbances.

CNN and GDO model

Next, we include the turbulent profile that leads to obtaining a distorted intensity mapping, representing

the PDF of a photon along the FoV.

For the last step, we introduce a feedback system with a controller correlated with AO to compensate

for the atmospheric turbulent behaviour. For the unknown turbulent multi-layer profile Φ(Cxy, r0)real, our

objective is to generate an equivalent one, Φ(Cxy, r0)pred, in order to create the predicted PSF for all

1Documentation for the 2.3 version available.
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Figure 7.5: ROC curves a) With a biased test set. b) With an unbiased test set.

Figure 7.6: Normalized confusion matrices a) With a biased test set. b) With an unbiased test set.

atmospheric layers. The pre-trained CNN algorithm tries to foresee the intensity profile Φ(Cxy, r0)pred,

by predicting the Fried parameter (r0).

However, due to the randomness of Cxy, we also include a GDO algorithm. Such procedure minimizes

the loss function for each pixel by comparing the Cxy parameters between the theoretical and perturbed

profiles, thus minimizing the MSE.

As a result, our system correctly predicts the equivalent phase screen profile for turbulence leading to

the anticipated PSF. As a final step, we deconvolved the PSF profile with the signal’s distorted version,

leading to a corrected intensity profile using AO.

We start by correcting the equivalent phase screen of the multi-layer system by introducing the CNN and

GDO models responsible for the r0 and Cxy parameters respectively.
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The network is composed of three main blocks, each consisting of two fully connected convolutional

networks with 32, 64 and 128 connections (see Fig 7.1), respectively. To prevent over-fitting, we use

a 2x2 max pooling mask combined with a dropout function with a ratio of 0.2. In the output, we use a

softmax layer to predict the probability for all seven training classes (composed of r0) having a spacing

of r0 = 0.02 m between each other. Additionally, in the test set, the strength of the turbulence is defined

randomly within the same range as was implemented for the training classes.

Figure 7.7: GDO performance along the first 100 interac-
tions. The performance is more relevant at
lower interactions were the step function has
the highest order of magnitude.

Moreover, we provide a second training of the

data sets to test the fidelity and the level of overfit-

ting of the results. For each Cxy, we implement a

Gaussian noise for each layer of the atmospheric

turbulence that influences the results directly. We

accomplish this procedure by applying a range of

deviation up to r0 = ±0.02 m in the classification

scheme. For the training and testing, we supply

the CNN algorithm with 2000 images (array with

32x32). In the fidelity phase, we provide the algo-

rithm 2000 images for training and 1000 images

for testing. The simulation runs for 400 epochs.

The optimization archived efficiency depends on

the stabilization rate of the accuracy and entropy

for the training and test sets. For the loss function,

we apply a GDO algorithm on Cxy for up to 1000

interactions at each pixel, leading to MSE minimization. This procedure allows finding an optimal con-

vergence point between the distorted and theoretical intensity profiles. Furthermore, the GDO algorithm

stops the minimization upon an absolute error of ±5, between the real and imaginary components of

Cxy for both intensity profiles.

7.4 Discussion and Results

In this section, we shall discuss the performance of the CNN and GDO algorithms and comment on our

two main results (as seen in Fig 7.2 and Fig 7.3).

In the left panel of Fig 7.2, we show the distorted intensity profile of the S/C signal. The scale describes

the probability density of finding a photon in a specific pixel, where the sum of all pixels reaches up to

unity. In the right panel of Fig 7.2, we recover the original signal corrected via this feedback in loop CNN
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Figure 7.8: a) Simulated PSF to obtain the perturbed intensity profile. b) Calculated PSF to be deconvoluted with
the perturbed signal which allows to recover the original image of the object.

algorithm.

In Fig 7.3, we compare the theoretical Gaussian profile of the signal before (on the left) and after (on the

right) correction using our method.

We start to analyze the CNN component of the global algorithm. The accuracy and cross-entropy loss

parameters of the CNN algorithm are crucial for evaluating the training and test of the data sets. Fig

7.4 shows these parameters: on the left panel, we show the classification accuracy and cross-entropy

loss for a biased test set. Despite the high magnitude of oscillations for the test data set, both reach

stabilization after 400 epochs. As we show in the right panel of Fig 7.4 we obtain a similar result for

unbiased test data set. However, this time both stabilize within the same order of magnitude.

We evaluate the performance of the CNN algorithm by comparing the strength of the predicted class and

the real one. Figs 7.5 and 7.6 show the multivariate ROC curve and confusion matrix for all r0 classes.

In Fig 7.5 left panel, we compare the prediction provided by the CNN algorithm with the result of the

biased test data set. The area underneath each curve indicates the accuracy for the predictive power

of each class of r0. Ideally, the area underneath each curve should sum to one. We validated the

performance of the training data set with a biased and unbiased test data set. The biased data set

decreases in accuracy and becomes asymmetric, as seen on the left panel of Fig 7.6.

Furthermore, we notice that by increasing the Rytov parameter (r0), the CNN algorithm decreases its

prediction performance. This effect is more visible by comparing the confusion matrices of the biased

and unbiased test sets as seen in Fig 7.6.

We perform a biased analysis to avoid overfitting the results. As shown in the left panel of Fig 7.6, if the

training data set is overfitted, even with a Gaussian deviation up to r0 = ±0.02 m, the prediction would
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be incoherent, which is not the case.

Now we shall study the GDO component of the global algorithm. The GDO algorithm uses a paralleliza-

tion (CUDA Toolkit 11.4 2) for each pixel of the 32x32 array image. To optimize the performance time

of the algorithm, we use an adjustable step function parameter. Consequently, the algorithm finds the

local minimum, at which time the step decreases by order of magnitude. This procedure is used until

the algorithm meets the error requirements. The algorithm analyses its performance by comparing the

theoretical model of the signal to the corrected one via a local change of the Cxy parameter for each

pixel. Thus, the algorithm also provides an MSE study along with each interaction, as seen in Fig 7.7.

As identified, the performance of the GDO is more relevant at lower interactions where the order of

magnitude for the step function between two points is higher until it reaches stabilization.

From the results of GDO and CNN algorithms (see Equation 7.1), they can recreate the equivalent at-

mospheric phase-screen. As seen on the left panel of Fig 7.8, the simulated PSF is present, which

accounts not only for the atmospheric behaviour but also for the inner optical architecture of the tele-

scope. On the right panel of Fig 7.8, we show the phase-screen profile of an equivalent PSF of the

multi-layered turbulent system. By performing a deconvolution of the image with the distorted signal, the

original image is recovered as shown on the right panel of Fig 7.2.

We test the viability of our method by computing the MSE between the theoretical and real intensity

profiles obtaining MSEoriginal = 4.42× 10−3 for the perturbed signal. We found that by comparing to the

corrected intensity profile, the MSE (MSEcorrected = 2.05× 10−4) improves up to an order of magnitude.

Thus, such a procedure increases the signal performance from 64.61% up to 91.75% using only a training

procedure with a small data set of 2000 images.

Comparing our results to state of the art or recent technological methods for correcting astronomical

images, we found that our algorithm achieves the same level of performance as the work of W. Xiong et

al. [115]. In this work, the authors use a Zernike coefficients method applied to an experimental setup

with a simulated set of wavefront perturbed data. W. Xiong et al. [115] recover the original profile of the

non-distorted vortex beam by 93.12% with the use of CNN. Thus, our algorithm reaches the same level

of performance as the method proposed in our work.

Nevertheless, there is an essential difference between the two methods: despite achieving the same

order of magnitude for the recovery ratio of the intensity profile, the method proposed by W. Xiong

et al. [115] only simulates a single phase screen layer with a strength parameter described by C2
n ∈

[10−3, 10−2] for the training set. Although the procedure, providing an experimental view on the tele-

scope’s optical components for optical multiplexing, this method does not consider a realistic character-

ization of the turbulent profile in the simulator as is done in our work.

2Documentation for the 11.4.1 version available.
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We also compare our results with the work of H. Ma et al. [119] which also utilizes the Zernike coeffi-

cients method. Both procedures achieve a decrease of the residual wavefront variance up to an order

of magnitude. Although H. Ma et al. [119] provides in-depth analysis for the in-focus and out of focus

image profile, the simulated data is obtained from only a single phase-screen with strength described by

the Strehl ratio (Dr0 ∈ [1.0, 15.0]). Moreover, the data in the training set is described by the atmospher-

ically distorted wavefronts using the Zernike expansion of randomly weighted Karhunen–Loeve func-

tions [128]. Thus, even though our work reaches the same level of performance as in H. Ma et al. [119],

our model distinguishes from this work by including a more complete data set for the simulations, once

it contains data from the simulated telescope and an improved model for the Earth’s atmosphere.

Finally, by comparing our algorithm to the one used on work of S. Lohani et al [114], our algorithm

is more sophisticated since its predictions use data sets from the telescope and multi-layer turbulent

profile of the earth atmosphere. Indeed in our method, the algorithm uses a more refined model for the

telescope that includes information about the obscuration ratios and exposure length intervals. Equally,

the fact the algorithm uses a more complete data set of Earth’s atmosphere allows for a more efficient

key exchange in phase-dependent QKD S/C missions.

7.5 Conclusions

In this section, we propose a new CNN based algorithm to improve the quality of the S/C signal for

phase-dependent QKD protocols. This new algorithm uses a realistic multi-layer turbulent profile of the

earth atmosphere and a more refined model of the telescope optical system. Moreover, we estimate

an equivalent phase-screen for the atmosphere through a global algorithm that combines the CNN and

GDO algorithms. Such a procedure allows us to deconvolute the distorted image that recovers almost

the original one.

The new method shows promising results towards the optimization and correction of distorted signals

due to atmospheric turbulence. For our mission, we found that this method has recovered up to 91.75%

of the original intensity profile of the signal in the study as seen in Fig 7.2, decreasing the MSE up to an

order of magnitude compared to the distorted image.

Nevertheless, we can improve further this method, by increasing the algorithm’s accuracy through an

in-depth study of the intrinsic brightness fluctuations of the S/C aperture. We carry out this procedure

to have a better dissimilitude between the turbulent behaviour of the image and the actual image of the

object.

A context in which such an algorithm can be also of relevant interest is to improve astronomical images

coming from deep space. Adapting the algorithm to a satellite observation mission could significantly
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improve the image quality of faraway objects, helping in that way possible optical systems on board the

satellite’s telescope. Therefore, changing the objective from recreating an equivalent phase-screen of a

turbulent atmospheric profile to a generalized turbulent profile produced by intergalactic cosmic dust.
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8
Discussion and main results

8.1 Optical link budget

For this chapter we shall combine all our results in one section, by providing the optical budget for the

QKD mission.

In chapter 2 we have defined the most essential requirements and propagated the S/C orbit, determining

the propagator errors and the orbit life-cycle.

Resulting into the geometric losses analysis for the sifted key rate and QBER in chapter 3. This chapter

considers a Gaussian beam propagation of the signal for each S/C elevation.

In chapter 4 we have added the background perturbation term from the natural and artificial noise to

our simulator. Calculating the SNR and the respective loss, comparing all results with ESO-Panaral

simulator and experimental data.

Another layer has been added in chapter 5 with the introduction of atmospheric and depolarization losses

via a Monte-Carlo propagation. The atmospheric transmissivity calculated in chapter 5 only accounts

for the ratio of photons reaching down to the Earth surface.
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Parameters Description (at zenith) Units
Signal ratio (SF ) (Fig 4.6) 79.8 %
S/C mean off-pointing ( 2r

DR
) (Fig 6.12) 0.639 -

Geometric loss (Fig 3.4) 28.201± 0.001
Atmospheric loss (Fig 5.7) 1.422+0.184

−0.374

Atmospheric depolarization loss (Fig 5.3) 0.284+0.142
−0.139

Background SNR loss (Fig 4.6) 1.988
Beam spreading loss (Fig 6.4) 0.003 dB
Beam wandering loss (Section.6.1.3) 0.015
Scintillation loss (Fig 7.7) [0.000, 3.091]
Mean off-pointing loss (Fig 6.11) 1.861
Basis rotation shift loss [27] 0.265
Wavefront aberration loss (Fig 7.2) 0.619
Total loss for entangled based BB84 protocol [34.008, 37.099]± 0.400

Table 8.1: Optical budget for the Quantsat-PT mission at zenith for the 750 km orbit.

In order to account for the dynamic behaviour of the atmosphere, we needed to consider the main

turbulent effects which disturb the profile of the signal at the GS. This was performed in chapter 6 by

introducing beam wandering, beam spreading and scintillation effects.

Chapter 6 comes as an upgrade to the geometrical analysis performed in chapter 3, to account for the

optical off-pointing of the S/C apparatus in a statistical PDTC theory.

For phase dependent protocols, there’s an added loss coming from the aberration of the intensity profile

of the signal due to turbulence. This added effect which was calculated in chapter 7 was also accounted

for in a newly proposed method for signal correction, recovering up to 93.12% of the original wavefront

profile. From all these contributions and considering the S/C orbital profile from chapter 2 we can obtain

the optical link budget as shown in Table 8.1.

The main uncertainties were calculated based on the orbit misalignment from an ideal case where eleva-

tion reaches 90 degrees. For the atmosphere, the presented uncertainties are based on combination of

the Monte-Carlo error and the 850± 1 nm wavelength band profile. For the total loss, we only propagate

the most dominant errors for each contributing term. As scintillation is based on a photon probability

distribution a higher and lower range was defined for the losses, this is highly dependent on the intensity

profile of the turbulent layers. From Table 8.1, by adding each attenuation term to our simulator, we

obtain a loss rate at zenith of ∈ [34.008, 37.099]± 0.400 depending on the scintillation conditions.

Mission Concept (chapter 2)

From chapter 2 the satellite orbit was propagated via the GMAT R2020a software as well as the end-

of-life orbit using ESA’s DRAMA software. Furthermore, propagator errors for the S/C position and
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velocities were studied by considering different Runge-Kutta methods. Obtaining non-dominant system-

atic errors up to an order of 10−5 km from these results. Also, an end-of-life cycle for the QuantSat-PT

mission of 4 and 20 years was estimated for 500 km and 600 km orbits, respectively.

Geometric analysis (chapter 3)

From chapter 3 an in depth analysis is performed to justify the choice for the receiver and transmitter

aperture radius as well as for the orbit altitude. Thus, obtaining DR = 2.0 m and DT = 0.03 m and

750km respectively. The atmospheric drag effects in terms of the elevation were discussed, concluding

that the S/C oscillatory behaviour is greatly attenuated by three orders of magnitude by changing from a

400km to a 750km orbit.

Background losses (chapter 4)

From chapter 4 based on the data provided from the NASA’s/NOAA’s SUOMI-NPP mission, we have

obtained a natural and artificial backgrounds for the Alqueva region of BTotal = 0.000222 ± 0.000011

cdm−2 and BNatural = 0.000051 ± 0.000005 respectively. Moreover, thorough an airmass model for the

sky-glow in terms of the elevation, for all the photons obtained at the GS only SF = 79.8% belonged

to our signal at zenith as seen from Fig 4.6. These results were also compared with the data from

ESO-Paranal ground site and the SkyCalc simulator achieving similar results for the variance in the sky

brightness from the natural and artificial background sources.

Atmospheric losses (chapter 5)

From chapter 5 the atmospheric and depolarization loss was calculated:

For the former, the atmospheric transmissivity coefficient for each elevation was calculated based on the

Libradtran package. This transmissivity contains the effects of the atmospheric absorption and Rayleigh

scattering. Thus, obtaining at zenith τatm = 0.851+0.037
−0.018 as seen in Fig 5.2. Our work for the atmospheric

transmissivity not only follows the results from the MODTRAN 6 software but also follows the theoretical

fit from the work of Daniele Dequal et al. [29].

For the latter, a Monte-Carlo method was used propagating each linearly or horizontally polarized photon

trough its deformed path. Moreover, we have obtained a DoP (%) = 96.1 ± 3.9% which means that

depolarization can disturb the signal within a range of [0.2, 8.1]% from this effect. The asymmetry of
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the Stokes parameters were also studied obtaining an elevation dependence between ∆Q and ∆I of

∆Q = 0.97126∆I − 0.00002. All results are in accordance with the work of M.Toyoshima et al [90],

obtaining similar results.

Lastly, in section.5.4.2 we have also performed the E91 protocol analysis. There have assumed that if

a photon does not reach the GS it shall not be considered for the CHSH test. Instead, a background

photon will be considered in the expected arrival time of the signal. To compute the E91 protocol a

quantum gates circuit was simulated in order to perform statistically the CHSH test, thus, obtaining a

correlation factor of S ∈ [−2.63 ± 0.02,−1.91 ± 0.03]. There, the E91 protocol is only valid between the

active time of ∈ [46, 321] s for the mission.

Turbulence losses (chapter 6)

From chapter 6 by performing the turbulent analysis for the scintillation, beam wandering and spreading

effects. We understood that only scintillation plays a key role for the decrease in quality of the signal for

the Quantsat-PT mission, decreasing it up to 3.091 dB (30% of the signal) with a log-normal distribution.

PDTC

We also computed the mean off-pointing profile of the satellite, considering the off pointing accuracy of

the S/C telescope, reaching at zenith to a 0.639 m deviation from the center of the GS as seen from

Table 8.1 and Fig 6.12. This profile follows the results from the QUARC mission [27] as well as from the

work of Daniele Dequal et al. [29] allowing to characterize statistically the mean pointing offset.

A new CNN method for turbulence correction (chapter 7)

For phase-dependent protocols an additional loss is present which accordingly to our simulation and

the work of W. Xiong et al. [115] can perturb the signal’s wavefront down to 64.61% compared to the

original one. By implementing the new CNN intensity profile turbulence correction method presented in

chapter 7, we were able to recover up to 93.12% of the original wave front profile, with low quantities

of training data-sets (2000 32x32 images) for the signal profile. Thus, allowing us to decrease the

MSEoriginal = 4.42 × 10−3 for the perturbed signal down to MSEcorrected = 2.05 × 10−4 improving the

MSE up to an order of magnitude.
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Figure 8.1: Sifted key rate in terms of the S/C elevation for the QuantSat-PT mission considering all losses from
Table 8.1.

8.2 QBER and sifted key rate

For the BB84 protocol, to obtain the key rate, we use the overall loss rate presented at Table 8.1 for each

S/C elevation. Hence, allowing to obtain Fig 8.1. Fig 8.1 shows that the key rate for the mission reaches

up to 32.1 kbit/s considering a MPN = 0.5. The attenuation effects greatly decrease at high turbulent

zenith angles the overall signal performance reaching down to 3 kbit/s at θzen = 80 deg.

For QBER, compared to Fig 5.8 we also have added all the losses presented in Table 8.1 obtaining Fig

8.2. At low zenith angles up to θzen = 60 deg the quality of the BB84 protocol remains practically the

same within a range of QBER ∈ [3.8, 5.1]%. When in high turbulent environment the QBER can reach

above the 11%. Hence, from there the protocol looses its validity, allowing for an eavesdropper to obtain

relevant information without being noticed. Our active time for the mission shortens down to ∈ [31, 540]

s as seen from Fig 8.2.

This result is validated according to the work of Carlo Liorni et al. [28], J-P Bourgoin et al. [24] and

Daniele Dequal et al. [29]. Where considering similar S/C trajectory profiles and initial parameters we

obtain results down to a 2 dB error. Carlo Liorni et al. [28] considers an altitude of 500 km, with a

w0 = 0.05 m and DR = 1.0 m. The author’s work achieves for Cubesats a QBER = 3% at low zenith

75



Figure 8.2: QBER in terms of the S/C elevation for the QuantSat-PT mission considering all losses from Table 8.1.

angles going up to QBER = 14% at zenith angles above θzen = 75%. Our simulator reaches the same

QBER profile being within the uncertainty range for the total losses.

We also compared our simulator with the work of Bourgoin et al. [24] which considers a 600km or-

bit, with the same parameters as defined previously from the work of Carlo Liorni et al. The author’s

achieve a QBER below 11% between zenith angles of θzen ∈ [0, 70] deg. Once again, considering similar

geometrical parameters our results reach the same order of magnitude as their work.

To verify if our end results are in compliance with the simulator requirements we compare them with Table

2.1. For the mission we have considered a FoV = 7.14× 10−05 following TR-01. CR-01 requirement for

the BB84 protocol and E91 protocol is only followed during active times of ∈ [31, 540] s and ∈ [46, 321]

s respectively. Requirement CR-02 is followed accordingly to the orbit end of life cycle (30 years),

being purely dependent on the hardware life cycle. CR-03 is also followed considering the choice of the

geometrical parameters from chapter 3. Requirements CR [04,05] are also followed by choosing the

ground-site at (Latitude, Longitude) = ( 38.21585 , −7.58783) and by considering a sun-synchronous orbit

from chapter 2.

In this work, a more accurate turbulent analysis was performed for the QKD communications for the

BB84 and E91 protocols. Also, a more detailed numerical and theoretical analysis for the photon depo-

larization was also computed. Moreover, we also have introduced some new outside of the box methods
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(such in chapter 7) contributing greatly for a more detailed analysis and key performance in the optical

communications and QKD fields. This work not only contributes as a viable simulator for the QuantSat-

PT mission, but also, is as step in the right direction for a more realistic simulation of future satellite QKD

missions.
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9
Conclusions and future work

This work contributes to solve one of the major problems in QKD space missions which is the precise

consideration of atmospheric losses on the signal. The simulator was developed as part of the QuantSat-

PT project, that aims to perform the first ever Portuguese QKD space mission on a 2U Cubesat.

In this thesis we have computed the sifted key as well as the QBER for the BB84 protocol which reach

up to 32.1 kbit/s and 4% at zenith respectively for a 750 km orbit. For the E91 protocol a similar analysis

was performed, however this time, the CHSH test was studied. By creating a quantum circuit for the

E91 protocol, we have obtained a correlation factor of S ∈ [−2.63 ± 0.02,−1.91 ± 0.03] for the mission,

considering the depolarization and SNR terms. Moreover, in-depth analysis for the turbulent behaviour

was performed as well as the depolarization ratio on our signal with the study of the Stokes parame-

ters. A statistical analysis was also proposed for our mission, which considered the mean off-pointing

behaviour of the satellite in a turbulent environment. Furthermore, the photon propagation along the

atmosphere was simulated with Monte Carlo allowing to obtain the atmospheric transmissivity consid-

ering the absorption and Rayleigh scattering effects. At zenith we have obtained a transmissivity of

τatm = 0.851+0.037
−0.018. For phase-dependent protocols a new corrective method for disturbed intensity
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profiles is proposed with the use of a closed feedback CNN method which recovers the signal up to

93.12%.

To improve even further the simulator, we must take into account the hardware behaviour of the optical

payload. Thus, by performing the hardware in loop testing we could create a more realistic model for the

signal’s intensity profile. This would also allow for a more robust modelling for the optical and quantum

efficiencies for each optical segment which lead to a more realistic QKD performance.

In order to improve the accuracy of the night sky background behaviour, it is essential to perform a local

set of measurements for the brightness of night sky in the Alqueva region in order to realistically calibrate

the simulator considering the mean natural and artificial background noise.

For the algorithm presented in chapter 7, we can increase the algorithm’s accuracy by studying the

intrinsic brightness fluctuations of the signal’s source. We carry this out, in order to better distinguish the

turbulent and intrinsic behaviour of the source. This algorithm, not only is pivotal for phase-dependent

protocols but can also be applied for extra-planetary observation missions, which could significantly

improve the image quality of faraway objects, helping in that way possible optical systems on board the

satellite’s telescope.
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A
Integrator systematic error in orbit

propagator

95



Mean error between RK89 and RK-DP78

Mean error for S/C orbit propagation between RK89 and RK-DP78 integrators leading to Table 2.5.

Figure A.1: Mean error in position and velocity components along î1, î2, î3 axis between RK89 and RK-DP78 inte-
grators.
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Mean error between RK89 and RK-DP45

Mean error for S/C orbit propagation between RK89 and RK-DP45 integrators leading to Table 2.5.

Figure A.2: Mean error in position and velocity components along î1, î2, î3 axis between RK89 and RK-DP45 inte-
grators.
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Mean error between RK89 and RK-DP853

Mean error for S/C orbit propagation between RK89 and RK-DP853 integrators leading to Table 2.5.

Figure A.3: Mean error in position and velocity components along î1, î2, î3 axis between RK89 and RK-DP853
integrators.
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Mean error between RK89 and RK4

Mean error for S/C orbit propagation between RK89 and RK4 integrators leading to Table 2.5.

Figure A.4: Mean error in position and velocity components along î1, î2, î3 axis between RK89 and RK4 integrators.
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B
DRAMA - OSCAR tool results
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OSCAR - 400 km end of orbit

End-of-life cycle analysis from chapter 2 of the 400 km orbit for different parameters using DRAMA.

Figure B.1: Altitude, eccentricity, inclination and solar activity over time for altitude of 400 km.

102



OSCAR - 500 km end of orbit

End-of-life cycle analysis from chapter 2 of the 500 km orbit for different parameters using DRAMA.

Figure B.2: Altitude, eccentricity, inclination and solar activity over time for altitude of 500 km.
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OSCAR - 600 km end of orbit

End-of-life cycle analysis from chapter 2 of the 600 km orbit for different parameters using DRAMA.

Figure B.3: Altitude, eccentricity, inclination and solar activity over time for altitude of 600 km.
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