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Abstract

Pedestrian motion prediction is a task that is relevant for many kinds of intelligent systems, such as

autonomous vehicles, social robots, and automated surveillance systems. It can be a very challenging

task, due to the fact that humans can be influenced by a plethora of factors. In recent years, two types of

cues have been getting more relevance: the presence of physical obstacles, and the existence of social

interactions between pedestrians. While there have been methods that incorporate both types of cues,

most require extra information such as video images, which may not be readily available.

This thesis proposes a novel method, based on Long Short Term Memory, that takes into account

obstacles and neighbouring humans to robustly predict pedestrian trajectories. The presence of obsta-

cles is incorporated by integrating the model with Sparse Motion Fields, that learn regions absent of

pedestrian motion in an unsupervised way. The existence of interactions is incorporated with a pooling

layer that simulates a field of view for each pedestrian.

The proposed method is able to outperform several state-of-the-art models on popular pedestrian

datasets. To compare the models, there was the use of standard geometric errors, as well as metrics

specifically related to static obstacles and dynamic interactions. The experiments also included visual-

ization of method predictions, to provide a different perspective on the performance of trajectory fore-

casting models. The model implementation and experiments are publicly available and can be accessed

at https://github.com/pedro-mgb/pedestrian-arc-lstm-smf.
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Resumo

A previsão de movimento de pedestres é uma tarefa relevante para muitos tipos de sistemas au-

tomáticos, como veı́culos autónomos, robôs sociais, e sistemas automatizados de videovigilância. Pode

ser uma tarefa bastante desafiante, devido ao facto de que os humanos podem ser influenciados por

múltiplos fatores. Nos últimos anos, tem sido dada mais importância a dois tipos de fatores: a presença

de obstáculos fı́sicos, e a existência de interações sociais entre pedestres. Embora existem métodos

que incorporam ambos estes fatores, grande parte destes necessitam de informação adicional como

imagens de vı́deo, que poderão não estar constantemente disponı́veis.

Esta tese propõe um método novo, baseado em redes Long Short Term Memory, que tem em conta

obstáculos e humanos vizinhos para prever trajetórias de pedestres corretamente. A presença de

obstáculos é incorporada usando campos de movimento esparsos, um método que aprende regiões

ausentes de pedestres de forma não supervisionada. A existência de interações sociais é incorporada

com um módulo auxiliar que simula um campo de visão para cada pedestre.

O método proposto consegue superar vários trabalhos de estado-de-arte, em conjuntos de dados

populares na tarefa de previsão de movimento de pedestres. Para comparar os modelos, utilizou-se

métricas geométricas, bem como métricas relacionadas especificamente com obstáculos e interações.

As experiências também incluı́ram visualização de trajetórias previstas, de modo a fornecer uma per-

spetiva diferente no desempenho de modelos de previsão de trajetórias. A implementação do modelo,

bem como as experiências realizadas, estão disponı́veis publicamente, e podem ser acedidas visi-

tando https://github.com/pedro-mgb/pedestrian-arc-lstm-smf (em inglês).

Palavras Chave

Aprendizagem automática; Previsão de trajectórias; Interações sociais; Percepção de obstáculos
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1.1 Motivation

Knowing how pedestrians move and interact with their surrounding environment, which can include

pedestrians and other obstacles, is a crucial process for many kinds of intelligent systems. In the same

way that humans are constantly adjusting their path according to their surroundings, service robots also

need to perform this kind of adjustment in order to coexist with humans [1]. Human drivers anticipate the

trajectory of pedestrians, drawing and planning the vehicle’s trajectory mentally. This is a process that

must be present in autonomous vehicles [2], keeping in mind goals like collision avoidance, and overall

safety of both the vehicle’s passengers, other drivers, and pedestrians. Surveillance systems may need

to analyze motion of people in a video scene and infer what kind of activities are they conducting or will

conduct in the near future [3,4].

A major task present in all of the above settings consists in predicting the actual trajectory of pedes-

trians, be it in short-term duration, long-term duration, or both. Pedestrian trajectory prediction can be

summed up to predicting where a pedestrian will go for a certain foreseeable future.

This is a very challenging task, because the motion of pedestrians can depend on a variety of factors,

as seen in fig. 1.1. These factors include, among others, the person’s characteristics [5] (like age, health,

and emotional state), the person’s goals (where they want to go and what they want to do), the presence

of physical obstacles and unwalkable areas [6] (e.g., a building or a tree), or of other people [7].

Figure 1.1: Illustration of the trajectory prediction problem and its difficulty. In this example, the man in blue (left
side of the figure) will adjust his trajectory to avoid colliding with a tree, and with other people also
present in the scene. Similarly, a trajectory prediction method will need to deal with the presence of
static obstacles, and of other pedestrians that can interact with each other in a diverse manner of ways.
The model’s goal is to generate trajectories that seem plausible when compared with what the real
future trajectory would likely be.

For a system to accurately predict how a pedestrian will move in the future, it needs to integrate as

many of these factors into its predictive model as possible. The difficulty lies on having a model that

generalizes well to different kinds of trajectories, while also generating good predictions even if there is

high variation in the modes of motion that govern pedestrian trajectories.

For several of the applications listed above, predicting a single trajectory for each pedestrian is not
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enough - there is the need to generate a sample of trajectories that capture the big variety of paths

that a pedestrian can take [8]. This is evident for the case of self-driving cars [9], that need to take into

consideration the fact that a pedestrian has several possible alternatives regarding his/her trajectory,

and if the predictive model can generate a distribution that robustly captures all of them, then the car will

be better apt to adjust its path.

In recent years, there have been advancements in creating data-driven models, mainly Artificial Neu-

ral Networks (ANNs), to solve the trajectory prediction problem. There have been data-driven models

that incorporate the presence of obstacles and ”forbidden zones” [2, 10], and models that account for

social interactions between pedestrians [8,11], such as group behaviour and collision avoidance (when

possible). There have even been models that try to capture both the aforementioned cues [9,12,13].

However, these models suffer from some limitations. Those that only consider scene-specific ele-

ments will tend to perform poorly in crowded situations, where there are bound to be plenty of interactions

between pedestrians. The models that only take into account social interactions may generate trajec-

tories that go against the physical properties of the scene, like colliding with a static obstacle. While

existing methods that incorporate both the aforementioned cues tend to combat these limitations, all ex-

isting methods require additional information besides the trajectories of pedestrians (e.g., frames from a

corresponding video to identify static obstacles in a scene, or to construct a semantic map) to accurately

perform prediction. This calls for the need of novel approaches to the trajectory prediction task, that

incorporate the aforementioned cues with an approach based solely on past pedestrian trajectories.

1.2 Objective and problem formulation

The objective of this thesis is to use the recent advancements in deep learning to create a data-driven

model that takes into account physical aspects of the scene and interactions between pedestrians to

generate accurate trajectory predictions. The model should also be robust to new and unseen situations,

without requiring extra information such as video frames to extract or learn relevant scene information.

The actual problem of trajectory prediction can be formulated in the following way: given a set of

observed trajectories (identified as the past), one for each person, the objective consists in generating

trajectories compliant with the past, and in accordance to what the real trajectories would actually be

(”close” to the real future trajectories). This prediction should preferably consider as many influencing

cues (mainly scene information, and social interactions) as possible.

Mathematically, the problem can be parameterized with the notation similar to [11]:

• For each time instant t, and for each person in a scene (at time t), i ∈ {1, ..., N}, where N is

the total number of people, there will be a 2D vector identifying the position of person i at time t,

Xt
i ∈ R2. This means that the person is simply represented by a single point.
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• For each person there will be an observed trajectory, Xi, a sequence of Xt
i values, with discrete

time step t ∈ {Tini, ..., Tobs}, where Tini is the time instant that marks the beginning of the observed

trajectory, Tobs is the time instant for the last observed position . These sequences will serve as

input for trajectory prediction.

• The objective is to estimate a future sequence (Ŷi) of 2D positions for each person, Ŷ t
i ∈ R2,

t ∈ {Tobs+1, ..., Tpred}, with Tpred being the final instant of prediction. This is the desired output, that

should be as close to the real sequence Yi - sequence of Y t
i , t ∈ {Tobs+1, ..., Tpred} -, as possible.

While Xt
i and Y t

i have the same content, this distinction in notation will be helpful in chapter 3.

Data-driven models for trajectory prediction usually estimate parameters via a training set. This

training set is made up of past pedestrian trajectories, as mentioned above, and also the future 2D

sequences, i.e., what the model should attempt to output. To assess the quality of a model, a test set is

used, containing a set of future 2D sequences - Ground Truth (GT) - to compare with the predictions.

Besides 2D coordinates, there are also extra options that can be used as input. One example

consists in using velocity and position, and so one element of a trajectory would consist of 4 elements

rather than 2: (Xt
i , V

t
i ), where V t

i ∈ R2 is corresponds to the 2D instantaneous velocity at time t. Instead

of velocity, a sequence of displacements ∆Xt
i could be considered, which is equivalent to multiplying

the velocities by the associated time interval, ∆t. Note that, despite the different kind of inputs, the same

objective is always present, to predict sequences of positions for all people in the scene.

1.3 Thesis structure

This document is organized as follows:

• Chapter 2 contains an overview of related work in these topics, with short description and discus-

sion of some ground-breaking methods in the task of trajectory prediction.

• Chapter 3 describes the proposed model to solve the trajectory prediction problem with the incor-

poration of social interactions between pedestrians and relevant scene information. This will also

involve a detailed description of how the model incorporates each of these cues separately, and

how they were combined in the final model.

• Chapter 4 contains the experiments made with the proposed methods, also comparing with some

methods stated in Chapter 2, both quantitatively and qualitatively. This chapter also includes a

discussion of the obtained results.

• Finally, in Chapter 5 some short conclusions are made regarding the overall work done, and future

work is proposed along with possible directions to explore in the task of trajectory forecasting.
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Human trajectory prediction methods can be categorized in several ways. This Chapter adopts the

taxonomies from [5]. Many recent motion prediction methods have been categorized as ”pattern-based”,

aiming to learn motion patterns by observing trajectory data. Most of the methods covered in this

chapter have also been categorized as ”pattern-based”, and the proposed method in Chapter 3 is also

of this type. The other categories are ”physics-based” models, that predict motion based on dynamical

equations such as Newton’s laws of motion, and ”planning-based” models, that attempt to reason about

a pedestrian’s goals and generate the path that the pedestrian would take to reach that goal.

The methods can also be divided into the type of contextual cues they incorporate [5], i.e., what kind

of characteristics that influence human motion are going to be considered in the model. The considered

cues were already introduced, to some extent, in Chapter 1. The dynamic environment cues consider the

presence and interactions between people and/or groups of people. There are also static environment

cues, which incorporate the presence of physical obstacles, and overall physical aspects of a scene.

Finally, pedestrian-specific cues1 comprise the attributes used to characterize a person. Sections 2.1

to 2.3 will be about each of the aforementioned cues.

As an extension to this taxonomy proposed in [5], Section 2.4 is dedicated to works that incorporate

both social and scene information in the predictive model. Finally, Section 2.5 contains a discussion on

popular datasets used to train and test models, as well as recent efforts to create new ways of evaluating

the quality of the predicted trajectories, in all of their inherent characteristics.

2.1 Pedestrian characterization

There are many possibilities when it comes to characterizing a pedestrian. A simple consideration is

to model a person by a single point (e.g., mass center). Several pattern-based methods follow this

approach, representing a person by a 2D point (x and y coordinates) in a scene, usually storing a

history or sequence of positions [6,8,9,11], as presented in Section 1.2. Others may use the position of

a person along with the velocity [14,15]. Some works have not taken a point representation of a person,

and instead have a bounding box surrounding a person in a video scene [16].

More complex forms of modelling take into account head orientation of the person, or even a fully ar-

ticulated pose, considering several body joints [17–19], to have more information in regard to generating

the future trajectory. These approaches are more promising in robustly capturing the characteristics of

human motion. However, they are less common than the simpler representations mentioned above. This

is mainly due to the fact that access to such detailed characteristics may be difficult [20, 21]. Moreover,

the complexity of the underlying model increases considerably.

1The original term from [5] was actually agent-specific cues, with agent being a more general term that could potentially refer
not only to pedestrains, but also cyclists, vehicles, and other entities to which it can be relevant to perform trajectory prediction.
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2.2 Methods that incorporate social interactions

Classical works are based on physics laws to model human motion considering the presence of other

people. Such is the case of the Social Force model [7]. This model, inspired in physics, considers

standard repulsion and attraction forces to incorporate the influence of the neighbours of each pedestrian

in his/her own trajectory. This approach, or variants of it, are still being used in recent works [18,21,22].

It usually requires the use of handcrafted energy potentials, which makes model generalization difficult.

In recent years, the best performance has been obtained with the use of ANNs. The most popular

type has been Recurrent Neural Networks (RNNs), that excel at processing sequential data - with a

trajectory being a sequence of positions set recurrently through time, An architecture commonly used in

this task has been Long Short Term Memory (LSTM) [23,24]. LSTM networks are more apt at capturing

long term dependencies in sequences than plain RNNs.

Pioneering work proposed in [11], named Social LSTM, made use of LSTM networks to predict

pedestrian trajectories. For each pedestrian, there is one LSTM network to observe one past trajectory,

using it to condition the predicted trajectory, i.e., the desired output. All LSTM networks share the same

parameters, so that the model does not depend on the number of pedestrians. These parameters are

estimated in the training phase of the model, using 2D sequences coming from a training set. The incor-

poration of social constraints is done via a Social Pooling Layer - a handcrafted grid is created around

each of the pedestrians, to consider the influences of other pedestrians in his/her local neighbourhood.

The Social pooling mechanism is illustrated fig. 2.1.

Figure 2.1: Example of how Social LSTM model considers influence of other pedestrians. A point wise represen-
tation is used for each pedestrian. Considering the person represented by a black dot, a handcrafted
square grid is built surrounding that pedestrian. The neighbour pedestrians have their LSTM hidden
states (see section 3.1 for more details on what it means) accumulated across each cell of the grid.
Credits to the original image go to [11].

This model has some limitations. For instance, it is not able to encompass all possible interactions

between people, but only those in the immediate vicinity (inside the grid), although it may be argued

that pedestrians farther away will not have influence in the real traversal. The actual grid size has to be

manually defined, and different contexts or even pedestrians may benefit from a different grid size, thus

hampering generalization. Nonetheless, the popularity and performance improvement of this architec-

ture when compared with more classical models [7] has led to the development of several variants and

extensions [25–28]. Directional LSTM [26] is a simpler but improved adaption of the Social-LSTM model
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that uses the relative velocities of pedestrians in place of the LSTM states, which are hard to interpret.

Generative Adversarial Networks (GANs) [29], and variants of GANs [30, 31], have also been used

in the task of trajectory prediction [8, 14], usually in conjunction with LSTM. The first incorporation of

GANs for trajectory prediction was in [8], with Social GAN. The goal of the model is to generate multiple

trajectories for the same pedestrian (instead of just one like previous works [11,22]), to better capture the

multimodal nature of human motion. The incorporation of interactions was done via a Pooling Module

that considers relative distances between all pedestrians, instead of just those in close proximity like

in [11], and through a variety loss that encourages diverse but geometrically accurate sample generation.

The variety loss has been proven to not lead to the actual ground truth distribution [32]. This moti-

vated the use of different ways of training GANs for trajectory forecast. For instance, Info-GAN [31] has

been used in [14]. This also included additional social featuresto compute a set of attention weights that

encapsulate how much attention each pedestrian gives to every other.

Some works have used other kinds of networks to solve this task. For instance, Mohamed et al. [33]

have obtained competitive results with their model based on Spatial Temporal Graph Convolutional Neu-

ral Networks (STGCNNs) [34].

Recently, more focus has been given to making data-driven models interpretable [26,28]. The Social

Anchors model from [28] incorporates Discrete Choice Models (DCMs) [35] along with LSTM, to give

more interpretability on the choices the network makes for the pedestrian’s path, given the presence of

other pedestrians. Understanding what makes the network perform a specific prediction is important for

several kinds of safety-critical intelligent systems (e.g., autonomous vehicles). Thus, the interpretability

of data-driven models for trajectory forecast is a promising and important area of research in the future.

Methods that only take into account interactions between pedestrians have the limitation of not being

able to generate trajectories that are compliant with the scene in which they are inserted. This means

that the methods discussed in this Section are likely to generate trajectories where pedestrians collide

with static obstacles or even go outside the scene’s walkable areas. This is due to the fact that these

methods are not taking into account scene-specific information for trajectory prediction.

2.3 Methods that capture scene-specific information

The context of the scene may, in some cases, pose as much if not more weight than social interactions

for the trajectory prediction task [2,6,10]. However, the usage of these types of cues in motion prediction

models has been much smaller when compared to cues related to pedestrian interactions [5].

Some works have tried to incorporate the exact pose of obstacles into the predictive model [36],

which can be problematic in an environment with many objects [5]. Pattern-based approaches commonly

rely on semantic maps [2,10,37] that have additional information such as the kind of obstacles that are
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present (roads, buildings, etc.). These semantic maps aren’t usually supplied as input, but extracted

from video frames [2,10], assuming they are accessible along with trajectory data [20,21,38].

The CAR-NET [2] model takes as input pedestrian trajectories and a top-view image of the scene.

The latter is supplied to a Convolutional Neural Network (CNN) [39] in order to extract feature maps

through scene segmentation techniques [40]. These feature maps allow the identification of scene

semantics (e.g., obstacles). They are supplied to an attention module to determine the relevant regions

to consider feeding into a LSTM network for trajectory prediction.

Ridel et al. [10] also extracted features from the scene, but using Residual Networks (ResNets) [41].

Additionally, they used U-Net [42] to process the pedestrians’ trajectories. The result of these networks

is merged to form a probability grid, with each cell indicating the probability of a pedestrian being at that

cell at a certain time step. This grid is used as input to a trajectory generator module.

The use of feature extractors can make the model computationally heavier, and one can think of

retrieving scene information solely from trajectory data. A recent work makes use of Sparse Motion

Fields (SMF) [6] to learn physical aspects of the scene without the use of video frames, therefore not

needing feature extractors like CNNs - which also usually require pre-training with extra data. The use of

SMF restricts the learnt representation of pedestrians’ motion to areas where motion is actually possible,

implicitly considering other areas as potential obstacles or zones where traversal is not possible. An

example of the predicted motion fields and their sparsity is shown in fig. 2.2.

(a) (b)

Figure 2.2: Examples of predicted sparse motion fields on a scene apart of a real trajectory forecasting dataset [20].
It can be seen how most of the area of the building, and also the vehicles, is discarded. The movement
of pedestrians is restricted to the walkable areas of the scene. Credits to the original images go to [6]

While scene-specific elements should be considered for trajectory prediction, using it on its own

means that the predictive models do not consider the influence of other pedestrians. Hence, the models

may have worse results in crowded situations, where social interactions can play a very relevant part.
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2.4 Methods that use scene information and social interactions

In the past couple of years, there has been a considerable amount of research into incorporating both

social and scene cues into a predictive model [9, 12, 13, 16, 43]. Incorporating both these kinds of cues

has actually been more common than just incorporating scene-specific cues [5].

The social force model originally proposed in [7] can account for both social interactions and interac-

tions with obstacles (which can be modelled as entities of constant position). This classical model has

been adapted in more recent works [21,44,45].

Some works took as basis Social LSTM [11], extending it to incorporate the scene’s geometry, either

by explicitly defining the positions of static obstacles [15], or by extracting some information from scene

images [46,47]. Others have also used GANs similarly to [8], achieving very good results [9,12,48].

Sophie [9], a model based on CAR-NET [2] (see Section 2.3), uses the same kind of CNNs [39,40] to

extract features from scene images. This model also includes social interactions in its attention module,

to give a context vector regarding each pedestrian, highlighting the influence of the neighbours. Social-

BiGAT [43] also made use of a CNN to extract features, but used a Bicycle GAN [49] to improve the

sample generation, and Graph Attention Network [50] to incorporate interactions between pedestrians.

The NEXT model from [16] uses bounding boxes surrounding people and objects in a video scene,

together with semantic maps. These maps are extracted from the scenes, identifying areas like roads,

grass and sidewalks. The several inputs are combined in a module used to supply information for

trajectory generation. This model was also used to solve a different task - activity recognition, i.e.,

identifying what the person is doing or going to do (e.g., walking, running, entering a car, etc.).

A recent model that has had the best performance in trajectory forecast is the Trajectron++ [13,51]. It

incorporates LSTMs networks with kinds of RNNs. It also uses CNNs for scene processing (if available).

Interactions between pedestrians - and potentially other types of agents such as cyclists or skaters - are

encoded as edges of a spatio-temporal graph.

Table 2.1 summarizes some of the presented trajectory prediction methods, comparing them in sev-

eral ways: whether they take into account social constraints, scene constrains, or both; what inputs the

models expect to receive; what kind of networks/algorithms are they based on; are they open source,

i.e., do they have a publicly available implementation, which is relevant for the sake of performing some

experiments with the models (refer to Chapter 4).

All methods in this section, as well most in Section 2.3, require some additional information regarding

the scene to perform accurate trajectory prediction, which increases the computational weight of the

model, while also adding an additional dependency on videos that may not always be available (e.g.,

access to Global Positioning System (GPS) data alone [55]). To the best of our knowledge, there has

not been a model to incorporate both social and scene constraints, using only trajectory data as input.
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Table 2.1: Summary of some trajectory prediction methods, organized by date of publication, in ascending order.

Method Social Scene Inputs Model(s) and
Algorithm(s) used

Open
Source

Social LSTM [11] Yes No Trajectory Data LSTMs. Handcrafted grids Yes

CAR-NET [2] No Yes Trajectory data
Top-view images

CNNs [39,40]. LSTMs.
Attention Module No

Social GAN [8] Yes No Trajectory Data LSTMs. GANs. Pooling
with relative distances Yes

SoPhie [9] Yes Yes Trajectory data
Top-view images

CNNs [39,40]. LSTMs. Social
and physical attention No

NEXT [16] Yes Yes
Trajectory data

Images with
bounding boxes

CNNs. LSTMs. Person
interaction and behaviour

modules
Yes

Ridel et al. [10] No Yes Trajectory data
Top-view images

ResNet [41]. U-Net [42].
ConvLSTM [52,53] No

SMF [6] No Yes Trajectory data Motion Fields.
EM algorithm [54] No

Trajectron++ [13] Yes Yes Trajectory Data LSTMs. Other RNNs. CNNs.
Spatio-temporal graphs Yes

Social-
STGCNN [33] Yes No Trajectory Data STGCNN [34] Yes

2.5 Datasets and evaluation metrics

The increase of methods for trajectory prediction would not have occurred without the existence of proper

datasets to be able to not only test methods and evaluate the outputs, but also, in the case of almost

every method, to train models in order to learn their parameters.

Two of the most popular datasets are BIWI Walking Pedestrians dataset [21] (commonly known as

ETH) and Crowds dataset [20] (commonly known as UCY). Both these datasets consist of videos taken

from a higher point of view for certain locations (2 for BIWI, 2 for Crowds, although for the case of

Crowds there is data for the same scene/location at more than one time interval). The actual pedestrian

trajectories have been extracted using a constant sampling rate of 2.5Hz. BIWI dataset has a lower

average crowd density than Crowds dataset, meaning the latter is usually more interesting and impactful

for methods that incorporate social interactions.

A more recent and large dataset is the Stanford Drone Dataset (SDD) [38], with bird’s eye view of

eight different scenes. These scenes not only contain trajectories of pedestrians, but also of cyclists

and cars, among others. Another large-scale dataset, applied to the context of autonomous driving

systems, is the nuScenes dataset [56]. This dataset has much more data than just plain 2D trajectories,

to encompass the plethora of sensors and data that real autonomous vehicles have access to.

Evaluation in the context of trajectory prediction has been somewhat standardized [5]. The most
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common types of metrics are geometry-based. The Average Displacement Error (ADE) is the most

common metric used to evaluate the quality of the predictions [5]. Essentially, it involves computing the

euclidean distance between each predicted position and the real position (coming from GT data), and

performing an average over it. Another very common metric is the Final Displacement Error (FDE), the

euclidean distance between prediction and GT for the final position (last time step) in the trajectory.

For a probabilistic model that can generate multiple samples of trajectories, several works [8, 9, 12]

have selected the minimum value of ADE and FDE from a set of s sampled (bestOf-s-ADE/FDE) tra-

jectories, s > 1. However, a top-n% ADE and FDE has shown to provide more stable results [5].

Recent works [13, 26, 32, 51] have employed a Kernel Density Estimate-based Negative Log-Likelihood

(KDE-NLL), which involves using the entirety of all trajectory samples to create a distribution and com-

pute the metric. This makes it a more robust way of quantitatively evaluating the performance of multi-

modal methods than the prior metrics mentioned in this paragraph.

The plain use of distance-based or probabilistic metrics does not give any indication of compliance

with physical and social cues that influence human motion, such as scene-specific elements or the

interactions between pedestrians. Few metrics have been developed with respect to trajectories being

in accordance with both those types of cues [5].

Ridel et al. [10] and others [13] have employed (different) metrics to evaluate compliance with the

scene, considering percentages of trajectories going into invalid areas where traversal is not possible,

or that result in collisions with obstacles. However, these metrics were only used for an ablation study,

therefore not comparing between different state-of-the-art methods.

The authors of Sophie [9], and also others [48] used an interaction-relevant metric - an average per-

centage of near collisions between pedestrians in the same video frame. A near collision was identified

when two pedestrians in the same frame were at a distance lower than a certain threshold (0.1m was

used). Lower values would indicate the model generates more socially accurate trajectories.

There have been few, if any, methods that use a robust quantitative evaluation considering both scene

and interaction-relevant cues. This will be something that will also be explored and tackled in chapter 4,

providing a more complete evaluation of trajectory forecasting models.

In recent years, some benchmarks for trajectory prediction have been defined. One example of that

is Trajnet [57], providing popular datasets [20, 21, 38] and metrics (ADE and FDE). A new and more

complete benchmark, Trajnet++ [26], to compare trajectory forecasting for crowded places, was recently

released, which has recent datasets [58–60] and metrics (like percentages of colliding pedestrians),

as well as some baseline methods for comparison [8, 11]. The fact that Trajnet++ considers socially

relevant data motivated the choice to use it for the experiments of this thesis (more information can be

found in section 4.1), while also going beyond the benchmark to consider a scene-specific evaluation.
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The main objective of this thesis is to develop a pedestrian trajectory prediction method, which can

learn scene-specific information like obstacles and unwalkable zones, while also taking into account

social interactions between pedestrians. The proposed solution does not require video frames or scene

images, dropping the need to use computationally heavy networks (e.g., CNNs) for feature extraction.

At the core of the proposed model are LSTM networks [23,24], that have proved to excel at process-

ing sequential data, including sequences of pedestrian positions [8,11]. To help incorporating cues that

influence human motion, one can build upon some of the concepts introduced in Chapter 2. Namely,

this work will integrate the SMF model, developed in [6, 61], with LSTM networks for scene-compliant

predictions, to be detailed further in this chapter. The influence of pedestrians on each other will be

based upon the relative velocities between them, as used by Directional LSTM [26].

The proposed solution will be described in parts The first few sections will describe the networks

and methods that serve as the building parts for the full model. Afterwards, the incorporation scene

and social cues will be detailed (in this order). The last section will feature the final model, which

encapsulates scene and social cues for accurate pedestrian motion forecast. New developments and

contributions are made in sections 3.4, 3.5, and 3.6.

3.1 LSTM networks

The prediction of human motion can be seen as a sequence generation task [11, 62]. A trajectory can

be formulated as a sequence of positions throughout a certain span of time. The explicit presence of

time makes the trajectories inherently recurrent - the future trajectory of a pedestrian can depend on the

overall past path taken by the same pedestrian.

One class of data-driven architecture specially designed to process sequential data is RNNs. For this

class of networks, the data is correlated across one or more dimensions (e.g., space, time, or both). Prior

works in the area of trajectory forecast [8,11,13] have obtained success with LSTM networks [23,24], a

more specialized type of RNN, and the proposed work will be based on this kind of network too. RNNs,

in general, can be identified by the following dynamic recurrent equation1:

ht = F
(
ht−1;xt;W

)
, (3.1)

where ht is the state of the recurrent network at time t, also known as the hidden unit of the network.

The ht can also be seen as the memory of the network. F is a generic function that receives the state

at the previous time step, ht−1, and an input xt, and depends on a set of parameters W of the network

(weights and bias vectors). Note that W does not depend on the time step2, meaning function F is

1In control theory, the system defined by 3.1 is known as a non-linear dynamic system.
2In control theory, such a system can be classified as time-invariant.
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always applied with the same weights. This is commonly known as parameter sharing. The state ht can

be decoded into a useful output via an output layer. Other layers can be added and appended to the

RNN identified by (3.1), in order to apply them to a variety of problems, including trajectory forecasting.

Training a RNN sums down to performing Back Propagation Through Time (BPTT) [63], starting on

the final time step of the sequence, and moving backwards to compute gradients and estimating the

parameters that comprise the network, W . It is known that the BPTT procedure on a standard RNN

can have issues with the propagation of gradients through time. It is common for the gradients to vanish

or explode when dealing with longer sequences. Multiple solutions have been proposed in the past to

solve this issue. The approach to be adopted in this work involves using LSTM networks.

Each LSTM cell, as originally proposed in [23], relates to a single time step - with parameter sharing

still enforced, i.e. all cells share the same parameters WLSTM -, and is built upon a recurrent equation

similar to (3.1). However, the cell has an additional internal recurrence, denoted by the presence of an

internal state st, which helps solve the poor gradient propagation. There are also extra units: an input

gate unit and an output gate unit. The input gate unit conditions xt going into (3.1), and the output gate

unit conditions the eventual processing of the external state, ht (equivalent to the ht in (3.1)).

An important extension proposed in [24] was to add a forget gate unit, conditioning the dependency

of st−1 on st, having the possibility to ”forget” what is in the state, when it is no longer necessary. This

extension is also important for the task of trajectory forecasting. In certain situations, it may be beneficial

to ”forget” part of the past of a trajectory, since it may not have relevance for the prediction task.

All these gate units have parameters that will be learned at the training stage. The overall configura-

tion of an LSTM cell is depicted in fig. 3.1, for a single time step.

(a)

(b)

Figure 3.1: Diagram of a generic LSTM cell from [24], for a single time step t. (a) The cell receives an input vector
xt and the hidden layer state vector in the previous time step ht−1, and outputs the vector at the next,
ht. (b). The several gate units, in blue squares, have separate parameters that don’t depend on the
current time, and have either sigmoid or tanh activation function. The gate units output weights that are
used in several products. The LSTM cell possesses an internal state st, that is used recurrently, i.e.,
the st is computed with the state st−1. The black square indicates a delay of one time step.

Each LSTM cell performs the operations in (3.2) - as described in [64] - using the input xt, and the
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state ht−1, to compute the state at the next time step, ht:

it = σ
(
Wiix

t + bii +Whih
t−1 + bhi

)
,

gt = tanh
(
Wigx

t + big +Whgh
t−1 + bhg

)
,

f t = σ
(
Wifx

t + bif +Whfh
t−1 + bhf

)
,

ot = σ
(
Wiox

t + bio +Whoh
t−1 + bho

)
,

st = f t ⊙ st−1 + it ⊙ gt,
ht = ot ⊙ tanh (st) ,

(3.2)

where it, gt, f t, and ot, are respectively the vectors at time t for the processed input, input gate, forget

gate, and output gate. Note that each of the four units uses a separate set of weights and biases - with

Wi∗ and bi∗ being for the input to the cell, and Wh∗ and bh∗ for the previous state (∗ ∈ {i, g, f, o}) -, all to

be learned by the model. Two different activation functions are used: σ is the sigmoid function, tanh is

the hyperbolic tangent. The ⊙ represents an element-wise product.

3.2 Trajectory prediction using LSTM networks as base

In the context of the trajectory prediction task, RNNs, and specifically, LSTM can and have been used

to forecast trajectories. The general model, as shown in fig. 3.2, would receive a past trajectory - a

sequence of 2D positions - to observe and process, and would output the predicted trajectory.

Figure 3.2: A general LSTM model for trajectory forecast. Its input is a past trajectory (to observe or process), and
it will predict a future trajectory.

If the model were to directly predict the exact position of every pedestrian at each instant, its per-

formance would be poor. When considering an absolute coordinate system, it can be hard to predict

where the pedestrian will exactly be in that system. Furthermore, when dealing with multiple scenes, the

coordinate systems of each scene may not coincide. As such, a better alternative is to have the model

predict how much the pedestrian moves from the previous instant. It is easier to process and predict

relative motion when compared to predicting absolute locations [8, 14, 26, 33]. Therefore, the model in

this section, and all LSTM-based models in this chapter, will not process absolute positions, but will

instead process the displacements between two consecutive instants. The displacement of pedestrian i

at time step t will be ∆Xt
i = Xt

i −Xt−1
i (X is replaced by Y or Ŷ for the case of GT or prediction). The

predicted trajectory can be obtained by cumulatively summing the predicted displacements:
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Ŷ t
i = XTobs

i +

t∑
τ=Tobs+1

∆Ŷ τ
i , t ∈ {Tobs + 1, ..., Tpred} (3.3)

The behaviour of the network can be split in two phases: observation (processing the past, t ∈

{Tini, ..., Tobs}) and prediction (forecasting the future trajectory, t ∈ {Tobs + 1, ..., Tpred}). To simplify the

notation, and since this base model will not consider pedestrian interactions, the subscript i (identifying

the pedestrian), present in section 1.2, will be omitted from equations. The LSTM model described in

this section does not consider any influence of neighbours (refer to section 3.5 for such models).

3.2.1 Phase 1: Observe

In this first phase, the network uses the past trajectory as input to compute the states associated to the

past - ht, t ∈ {Tini, ..., Tobs}. The network will learn to store the relevant portions of the past motion in

the state, propagating it to the prediction phase (section 3.2.2). The model processes a past sequence

of displacements, as seen in fig. 3.3, one instant at a time.

Figure 3.3: The observation phase of the model, unwrapped across time. Each displacement from the past trajec-
tory is fed to the LSTM cell at time t, as long with the state of the previous instant, ht−1 to compute ht.
The output will be a state containing a summary of the entire past trajectory

At each instant, the past displacement goes through an embedding layer, converting it into a vector

et with dimensions on the same order of magnitude as the LSTM state (usually much higher than R2).

et = Emb
(
∆Xt;Wemb

)
= PReLU

(
Wemblin∆Xt + bemblin)

)
,

(3.4)

where Wemb are the parameters of the input embedding, including the weights and biases of the linear

(affine) transformation, Wemblin and bemblin , plus a learnable parameter of the PReLu activation function:

PReLU(x) =

{
x, if x ≥ 0
ax, otherwise , (3.5)

The PReLu is similar to a LeakyReLu, but the slope a is a parameter that is also learned by the model. It

has proven to be an appropriate activation function for the trajectory forecasting task in prior works [33].
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The state is then obtained via a recurrence analogous to the one present in (3.1):

ht = LSTM
(
ht−1, et;WLSTM

)
, (3.6)

where WLSTM corresponds to the several weights and bias vectors for the standard LSTM network,

visible in (3.2). These weights are not dependent on each pedestrian, nor of the current instant - they

are the same for all trajectories. Note also that this process requires an initial state, hTini−1. Usually,

this initial state is simply filled with zeroes, implying that there is no prior history.

The output of this phase will be the state at the last instant of the observed trajectory, hTobs , which

will contain the summary and relevant portions of the pedestrian’s motion until that instant. This state is

only used internally by the model, in the next phase.

3.2.2 Phase 2: Predict

After hTobs has been computed, it can be used by the network for computing not only the next state

hTobs+1, but also a prediction for the future displacement. This is where the second phase of the model

begins. A visual depiction of this phase is present in fig. 3.4.

Figure 3.4: The prediction phase of the model, unwrapped across time. The LSTM cells are the same as in obser-
vation phase, as well as the embedding layers, but in this phase the model also ”decodes” the state (via
Lin layer) to obtain the predicted displacement at the next instant. From t = Tobs + 1 onwards, there
is no past to feed to the network, so the prediction ∆Ŷ t is used instead. The displacements can be
cumulatively added to obtain the predicted trajectory

There are two big differences when compared to the observation phase. First, the prediction is ob-

tained by passing the state through a linear layer, that wasn’t present in the observation phase. Second,

since the past trajectory took place for t ∈ {Tini, ..., Tobs}, the model has no more data for t > Tobs.

Instead, the model is fed the prediction at that time step, Ŷ t.

Ŷ t+1 = Woutlinh
t + boutlin (3.7)
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ht = LSTM
(
ht−1, Emb

(
Ŷ t;Wemb

)
;WLSTM

)
(3.8)

where Woutlin and boutlin are respectively, the weights and bias vector for the output linear layer. The

weights and biases of the LSTM cell and Emb layer - WLSTM and Wemb, respectively - are the same

as in (3.4) and (3.6). The output of the model, i.e., the predicted sequence of future positions, can be

directly obtained from the displacements, by applying (3.3).

3.2.3 Training

The model is trained to minimize a loss that gets smaller as the predicted trajectory gets closer to the

real trajectory coming from the training set. The chosen loss (usually called L2 loss) is given by:

L(Wnet) =

Tpred∑
t=Tobs+1

∥∥∥Ŷ t − Y t
∥∥∥2
2
=

Tpred∑
t=Tobs+1

(
Ŷ t − Y t

)2

, (3.9)

where Wnet are the weights of the network that will be learned in the training process, Ŷ t and Y t are

respectively the predicted - obtained by applying (3.3) - and real positions at time t. The goal of the

model will therefore be to generate trajectories that are on average as close to the GT as possible.

The back-propagation and weight update is done in batches of trajectories from a training set, with a

predetermined batch size. Moreover, a single model can be trained on multiple scenes.

3.2.4 Multimodal LSTM baseline: Generating multiple paths per pedestrian

Several works [6, 8, 9, 12, 13] have demonstrated the usefulness of exploring the multimodal nature of

pedestrian motion. In general, a pedestrian may have more than one optimal path to choose from, and

models that are able to output multiple trajectory samples for the same pedestrian are better at capturing

this multitude of paths.

The LSTM network addressed throughout this section can be altered to sample several trajectories

per pedestrian. The major change is in the output of the model: instead of outputting a sequence of

predicted displacements, ∆Ŷ t, the model will output the parameters of a probability distribution.

The model will estimate the parameters of a Bi-Variate Gaussian distribution for the displacements

(across x and y components of the 2D trajectory), similar to other works [11, 26, 33]. This consists of

5 parameters, estimated at each timestep: 2D mean, 2D standard deviation, and a correlation factor -

µ̂t+1 =
[
µ̂t
∆x, µ̂

t
∆y

]
, σ̂t+1 =

[
σ̂t
∆y, σ̂

t
∆y

]
, ρ̂t. The parameters are estimated via the previous LSTM state:

[
µ̂t+1, σ̂t+1, ρ̂t+1

]
= Woutlinh

t + boutlin , (3.10)

Note that this is analogous to (3.7), except that the weights and bias vectors will have more elements,
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due to the fact that there are more parameters to estimate at each time step.

Since this model is outputting a probabilistic distribution for the sake of capturing multimodality in the

trajectories, using the same L2 loss in (3.9) would not model uncertainty. Thus, the training objective

changes to minimize a probabilistic loss. Specifically, it will involve minimizing the following Negative

Log-Likelihood (NLL) loss:

L(Wnet) = −
Tpred∑

t=Tobs+1

log
(
P
(
∆Y t | µ̂t, σ̂t, ρ̂t

))
, (3.11)

where Wnet are the weights of the network that will be learned in the training process, and ∆Y t is the

real relative displacement at the same instant (coming from the training set). Just like in section 3.2.3,

the overall loss is averaged for all pedestrian trajectories, and this model can also be trained on data

from different scenes.

It is worth remembering that the baseline LSTM model of this section does not consider any influ-

encing cues (scene or social) to improve the predicted trajectories. The next few sections will detail

the procedure for integrating the scene-specific information. Following that will be the interaction-aware

extensions to the LSTM baseline.

3.3 Trajectory prediction using SMF

Unlike other works that consider scene-specific information [2, 10], SMF model does not require addi-

tional inputs like top-view images of the scene in order to learn scene-specific cues. It was the only work

found that learns scene-specific cues using only trajectory data, i.e., sequences of positions. This work

has achieved competitive results when compared to methods that require extra information [9,12]. This

section will summarize the main aspects of the model, for the reader to better understand the integration

of SMF with LSTM networks, in section 3.4.

Similarly to section 3.2, there is no notion of interacting pedestrians in this model, and so the i sub-

script in positions will also be dropped for this section. Motion fields are applied with the previous 2D

position and output a 2D displacement. The following relation between the current position of a pedes-

trian, Xt ∈ [0, 1]
2, and the previous one, Xt−1 ∈ [0, 1]

2 (note that here the positions are normalized, with

[0, 1]
2 corresponding to the image lattice), can be defined as:

Xt = Xt−1 + Γkt

(
Xt−1

)
+ wt, t = Tini + 1, . . . , Tpred, (3.12)

where Tini and Tpred are respectively the first and final time instants of the trajectory, kt ∈ {1, . . . ,K}

(with K being total number of motion fields) identifies the active motion field Γkt : [0, 1]
2 → R2 governing
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the displacement at current time step t, and wt ∈ R2 is white noise, wt ∼ N (0,Σkt(Xt)), with the

covariance matrix Σkt depending on the 2D position of the pedestrian. There is a probability of switching

from one motion field kt−1 to another kt in two consecutive instants. The several transition probabilities

between motion fields will be elements of a stochastic transition matrix, B(Xt), evaluated at position Xt.

The motion fields, Γk, covariance matrices Σk, and transition matrix B are defined in a regular grid

with N nodes. These parameters are estimated using the Expectation-Maximization (EM) [54] algorithm.

The parameters also need to be estimated individually for each of the available scenes. The priors of the

motion fields were subject to some restrictions, in order to make them smooth - penalize large changes

between motion fields in neighbour nodes - and sparse - small displacement values for most motion

fields in nodes of the grid. It is this consideration of sparsity that allows the SMF model to learn scene-

specific information, since regions of a scene where no motion exists (due to there being obstacles or

that region not being walkable) will have near-zero displacement values.

To use these parameters in the task of trajectory prediction, it is still necessary to decide the best

sequence of motion fields to apply in (3.12) for each prediction instant. Each of the past positions Xt,

t ∈ {Tini, ..., Tobs} has associated a vector of probabilities, α(t) ∈ RK . Each of the elements of the α

vector, identified by the motion field to apply j ∈ {1, ...,K}, is given by:

αj(t) = P
{
XTini , . . . , Xt, kt = j | θ̂

}
, (3.13)

where θ̂ corresponds to the estimated parameters of the model. The actual vector of probabilities can

be obtained through recursion, using α(t− 1) and transition probabilities given by matrix B(Xt−1). The

choice of motion field to apply at time step t is given by the motion field that has associated the highest

probability: k∗t = argmax
k

α(t).

In [6], there are two possible representations of the predicted 2D position. One corresponds to a

deterministic version of (3.12), i.e., without the inclusion of noise:

X̂t = X̂t−1 + Γk∗
t

(
X̂t−1

)
, (3.14)

Alternatively, one can consider a stochastic representation for the predicted position, given by the

following Gaussian distribution:

X̂t ∼ N
(
X̂t−1 + Γk∗

t

(
X̂t−1

)
,Σk∗

t

(
X̂t−1

))
, (3.15)

With this representation, one can sample the predicted position several times, making it possible to

generate several distinct trajectories for the same pedestrian, like the multimodal LSTM of section 3.2.4.
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3.4 Trajectory prediction with LSTM and SMF

Human motion is governed by many different factors, most notably the physical aspects of each scene

and the social interactions between pedestrians, none of which are being taken into consideration in the

model described in section 3.2. This section will be about incorporating the scene-specific cues into

LSTM. The proposed model will use not only displacements coming from data, but also displacements

computed with SMF [6] - the ones added to the previous position in section 3.3 as shown in (3.12).

The goal of this integration is to improve the generated trajectories in accordance with the scene’s

geometry. Similar to section 3.2 and 3.3, the subscript i identifying the pedestrian will still be omitted.

3.4.1 LSTM-SMF-I: Supply the most likely motion field

This first extension involves feeding the network only the most likely displacement provided from the

SMF model. The network learns to weigh both its own displacement and the one provided by the motion

fields at the prediction phase. While it would be possible to obtain the motion fields displacements at the

observation phase, it would not improve performance. It is preferable to have memory of the past using

only the actual data.

Unlike the original LSTM baseline, there are differences in terms of the input and both observation

and prediction phases. At observation phase, only a displacement coming from data, ∆Xt, is fed to the

network. At prediction phase, two displacements will be fed. This leads to the conclusion that there is

a benefit in having separate LSTM networks to handle observation and prediction phase. This type of

configuration is commonly known as an Encoder-Decoder architecture, and has also been used in prior

works for this task [8,28,43]. A simple diagram representing the global model to integrate motion fields

predictions can be seen in fig. 3.5. The encoder will be in charge of the observation phase, sending

information that the decoder will use to generate the future trajectory, in the prediction phase.

Figure 3.5: Overall LSTM encoder-decoder architecture for trajectory forecast, integrating with SMF model. There
are two separate LSTMs - the encoder will be used in the observation phase, to process the past trajec-
tory, similarly to what was described in section 3.2.1; the decoder will use and weigh future predictions
of its own and motion fields predictions to generate trajectories that are more scene-compliant.

The observation phase is similar to the same phase of the baseline model, described in section 3.2.1.

The only difference is that in this case, the LSTM that handles the observation phase (encoder) is

different that the one that handles the prediction phase (decoder). The output of this phase will still be
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a state containing a summary of the past, hTobs , that will be used for the prediction phase. This state is

the knowledge that the encoder passes to the decoder. In some prior works [8,14], this knowledge may

not represent the state directly. However, for this model, the encoder and decoder LSTM cells will have

identical characteristics (although separate parameters), and so the state can be directly used as input.

In the prediction phase, the LSTM decoder - named LSTMd - will receive and use the two predicted

displacements, along with the previous state, to output a new state. This new state can be used to obtain

a new predicted displacement, using (3.7). The prediction phase of the model is depicted in fig. 3.6.

Figure 3.6: The prediction phase of the model, done via LSTM decoder, where at each instant both the previous
LSTM and SMF predictions (where the latter only uses the past trajectory) are fed into the cell, and
together they are used to obtain the predicted displacement for the next instant.

The first predicted displacement from the SMF method is obtained by processing the entire past

trajectory. Only the most likely of K motion fields is chosen, applying it to the last observed position.

This displacement, ∆Ŷ
Tobs+1

MF = Γk∗
Tobs+1

(
XTobs

)
, as well as all other future motion fields displacements

∆Ŷ t+1
MF = Γk∗

t

(
Ŷ t
MF

)
(note that SMF uses the previous SMF prediction; it does not receive any LSTM

prediction) for t ∈ {Tobs + 1, Tpred − 2} are concatenated with the predicted LSTM displacement at the

same time instant, ∆Ŷ t. Both of these are fed to a new embedding layer:

et = Emb
(
∆Ŷ t,∆Ŷ t

MF ;Wembd

)
= PReLU

(
Wemblind

[
∆Ŷ t,∆Ŷ t

MF

]T
+ bemblind

)
,

(3.16)

where Wembd corresponds to the parameters of this embedding layer, specific to the decoder. The

actual predicted displacements from SMF, come in a normalized interval [0, 1]. As such, they first must
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be converted to the correct units being employed (metric, pixel, etc.) before they are able to be sent as

input to the embedding layer in (3.16).

The embedded vector, et is the direct input to the LSTM cell, fed in similar fashion to (3.6), but with

LSTM parameters specific to the decoder:

ht = LSTMd

(
ht−1, et;WLSTMd

)
, (3.17)

The model outputs a set of displacements ∆Ŷ t, for t ∈ {Tobs + 1, Tpred}, obtained via a linear layer:

∆Ŷ t+1 = Woutlinh
t + boutlin , (3.18)

with Woutlin and boutlin being the weights and biases of the linear layer, present only in the decoder. The

actual trajectory can be obtained from the displacements, via (3.3).

3.4.2 LSTM-SMF-II: LSTM integrates the several motion fields displacements

The first extension can result in some improvements over the base LSTM model. However, the LSTM

only has access to what the SMF model deems to be the most likely prediction. There may be cases

where it would be best to apply a different motion field, or even a combination of multiple fields. This

drops the assumption made in [6] - that at a given instant, the trajectory of a pedestrian is governed by

a single motion regime.

The SMF prediction is also completely independent of the LSTM model, and in some cases that

can lead to a larger trajectory error when compared to the real trajectory. It can be useful to feed the

motion fields model with the prior LSTM prediction, so it can better adjust its position. This calls for a

second version for integrating SMF with LSTM: to let the network learn what motion field to apply at

each time step, with the possibility of choosing more than one motion field for the same instant, with

different contributions.

This new variant still has some similarities with the one described in the previous section. First, it

maintains the Encoder-Decoder architecture. Second, the processing of the past trajectory (observation

phase) by the encoder is the same.

The differences between this new variant and the previous one are all in the prediction phase. The

differences are highlighted in fig. 3.7, with a different colour (compare with fig. 3.6). As seen in fig. 3.7,

there are two separate layers to embed the input that is fed to the LSTM decoder cells. One, EmbL, is

responsible for embedding the prior prediction of the LSTM network. The other, EmbMF , embeds the K

different displacement predictions that the SMF model generates. The embeddings are given by:

etL = EmbL

(
∆Ŷ t;WembL

)
, (3.19)
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Figure 3.7: The prediction phase of the new variant that integrates SMF and LSTM for scene-compliant trajectory
forecasting. The differences from the previous model are shown in orange. There are two embedding
layers, to process the predictions of LSTM and motion fields separately. Also, the SMF model receives
the LSTM prediction instead of using its own.

etMF = EmbMF

(
∆Ŷ 1

MF

t
, . . . ,∆Ŷ K

MF

t
;WembMF

)
, (3.20)

where etL and etMF are have the same size, equal to half the input size expected by the LSTM cell. This

is mostly equivalent to saying the K displacements of SMF method are given the same initial relevance

as the displacement obtained from the LSTM. The EmbMF layer will ”choose” the motion field(s) that

are active at each instant, and also giving a contribution to each of the displacements via its parameters,

WembMF
. Each embedding consists in a linear layer with PReLU activation function, just like in (3.16).

The two embeddings will be concatenated and used as the direct input to the LSTM decoder cell:

ht = LSTMd

(
ht−1,

[
etL, eMF

t
]
;WLSTMd

)
, (3.21)

where ht will still be used to obtained the next predicted displacement, Ŷ t+1, using (3.18). The SMF

model also receives the LSTM predicted position using (3.3), instead of using its own to perform the

predictions at the next instant - ∆Ŷ k
MF

t+1
= Γk

(
Ŷ t

)
for k ∈ {1, ...,K} and t ∈ {Tobs + 1, Tpred − 2}.

3.4.3 Training

Both variants of LSTM incorporating SMF for trajectory forecast are trained with the same L2 loss used

by the baseline model, in (3.9). That is because the goal is still for these models to generate trajectories

compliant with the past and as close to the real trajectories as possible.
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It is worth noting that the SMF model needs to be trained first so they can be used on the proposed

LSTM models. The SMF model needs to be trained per scene, so that scene-specific elements can be

learned. As such, there will be need to have training (to learn context of the scene) and testing data (to

evaluate the quality of what was learn on unseen data) for each scene.

The LSTM models described in this section, as well as the baseline in section 3.2, can be trained on

multiple scenes. For the models of this section, there would be the need to have several SMF models,

equal to the number of distinct scenes, and the LSTM model would need to know to which scene does

the trajectory belong to, so it knows what SMF model to apply.

While not strictly necessary, it was chosen to also train one LSTM model per scene, having a 1 : 1

ratio in terms of number of LSTM and SMF models. This enforces the learning of application of the

motion fields to be scene-specific, improving the performance on each of the scenes at test time.

3.5 Trajectory prediction with interaction-aware LSTM

Pedestrian trajectory forecast with the incorporation of social interactions is still an open problem. This

is evidenced by the large body of works released in recent years (refer to Section 2.2). There are many

kinds of possible interactions between pedestrians and/or groups of pedestrians. Some examples of

possible interactions are shown in fig. 3.8. Creating a model that can robustly deal with the variety of

interactions is one of the biggest challenges associated with the task of trajectory prediction.

(a) (b) (c) (d)

Figure 3.8: Examples of possible interactions that pedestrians may have. (a) Leader Follower: A pedestrian follow-
ing another that is in front (b) Collision Avoidance: Two pedestrians adjusting course to avoid clashing
with one another (c) Group travelling: Two or more pedestrians travelling very close to each other, and
in the same direction. (d) Other, more uncommon forms of interaction. Credits to the images go to [26].

A summary of the proposed model for interaction-aware trajectory forecast, which is equivalent - at a

higher level - to architectures of prior works [8,26,27] is available in fig. 3.9. Similarly to the scene-aware

model of section 3.4, it adopts an encoder-decoder architecture, where the encoder processes the past

trajectory (t ∈ {Tini, ..., Tobs}), and the decoder outputs the predicted trajectory (t ∈ {Tobs + 1, ..., Tpred}).

The addition is an extra interaction layer that is placed through consecutive instants of LSTM cells, be

it of encoder or decoder. The interaction layer, to be discussed further in this section, will generate a
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summary of the social context surrounding each pedestrian.

Figure 3.9: Overall LSTM encoder-decoder architecture for interaction-aware trajectory forecast. The input of the
model is no longer a single trajectory, but a set of trajectories for all pedestrians simultaneously present
in a scene. Each pedestrian’s motion is processed via a separate LSTM, but the the cells of the
encoder have the same weights for all pedestrians (same for decoder). The social context surrounding
each pedestrian is obtained every instant via an interaction layer.

As mentioned at the start of this chapter, and similarly to what was discussed in section 3.4, the

proposed interaction-aware model will be based on an existing work introduced in chapter 2: Directional

LSTM [26]. This LSTM model considers the presence and influence of neighbouring pedestrians via a

grid-shaped pooling technique. Every instant, the contribution of each neighbour inside the grid will be

the relative velocity when compared to the pedestrian in question. Neighbours that are too far away to be

inside the grid will not influence the motion of the pedestrian. The output of this pooling is a Ng ×Ng × 2

tensor for each pedestrian, where Ng is the number of rows of the grid - or columns, since the grid is

square -, and 2 symbolizes the relative velocity, which is in R2. An alternative basis to use could be

Social LSTM [11], which uses the neighbouring pedestrians LSTM states. There are two reasons that

lead to picking Directional LSTM instead of Social LSTM:

1. Having the relative velocities of neighbours is easier to interpret than the LSTM hidden state, since

the latter is an encoded summary of the pedestrians past.

2. It is more efficient to process a tensor of relative velocities, of size Ng × Ng × 2, then of size

Ng ×Ng ×Nh, where Nh is the dimension of the hidden state, which in most cases is at least an

order of magnitude higher than R2 [26].

The usage of a grid-based pooling can have some limitations. One, already mentioned in section 2.2,

lies with the fact that the dimensions of the grid (Ng and length of the grid) are fixed for all pedestrians.

Another issue is that the grid, being centered on the pedestrian, can also include neighbours behind

the pedestrian. Those neighbours will have little importance when compared to the neighbours in front,

whom the person may be following (fig. 3.8(a)) or may have to avoid colliding with (fig. 3.8(b)).

The following sections will detail a new LSTM based model that considers the relative motion of

neighbouring pedestrians, while also attempting to combat the limitations of a fixed grid shape. The first

limitation to tackle will be the consideration of neighbours behind the pedestrian, by simulating a Field
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of View (FOV) for each pedestrian. After, multiple techniques will be presented as possible options to

vary the dimensions of the FOV, as a function of the social context surrounding the pedestrian. Since

the models in this section process the trajectories of multiple pedestrians simultaneously, the subscript

i = {1, ..., N} (N is the current number of pedestrians present in the scene) identifying a pedestrian will

be added to the notation (equivalent to the notation of section 1.2).

3.5.1 Arc-LSTM: Improving Directional LSTM by using a FOV instead of a grid

Using a grid-shaped tensor to include the influence of neighbours in the pedestrian’s motion is not the

most intuitive way of making a model socially-aware. Humans do not have a structured knowledge of

what is behind them. While it can be argued that one must have some implicit knowledge of people

immediately behind, most of a pedestrian’s focus will lie in what is in front, i.e., what the person can see.

This notion of focusing on what the pedestrian can see has been approached on prior works [17,21,

65]. It is also what inspires the following improvement to Directional LSTM: Instead of considering a grid

centered on the pedestrian, the proposed interaction-aware model will use an arc shape. The arc can

be thought of as the FOV of the pedestrian, approximating what the pedestrian is seeing, or even a Field

of Attention (FOA), to consider what the person is paying attention to at a particular moment. The terms

arc, FOV and FOA may be used interchangeably throughout this section.

A square grid can be characterized by 2 parameters - the length of the side l and the number of

nodes in a row Ng. In contrast, an arc shape requires 4 parameters - its radius, r; its width or angle, α;

the number of cells (or divisions) across the radius, Nr, and across the angle Nα. The extra parameters

make an arc shape a more flexible choice to use in a pooling technique. The parameters r and α make

up the size of the region that the pedestrian is seeing and/or focusing on. A comparison between the

use of grid and arc shapes for interaction-specific pooling can be seen in fig. 3.10.

For this arc to resemble an actual FOV, its orientation should be given by the pedestrian’s gaze

direction. However, as stated on the problem formulation of section 1.2, the proposed models only have

access to the actual trajectories of pedestrians, in R2. To circumvent this, it will be approximated by the

direction of motion:

θti ≈ arctan

(
∆yti
∆xt

i

)
(3.22)

where θti is the angle of the gaze direction, in the scene’s coordinate system, and ∆yti and ∆xt
i are

the current displacement components along the y and x axis, respectively, for pedestrian i and time t.

It is worth reinforcing that this is an approximation - there may be some cases where the pedestrian

is moving in one direction and its gaze may be directed in a considerably different direction. In many

cases, however, a pedestrian can be focusing on the direction of motion, even if not directly gazing at it.

The tensor given by the arc-shaped directional pooling, for a certain pedestrian i with neighbourhood
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(a) (b) (c)

Figure 3.10: Comparing directional pooling (originally from [26]) using different shapes. (a) Trajectories of 3 pedes-
trians, with full line representing the past and dashed representing the future. The pooling will be
focused on the blue pedestrian. (b) The grid shape considers a pedestrian (in green) that is behind
and moving away from the blue pedestrian. (c) The arc based shape only includes the orange pedes-
trian, that the blue pedestrian is most likely focusing on.

set Ni can be formalized as:

At
i(mr, nα, :) =

1∑
j∈Ni

1mr,nα

[
dtij , β

t
ij

] ∑
j∈Ni

1mr,nα

[
dtij , β

t
ij

] (
∆Xt

j −∆Xt
i

)
(3.23)

where At
i is the Nr × Nα × 2 tensor containing the relative velocities of neighbours in the FOV of

the pedestrian. The difference of displacements
(
∆Xt

j −∆Xt
i

)
is used in place of the actual rela-

tive velocity (as in section 3.2 and 3.4). The distance between a pedestrian and its neighbour, dtij =√
(xt

j − xt
i)

2 + (ytj − yti)
2, as well as their relative orientation in reference to the pedestrian’s gaze,

βt
ij = αt

ij − θti = arctan
(

yt
j−yt

i

xt
j−xt

i

)
− θti , are used in indicator function 1mr,nα [d

t
ij , β

t
ij ]. This function checks

if dtij and βt
ij are such that the neighbour is inside the (mr, nα) cell of the arc shape, with mr ∈ {1, ..., Nr}

and nα ∈ {1, ..., Nα}. Formally, the indicator function is given by (3.24):

1mr,nα
[d, β] =

{
1 , if mr−1

Nr
r ≤ d < mr

Nr
r
∧(

nα−1
Nα

− 1
2

)
α ≤ β <

(
nα

Nα
− 1

2

)
α

0 , otherwise
(3.24)

with r and 0 < α ≤ 2π being the whole radius and angle of the arc, and −π ≤ β < π. In the example

of fig. 3.10(c), the neighbour in orange (the only one inside the arc) is inside the cell with mr = 2

and mα = 3. Below are some examples of common social interactions and their translation in relative

velocities, to better understand the directional pooling layer and some underlying details:

• Two pedestrians walking in opposite directions: similar situation to fig. 3.10(c), and also

in fig. 3.8(b). Since the directions are opposite, the relative velocity is high. The directional pooling

will highlight these cases, making it useful for the model to learn to avoid collisions.
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• Two pedestrians walking in the same direction with similar speeds: common in a leader-

follower scenario (fig. 3.8(a)). The directional pooling initializes all cells with zeroes. The relative

velocities in this case are small, meaning there is not much difference between an empty cell

and having a neighbour with identical motion. Therefore, this model prioritizes collision avoidance

situations over leader-follower or group behaviour (fig. 3.8(c)).

• A pedestrian with two close neighbours going towards the person: it is quite possible in

crowded scenes to have neighbours so close to each other that they are in the same cell of the

arc. The original grid pooling [26] discarded all neighbours in the same cell except for a randomly

selected one3. The final At
i will have a mean of all relative velocities in the same cell, as seen

in (3.23). An alternative could be simply summing, but for high relative velocities, it could be

confused as a pedestrian moving very fast, rather than a group moving at normal speed.

• A pedestrian with two close neighbours that have opposite relative velocities: also possible

in crowded scenes, although less common. Summing or averaging the relative velocities in the

same cell cancels the contributions of the two neighbours. This is one case where picking only

one of the neighbours could be a beneficial. However, this limitation, as well as the above one, can

be tackled by having accurate dimensions for the FOV, or by having a variable FOV as a function

of the current crowd density - a topic that will be addressed in section 3.5.2.

These examples have highlighted some strengths and limitations of pooling with use of directional ve-

locities, but overall it is a compact and effective way of storing the social context for each pedestrian.

This LSTM model with arc-shaped directional pooling to include the influence of pedestrians on each

other, denoted Arc-LSTM, will process each pedestrian’s motion individually. It will now have a second

kind of input, derived from the original past trajectories, which is the set of pooled tensors containing the

neighbours’ relative velocities. A detailed scheme of the Arc-LSTM can be found in fig. 3.11. It concerns

the processing of trajectories from a set of N interacting pedestrians.

Both the pedestrian displacement and their arc pooling go through an embedding layer (not present

in fig. 3.11), which similarly to (3.4), consist of a linear layer with a PReLu activation function:

eti = Emb
(
∆Xt

i ;Wemb

)
, (3.25)

pti = Emb
(
At

i;WembA

)
, (3.26)

where the embedded inputs eti and pti, for each pedestrian i at instant t, will be computed using the

predicted displacements ∆Ŷ t
i , for t > Tobs. The arc pooling will be computed with the predicted positions

3While not explicitly discussed in the paper, it is a detail that can be observed in their publicly available implementation
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Figure 3.11: The Arc-LSTM model processing all N pedestrians’ motion and relevant interactions for two consec-
utive instants. There are multiple cells stacked vertically, with different colours distinguishing different
pedestrians. The LSTM cells receive the hidden state at the previous time step, as well as the prior
motion and arc-shaped directional pooling, to compute the hidden state at the next time-step.

for t > Tobs. The embeddings eti and pti are fed to the LSTM cells, of both the encoder and decoder:

ht
i = LSTMe

(
ht−1
i ,

[
eti, p

t
i

]
;WLSTMe

)
, t ∈ {Tini, Tini + 1, ..., Tobs}

ht
i = LSTMd

(
ht−1
i ,

[
eti, p

t
i

]
;WLSTMd

)
, t ∈ {Tobs + 1, Tobs + 2, ..., Tpred}

, (3.27)

where the encoder and decoder parameters, WLSTMe and WLSTMd
, have the same dimensions.

The generation of a predicted trajectory is going to be slightly different from the scene-compliant

model of section 3.4. Instead of outputting a single displacement per pedestrian per instant, the model

will generate parameters of a bi-variate Gaussian distribution for the displacement (as in section 3.2.4):

[
µ̂t+1
i , σ̂t+1

i , ρ̂t+1
i

]
= Woutlinh

t
i + boutlin , (3.28)

where [µt
i, σ

t
i , ρ

t
i] ∈ R5 contains a mean, µt

i ∈ R2, 2D standard deviation, σt
i ∈ R2, and correlation

factor ρti ∈ R for the displacement of pedestrian i at time t. This was already employed in a multi-modal

version of the baseline LSTM, in section 3.2.4. It is important to note that this does not force the model to

generate more than one trajectory sample per pedestrian - one can discard the uncertainty at inference

time and just use the mean displacement, µt
i ≡ ∆Ŷ t

i . The mean displacement is fed as input to the

LSTM decoder for t ∈ {Tobs + 1, ..., Tpred}, and can be used to build the single trajectory with (3.3).

The explicit consideration of uncertainty helps the model to generate more socially acceptable trajec-

tories [11,26,33]. If this model were trained with the L2 loss of eq. (3.9), the predictions would be forced

to ”follow” the average behaviour of the GT, without considering the possibility of straying from it to, e.g.,

avoid colliding with another pedestrian. To train the the model - Wnet - with the use of uncertainty, a NLL

loss (identical to section 3.2.4) is used. This loss will also be used in the models of the next section.
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3.5.2 V-Arc-LSTM: Variable arc size in accordance to the social context

The model from section 3.5.1 tackles one of the limitations found with grid-based interaction pooling - the

consideration of neighbours behind the pedestrian, that in many cases do not influence the pedestrian’s

motion. The second limitation found is more challenging to tackle - the same FOV dimensions (or grid in

the case of [26]) are used for all pedestrians.

The social environment may vary from scene to scene, and even in the same scene across time in-

stants. Different social settings are shown in fig. 3.12, to motivate the use of variable FOV. In fig. 3.12(a),

a pedestrian benefits from having a smaller FOV (or FOA), especially when compared with fig. 3.12(b).

This conclusion can mainly be drawn from the difference in crowd density - the overall number of pedes-

trians for a certain area - in the two scenes. Since there is a higher number of neighbours close to the

pedestrian in fig. 3.12(a), the focus and view of the pedestrian will be only for those in close proximity. In

contrast, the pedestrian in fig. 3.12(b) has less neighbours, and is able to have a larger FOV to consider

neighbours that are farther away and that can alter the person’s trajectory.

(a) (b)

Figure 3.12: Examples from a real pedestrian trajectories dataset [20] to illustrate the motivation behind a variable
FOV for interaction pooling. (a) In a scene with a relatively high crowd density. A pedestrian will, on
average, focus on the neighbours that are closer, especially since those farther away may not even
be visible. (b) In a scene with smaller number of pedestrians, the FOV can be bigger to include
neighbours not exactly in close proximity, but that may influence the pedestrian’s motion.

This section will provide several hypotheses to consider a variable size arc (or FOV) pooling shape.

These hypotheses go from simple heuristics based on social characteristics taken from the set of

pedestrain trajectories, to a data-driven model that learns to configure the size of the FOVs. Note that

more hypotheses were thought of and implemented, but this section will feature only the most relevant.

3.5.2.A V-Jn-Arc-LSTM: Variable arc radius to include up to J neighbours

When in crowded scenarios, there is a limited number of things that a pedestrian can focus on. When

adjusting his/her trajectory, the pedestrian’s focus may lie on a subset of neighbours from the whole set

of visible neighbours. This model will consider an arc pooling shape that only considers the J closest
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neighbours to the pedestrian. Note that this is different from a concatenation strategy such as that

of [13], since the concatenation is done with each relative neighbour motion, while the method proposed

here uses an actual arc shape that will also include empty areas (without any neighbours).

The radius rti of the arc will grow or shrink to fit J neighbours (can change for each pedestrian i

and every instant t), while the angle α will remain fixed. A strategy could also be devised to vary the

angle of the arc (e.g., smaller in more dense areas), but the former concept is simpler and more intuitive.

Neighbours that are not included in the arc of spread α will never be used in the interaction pooling. An

example of how this procedure works for different social situations is shown in fig. 3.13. The pedestrian

will focus on those closer in crowded situations (fig. 3.13(a)), but in sparse situations (fig. 3.13(b)), the

arc’s radius may grow to include pedestrians farther away.

(a) (b)

Figure 3.13: V-Jn-Arc-LSTM model includes at most J=5 neighbours in its arc pooling shape. Pedestrian in question
in blue. Neighbours inside arc in green. Neighbours that could be inside arc (if radius r was larger) in
yellow. Neighbours that could never be in arc (outside spread α) in orange. (a) Crowded scenes will
have, generally, neighbours closer to the pedestrian. That will result in a smaller arc radius. (b) Less
crowded situations will have more liberty for the radius, since the J neighbours can be farther away.

To make sure the arc radius is between reasonable values, a minimum value, rmin, and maximum

value, rmax, are set. For instance, if there are less than k < X neighbours in the arc of spread α and

radius rmax, the pooling arc will only include those k neighbours. The rest of this interaction-aware

model is exactly as the fixed arc shape model described in section 3.5.1.

3.5.2.B V-ND-Arc-LSTM: Arc radius that depends on the mean distance of neighbours

Considering that a pedestrian gives importance to a fixed number of neighbours can have its limitations.

Depending on the social context, there may be more (or less) neighbours that are influencing the trajec-

tory of the pedestrian. An example of that is shown in fig. 3.14. If the arc shape were to include J=5

neighbours (fig. 3.14(a)), it would consider neighbours that are very far away from the pedestrian, and

unlikely to be in the actual FOA of the pedestrian. A better alternative would be a FOA that varies with

the mean distance of the neighbours in front of that pedestrian. Those neighbours would be apart of an
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arc with angle α and infinite radius. For the case of fig. 3.14(b), the arc would not include the distant

neighbours as in fig. 3.14(a), but they would still contribute to the mean distance.

(a) (b)

Figure 3.14: Comparing V-Jn-Arc-LSTM (J=5) and V-ND-Arc-LSTM. Neighbours inside arc in green. Neighbours
that could be inside arc in yellow. Neighbours that could never be in arc in orange. (a) For V-Jn-Arc-
LSTM, some of the neighbours that may not pose much influence to the pedestrian are included in the
arc. (b) V-ND-Arc-LSTM, the radius is proportional to the mean distance of neighbours (in green and
yellow). The arc radius is smaller because a subset of neighbours is close to the pedestrian.

Analytically, the radius of the arc for pedestrian i at time step t is computed via (3.29):

rti =

C
1∑

j∈Ni
1α

[
βt
ij

] ∑
j∈Ni

1α

[
βt
ij

] ∥∥Xt
j −Xt

i

∥∥
2
+B

∣∣∣∣∣∣
[rmin,rmax]

(3.29)

where 1α

[
βt
ij

]
is an indicator function that returns 1 if the neighbour j is inside the arc of spread α

and infinite radius, and 0 if not. Visually, as represented in fig. 3.14, returning 1 means the neighbour is

green or yellow, and 0 means the neighbour is orange. The neighbours will only contribute to varying the

arc radius if the indicator function returns 1. C and B are coefficients of an affine transformation, which

allows the mapping from the mean distance of neighbours to arc radius to be more flexible, instead of a

direct 1:1 mapping to the [rmin, rmax] interval.

Similarly to the model of the previous section, an arc radius based on the distance of neighbours

can also have limitations. In certain situations, some neighbours that are farther away may still pose

influence [66]. The pedestrian’s FOA may grow to consider more distant neighbours if, for instance,

some are moving fast towards the pedestrian. A pedestrian can give more importance to the relative

motion of the surrounding neighbours than the relative distance. This concept was experimented with

to create different models to vary each pedestrian’s arc dimensions. The reason such models are not

detailed in this chapter is that they still suffer from a lack of generalization to the several kinds of motion

regimes and interactions between pedestrians. The next model is a proposition to combat this.
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3.5.2.C V-LSTM-Arc-LSTM: Variable arc shape via LSTM network

The previous solutions consisted in simple ways to vary the arc pooling for each pedestrian, given some

characteristics of the neighbourhood and the underlying social context. This solution goes beyond that -

choose the dimensions of the arc shape with a separate ANN. This network, to be referred as LSTMA,

will sequentially process the arc dimensions that are being employed. The V-LSTM-Arc-LSTM will have

a fixed arc angle, with the radius able to grow or shrink according to the social context. The purpose of

LSTMA will be to decide, at every instant, what is the best radius of the FOV for each pedestrian. The

scheme of V-LSTM-Arc-LSTM can be found in fig. 3.15. It corresponds to the same Arc-LSTM model

in fig. 3.11, but extended with the new LSTMA (in orange), which will be detailed below.

Figure 3.15: The V-LSTM-Arc-LSTM model. It is an extension to Arc-LSTM, with the new content shown in orange.
The new network, LSTMA, predicts the most likely radius for each of the pedestrians. Such prediction
will be done using a simplified social context Ot

i . The predicted radii will be used to configure the size
of the arc pooling layer in the next time step.

The predicted radius could be any value in a reasonable interval [rmin, rmax], exactly like in sec-

tions 3.5.2.A and 3.5.2.B. However, the approach taken with this model is going to differ: the output will

be a radius from a discrete set of Q possible values R = {ϱ1, ϱ2, ..., ϱQ}. The reason for that lies in the

limitations of the available data. Throughout this chapter, there has been access to past data - pedes-

trian displacements ∆Xt
i and relative displacements of neighbours. This does not apply to predicting the

best FOV dimensions - there is no past data indicating what was the FOV of each pedestrian i at each

time step t. Therefore, the subtask of choosing the most appropriate arc dimensions is weakly super-

vised [67]. Such tasks are generally more difficult than supervised ones, hence the simplified approach

of discretizing the possible values for the arc radius.

The LSTMA network will not have direct access to the radius values from set R. Instead, it will use

an index ξti ∈ {1, ..., Q}, which identifies the radius from set R, rti ≡ ϱξti . This choice is inspired from

Natural Language Processing (NLP) models, including those based on LSTM networks [62], where the

input space is a discrete set of Q possible words. These RNN-based methods predict the most likely
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word index at time step t. Similarly, the LSTMA network will predict the most likely radius index for each

pedestrian i at instant t, ξti .

As seen on fig. 3.15, the LSTMA has access to a different social context generated by the arc-

shaped pooling layer. The LSTMA does not process motion, and therefore would benefit little from

having knowledge of the motion of the neighbours given by At
i. As such, the LSTMA cells receive a

simpler arc pooling, containing the relative occupancy of neighbours, Ot
i - each cell of the arc will have a

value between 0 and 1, where 0 means there are no neighbours and 1 means all neighbours inside the

arc are contained in that cell. This is the same technique used by Occupancy-LSTM [11], but normalized

in [0, 1] interval. Like the discretization of possible radii, it is a simplifying approach made because of the

low supervision of this subtask. The tensor Ot
i is given by:

Ot
i(mr, nα, :) =

1∑
j∈Ni

1rti ,α

[
dtij , β

t
ij

] ∑
j∈Ni

1mr,nα

[
dtij , β

t
ij

]
(3.30)

where 1mr,nα

[
dtij , β

t
ij

]
is the indicator function to see if neighbour j is in (mr, nα) cell of the FOV of

pedestrian i - with angle α and radius rti -, and is computed using (eq. (3.24)). The other indicator

function 1rti ,α

[
dtij , β

t
ij

]
checks if neighbour is inside the FOV of pedestrian i, regardless of the cell.

Figure 3.16: Detailed depiction of the LSTMA. It outputs, for each pedestrian i and instant t, the most likely index
ξt+1
i for the radii for set R. This cell receives an embedding the index from previous instant ξti , and an

embedding of an arc-shape occupancy tensor Ot
i . The embeddings, along with the previous hidden

state, hA
t−1
i , are used to compute the next state. The state goes through a Linear layer and a softmax

to obtain the likelihood associated to each radius.

The scheme in fig. 3.16 allows to better understand how the LSTMA model works internally. The

arc-shaped tensor with relative occupancy, Ot
i , is first embedded before being fed to the LSTMA. The

same is done for the previous arc radius index ξti , which indicates the radius used to compute Ot
i :

λt
i =Embξ

(
ξti ;Wembξ

)
, (3.31)

γt
i =EmbO

(
Ot

i ;WembO

)
, (3.32)

where both Embξ and EmbO both have a PReLu activation function. The embeddings λt
i and γt

i have
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the same dimensions as eti - computed via (3.25) - and pti - computed via (3.26) -, respectively. Their

concatenation will form the direct input to the LSTMA cell:

hA
t
i = LSTMA

(
hA

t−1
i ,

[
λt
i, γ

t
i

]
;WLSTMA

)
, (3.33)

where the dimensions of the parameters of LSTMA are the same as of the other LSTM cells. The state

goes through a linear layer to obtain an array in RQ, which can be normalized in [0, 1] interval - via

softmax layer σ - to obtain the likelihood associated to each radius.

ηt+1
i = WoutAhA

t
i + boutA ∈ RQ, (3.34)

P
(
ξt+1
i = q

)
= σ

(
ηt+1
i

)
q
=

exp ηt+1
i q∑Q

k=1 exp η
t+1
i k

∈ [0, 1], (3.35)

ξ̂t+1
i = argmax

q
P
(
ξt+1
i = q

)
∈ {1, ..., Q} , (3.36)

where ξ̂t+1
i identifies the radius to be used by the arc-shaped interaction layer for pedestrian i in the next

instant, rt+1
i = ϱξ̂t+1

i
∈ R. The V-LSTM-Arc-LSTM is trained using the same NLL loss function, defined

in eq. (3.11). It is important to recall that the prediction of the most appropriate FOV radius is not directly

included in the training of this model, since there is no labelled data with the real FOV dimensions of

each pedestrian. However, the model can, to some extent, learn the most appropriate FOV dimensions

while also learning to predict pedestrian motion.

3.6 Trajectory prediction with scene and interaction-aware LSTM

model: Arc-LSTM-SMF

The model to be detailed in this section fulfils the main goal of the thesis: creating a single model

that forecasts pedestrian trajectories with the influence of scene-specific elements, and social interac-

tions between pedestrians. This will involve combining the contributions from sections 3.4 and 3.5. For

scene-complaint forecast, this model will feature the combination of the second extension of LSTM with

SMF, detailed in section 3.4.2, since the LSTM receives more information from the K motion regimes.

The consideration of social interactions will come from the fixed arc shape directional pooling, from sec-

tion 3.5.1. A variable arc configuration from section 3.5.2 could have been employed, but that could imply

having different configurations for each scene, and so the fixed shape model was chosen. A schematic

for the complete Arc-LSTM-SMF architecture is shown in fig. 3.17.

The Arc-LSTM-SMF model has several similarities with its scene and social standalone counter-

parts. The most notable of which, common in both Arc-LSTM and LSTM-SMF, is the use of an encoder-
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Figure 3.17: Arc-LSTM-SMF architecture for scene and interaction-aware trajectory forecast. The input of the
model is a set of trajectories for all pedestrians simultaneously present in a scene. The pedestri-
ans may have obstacles in the way (in gray, not apart of input), and the predictions should avoid them.
The social context surrounding each pedestrian is obtained every instant via an interaction layer. The
SMF predictions are sent to the LSTM decoder to have a scene-specific consideration of the environ-
ment.

decoder architecture. The encoder processes each past pedestrian motion and an arc-shaped pooling

of the relative velocities of neighbours. The encoder of this model is identical to the encoder of sec-

tion 3.5.1, and so it will not be detailed here. The relevant scene information is fed to the decoder via

the SMF predictions (along with the same type of information fed to the decoder).

For the Arc-LSTM-SMF decoder, and similarly to the LSTM-SMF-II of section 3.4.2, there are two

embeddings of motion, one for the overall model’s prediction, another for the K SMF predictions:

etiL =EmbL

(
∆Ŷ t

i ;WembL

)
, (3.37)

etiMF =EmbMF

(
∆Ŷ 1

MF

t

i, . . . ,∆Ŷ K
MF

t

i;WembMF

)
, (3.38)

where the embeddings etiL and etiMF have the same dimensions, and are computed using layers with

separate parameters, WembL and WembMF
, respectively. These embeddings are combined with the

embedding of the arc-shaped social context, pti - computed using (3.26) -, and fed to the LSTM decoder

cell:

ht
i = LSTMd

(
ht−1
i ,

[
etiL, e

t
iMF , p

t
i

]
;WLSTMd

)
, (3.39)

with the state ht
i being used to obtain the next prediction, which is a bi-variate Gaussian distribution

for the pedestrian displacement -
[
µ̂t+1
i , σ̂t+1

i , ρ̂t+1
i

]
∈ R5, computed using (3.28). The deterministic

prediction is obtained from the mean of the distribution - ∆Ŷ t+1
i = µ̂t+1

i .

To consider the uncertainty when training, the same NLL loss function as eq. (3.11) will be employed.

However, this model will be trained in a per-scene format, as described in section 3.4.3. This means that

there should be data from each scene available for both training and testing, to learn relevant scene and

social cues, and to evaluate the quality of the predictions with such cues.

The Arc-LSTM-SMF corresponds to the final proposed model, that considers scene-specific informa-

tion and social interactions, where the only type of input data used is pedestrian trajectories.
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This chapter contains experiments with the model variants proposed in chapter 3, like the origi-

nal LSTM baseline, and with the incorporation of scene and social information, both individually and

combined. To understand and compare the performance of these models, the results for models from

chapter 2, as well as simple non-LSTM baselines, are shown. The implementation of the solution

from section 5.1 and experiments detailed in this chapter is public and can be accessed at https:

//github.com/pedro-mgb/pedestrian-arc-lstm-smf. There are two types of results to present:

• Quantitative results are made using actual evaluation metrics, and one can compare different

methods by comparing the values for those metrics. See section 4.2 for more detailed information

on what evaluation metrics have been used.

• Qualitative results are also important to assess the quality of different models, in a less formal way

than quantitative ones. For this chapter, these results will usually come in the form of visualization

of predictions, comparing between several models and the real trajectory.

4.1 Datasets used for training and testing

The experiments are done on two public datasets, introduced in section 2.5: The BIWI Walking Pedes-

trians [21] dataset - commonly known as ETH -, and the Crowds by example [20] dataset - commonly

known as UCY. There are a total of 4 different scenes - ETH and Hotel belong to BIWI dataset, and Univ

and Zara belong to Crowds dataset. Figures 4.1 to 4.4 show visual depictions of each of the scenes.

The original trajectories from these two datasets have variable lengths, as well as variable velocities

(a)
(b)

Figure 4.1: Visual representations of the ETH scene, from BIWI dataset. (a) A snapshot of a particular frame of
the original video. (b) Display of the entirety of the scene trajectories, in blue, and in metric units, with
delimiting of the scene’s limits and unwalkable areas, in black. Note that the snow is considered an
unwalkable area for these experiments, even though footsteps can be noticed in (a). For the available
data, no pedestrian goes through the snow, but this representation cannot be used in the general case.
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(a) (b)

Figure 4.2: Visual representations of the Hotel scene, from BIWI dataset. (a) A snapshot of a particular frame of
the original video. (b) Display of the entirety of the scene trajectories, in blue, and in metric units, with
the scene’s limits and obstacles, in black. Examples of obstacles are the bench, and the lamp post.

(a) (b)

Figure 4.3: Visual representations of the Univ scene, from Crowds dataset. (a) A snapshot of a particular frame
of one of the original videos. (b) Display of the entirety of the scene trajectories, in blue, and in metric
units, with the scene’s limits, in black. There are no physical obstacles represented in this scene.

(some pedestrians walk faster, others walk slower). Table 4.1 contains statistical information regarding

the aforementioned aspects, for each of the four scenes.

There are more trajectories for the scenes from Crowds dataset (Zara and Univ) than the scenes

from BIWI dataset (ETH and Hotel). Moreover, the trajectories of Crowds dataset are usually longer,

going on average for over 40 instants (16 s). The longest trajectories usually involve pedestrians that are

in the same position for long periods of time, e.g., when pedestrians are talking with each other.

The Hotel scene is where pedestrians travel a smaller distance. This is because the camera that

captures this scene is at a closer distance to the pedestrians (compare the ”size” of pedestrians for ETH

- fig. 4.1(a) - and Hotel fig. 4.2(a)). For every scene, there are pedestrians near-zero velocity, meaning

they are mostly still. The ETH scene has a larger range of velocities and average velocity per pedestrian,
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(a) (b)

Figure 4.4: Visual representations of the Zara scene, from Crowds dataset. (a) A snapshot of a particular frame
of one of the original videos. (b) Display of the entirety of the scene trajectories, in blue, and in metric
units, with delimiting of the scene’s limits and unwalkable areas, in black. Note that the cars to the right
of the building are represented as an obstacle, being always present in the scene. Obviously they are
not a permanent obstacle, which is why this representation cannot be used in the general case.

Table 4.1: Statistical information regarding trajectories in BIWI (ETH) and Crowds (UCY) dataset. The first two
scenes belong to BIWI, the last two to Crowds. This table contains per-scene information regarding the
number of trajectories, how much do the lengths vary, the distance travelled and the relative displacement
(per-instant) of the pedestrians. Note that the velocity could be easily obtained from the displacement,
since the time interval is constant (0.4 s)

Scene
Total

number of
trajectories

Trajectory
length
range

(Min - Max)

Trajectory
length

(Avg. / Std.)

Average
distance

travelled (m)

Pedestrian
displacement
per instant (m)

(Min - Max)

Pedestrian
displacement
per instant (m)

(Avg. / Std.)
ETH 354 3− 114 15.48/6.06 13.29 0.00− 2.37 0.96/0.29
Hotel 378 3− 100 17.25/12.14 6.75 0.00− 0.89 0.47/0.26
Univ 967 4− 352 43.96/19.93 11.65 0.03− 0.92 0.34/0.16
Zara 489 7− 584 40.65/10.64 14.54 0.03− 0.86 0.46/0.13

because the original video from which the trajectories were sampled has been sped up.

4.1.1 Trajnet++ data configuration

Most works [6,8,9,11–14,33] that have used BIWI [21] and Crowds [20] datasets for training and com-

paring with other methods, do not use full-length trajectories. There is a very large range for trajectory

lengths, and for the case of interacting pedestrians, there are not many pedestrians with complete tra-

jectories of the same length, in the same time frame.

In the past year, several works [8,11,27,28] have been compared using the Trajnet++ benchmark [26].

Trajnet++ structures trajectory data into fixed length portions, with a focus on capturing as many interac-

tions in each portion as possible. It is this explicit prioritization of social cues in the data and evaluation

metrics that motivated the choice to use the Trajnet++ configuration for all experiments of this chapter.
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The Trajnet++ data configuration defines the concept of primary pedestrian - in a set of trajectories,

some may be more unique and rich in interactions. It is those trajectories that are more interesting

from a forecasting point of view. For the choice of primary pedestrian, Trajnet++ prioritizes pedestri-

ans with more relevant social interactions (see fig. 3.8), and limits the number of primary pedestrians

that have less relevant trajectories (e.g., motionless or quasi-motionless, linear paths). The remaining

pedestrians that do not classify as primary are also available for trajectory forecast, but are only used as

social context, i.e., as neighbours to the primary pedestrian. The resulting situations1 will be richer and

more interaction-centric, enabling trajectory forecasting methods to better learn social cues. For more

information on the choice of primary pedestrians, see [26].

The original Trajnet++ data2 considers a fixed length of L = 21 instants, with the first 9 instants for the

past trajectory (input to the model), and the last 12 instants for GT (to compare with prediction). In reality,

the first instant is only used to compute the displacement (the models of [26] and chapter 3 work with

displacements) from the second instant, so one can say that the data length is 20 instants, which is the

same value that was used for Trajnet [57], and by many prior works [8,9,11,33]. Pedestrian trajectories

with length smaller than L can never be used for as a primary pedestrian; instead they are just used as

social context. Pedestrian trajectories with length larger than L are split across time, and so a single

pedestrian with a long trajectory may have several trajectory splits that are primary. Furthermore, for a

set of trajectories with length L = 21, there is the possibility to construct more than one minibatch, if

more than one pedestrian classifies as a primary pedestrian.

A benefit in using trajectories of fixed length L is model efficiency. It is easier to aggregate trajectories

of fixed length in the same batch, rather than trajectories of variable length. The use of uniform-length

batches of trajectories means the model training and inference can be better mapped to processing

architectures such as Graphics Processing Unit (GPU), reducing training and inference times.

There are differences between the data used in this chapter and the original Trajnet++ data:

• The original Trajnet++ benchmark has scenes that are only available training (e.g. Hotel). To

properly test scene-specific models (like Arc-LSTM-SMF), each scene should have portion for

training and a portion for testing. Therefore, the data from the BIWI/Crowds dataset was split,

with around 50% duration of each scene going to the training and testing sets. Afterwards, it was

converted to the Trajnet++ format, using their publicly available conversion code.

• Other datasets available in Trajnet++ [58–60] were not used. It is worth noting that these all

belonged to the training set and were not being used for evaluation in this benchmark.

• Besides L = 21, some experiments will also feature trajectories with length L = 11 due to the lack

1In [26], a set of pedestrian trajectories in a certain time frame was labelled as a scene. Here, it will be labelled as minibatch or
situation, to avoid confusing with the already employed concept of scene (buildings, terrain, etc.)

2Trajenet++ Benchmark data available here, except for ground truth test data, which is server private.
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of trajectories of length L = 21 for some scenes.

• The original trajectories of Trajnet++ were obtained with a stride of 2 instants, meaning a pedes-

trian could become primary pedestrian if it has not been primary in the previous 2 instants. This

technique resulted in an increase of primary pedestrians, but at the cost of having a lot of repeated

information. This can hinder the ability for the model to learn diverse social interactions, since it is

fed interactions that are almost the same. As such, the stride to convert the data was changed to

the actual length L. No pedestrian will ever have repeated portions of their original trajectory.

Table 4.2 has information on the number of trajectories for each scene, for both training and testing

sets. There are also statistics on the Trajnet++ conversion, regarding the number of minibatches and

distinct primary pedestrians - remember that a pedestrian may become primary more than once if their

trajectory is long and relevant enough -, using the configuration of Trajnet++ described above.

Table 4.2: Original number of trajectories for training and testing sets, as well as the number of resulting minibatches
in Trajnet++ [26] format with fixed lengths up to L = 21 and L = 11 (primary pedestrians must have length
L, neighbours can have less). The number of distinct primary pedestrians (less or equal to the number
of minibatches) for each fixed length is also shown.

Scene
Original number
of trajectories

Train / Test

Trajectories up to L = 21 Trajectories up to L = 11

Total number of
minibatches
Train / Test

Distinct
primary

pedestrians
Train / Test

Total number of
minibatches
Train / Test

Distinct
primary

pedestrians
Train / Test

ETH 194/124 34/3 28/3 197/86 170/86
Hotel 103/150 25/31 25/26 90/95 69/72
Univ 435/362 624/532 340/310 1232/1069 416/351
Zara 191/204 201/243 171/183 454/531 187/198

All
Scenes 923/840 884/809 564/522 1973/1781 842/706

As could be previously expected from the statistics in table 4.1, there are much fewer minibatches

for ETH and Hotel, due to the fact that there are fewer trajectories for these scenes, and their average

length is smaller than for Univ or Zara. For ETH and Hotel, the number of minibatches with L = 21 is

much smaller than the original number of trajectories. This is what motivated the use of a smaller split

length, L = 11, so that those scenes had a substantial number of trajectories for training and evaluation.

4.2 Evaluation metrics

For evaluation, several metrics will be used to compare trajectory forecasting methods, including their

ability to capture the influencing cues of human motion and behaviour.

44



The simplest metrics used are also the most popular [5]. These are the distance-based metrics that

indicate numerically, how close is the prediction to the real trajectory. The two distance-based metrics

used for the experiments are ADE and FDE, already addressed in section 2.5. Using the notation

introduced in section 1.2, ADE and FDE are computed using the following equations:

ADE =
1

Tpred − Tobs

Tpred∑
t=Tobs+1

∥∥∥Ŷ t
i − Y t

i

∥∥∥
2
, (4.1)

FDE =
∥∥∥Ŷ Tpred

i − Y
Tpred

i

∥∥∥
2
, (4.2)

where ∥ · ∥2 denotes the euclidean distance, Ŷ t
i ∈ R2 and Y t

i ∈ R2 are respectively the predicted and

GT positions for pedestrian i and time step t. Using Trajnet++ data configuration, these metrics are only

computed for the primary pedestrian i = 1 of each minibatch. This will also apply to the other metrics

detailed in section 4.2.1 and 4.2.2. When considering predictions for several minibatches in a scene, the

results will be in form of a compact ADE/FDE, averaged across all trajectories of primary pedestrians.

For both these metrics, the lower their value is, the closer the prediction is to the GT, and the prediction

can be seen as better, in that regard.

As mentioned in section 2.5, plain distance-based metrics are not enough to fully compare the quality

of predictions. The next sections dive into the efforts made to combine, adapt, or create new evaluation

metrics that take into account two kinds of cues that influence human motion - the presence of physical

obstacles in the scene, and the presence of multiple pedestrians interacting with each other.

4.2.1 Scene-specific metrics

This section explores how to evaluate if the model predictions comply (or not) with the scene’s structure.

From section 2.3 and 2.4, some models in the past have used scene context to perform more scene

compliant trajectory predictions [2, 9, 16]. However, none have formally evaluated how well were the

scene-specific cues being captured. Evaluation was merely done in a qualitative sense.

The proposed scene-specific metric involves considering the existence of obstacles and unwalkable

areas (e.g., poor terrain) in the scene. A map was manually built for each of the available scenes in

BIWI [21] and Crowds [20] datasets (visible in figs. 4.1(b) to 4.4(b), in black). Formally, the evaluation

metric is the average number of times a pedestrian collides with an obstacle or goes to an unwalkable

area - labelled as Collisions with Scene Environment (CSE). A pedestrian is said to collide with an

obstacle or a forbidden zone if the predicted trajectory intersects the obstacle or limits of that zone. A

similar concept was present in [10], although just in an ablation study for SDD [38]. To the best of our

knowledge, this is the first work to use such a metric in the BIWI [21] and Crowds [20] datasets.

It is worth noting that some scenes (e.g., Univ of Crowds dataset) don’t really contain any obstacles
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or areas that pedestrians cannot transverse. To also have some consideration of scene compliance

for this type of scenes, a different metric was used, which can be formalized as the average number

of trajectories that go outside of the scene’s bounds - labelled as Out of Scene’s Bounds (OSB). The

scene’s bounds can be seen as a box, and all the trajectories (originated from the datasets) are inside

that box. These bounds can also be seen for the BIWI and Crowds scenes, in figures fig. 4.1(b), 4.2(b),

4.3(b), and 4.4(b) (boxes in black, not necessarily square, that include all the trajectories).

This concept of out of the scene for an evaluation metric is less robust than the consideration of actual

obstacles. In most cases, the scene’s bounds do not constitute a real obstacle that the pedestrians

cannot cross. For instance, in the case of a sidewalk (e.g., in fig. 4.4(a)), the trajectories can continue

beyond the scene’s bounds, since they are still on the sidewalk. So it is not as detrimental to have a high

value for OSB, when compared to having a high value of CSE.

To visually understand these two scene-specific evaluation metrics, there is an example of trajectory

with CSE in fig. 4.5(a), and an example of a trajectory that would increase the OSB metric in fig. 4.5(b).

(a) (b)

Figure 4.5: Fictitious examples of trajectories that are not scene-compliant (a) Trajectory in Hotel scene. There is a
collision with an obstacle (black circle), while also going to an unwalkable area (beyond black line). The
CSE value would increase by 2. (b) Trajectory in Zara scene. This trajectory goes beyond the scene’s
bounds (black rectangle).

4.2.2 Interaction-specific metrics

Interaction-centric evaluation has already been explored in recent works [9,26,48]. In all of the aforecited

works, one concept was always present: collision avoidance. A common pedestrian behaviour involves

maintaining a certain distance (if possible) from others to avoid clashing. A collision metric can be built

by defining a safety distance - collision threshold, T - that all pedestrians should maintain.

In the conducted experiments, the evaluation of social accuracy will be based on metrics from the

Trajnet++ benchmark. These metrics are Col-I - percentage of times a primary pedestrian collides with
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neighbours, using the predicted trajectories for all pedestrians -, and Col-II - percentage of times a pri-

mary pedestrian collides with neighbours, using GT trajectories for the neighbours. To better distinguish

the two, Col-I will be referred as Col-P and Col-II as Col-GT. The Col-P metric is more significant than

Col-GT, since when inferring, the model cannot access the GT. However, in certain situations, it may be

important to analyze the compliance of the primary pedestrian using the real social context.

Examples of situations where collisions would occur can be found in fig. 4.6. It is important to note

that the Col-P and Col-GT metrics restrict the number of collisions between the same two pedestrians

to 1. This is to avoid situations like that of fig. 4.6(b), where two pedestrians in a group are travelling

very close to each other, resulting in multiple ”collisions”, but with all of them are derived from the fact

they are travelling in group. If one were to include all those collisions, it would inflate the results, when

compared to single collisions like that of fig. 4.6(a), which should have just as much relevance.

(a) (b)

Figure 4.6: Fictitious examples of two socially-relevant situations, that result in collisions (T = 0.2m). Visually, a
circle is drawn on each position of the primary pedestrian (blue trajectory), and a collision occurs if any
of the neighbours (black trajectories) in that instant intersect the circle. (a) Primary pedestrian has two
collisions, one with each neighbour. (b) The primary pedestrian has several ”collisions” with the same
neighbour (group travelling), but only the first one will count, to avoid inflating the overall results.

Formally, using the notation of chapter 3, the Col-P metric (in absolute values) can be defined as:

Col-P =
∑
j∈N1

Tpred∑
t=Tobs+1

{
1 , if ∥Ŷ t

1 − Ŷ t
j ∥2 < T

0 , otherwise
, (4.3)

where the subscript 1 indicates the primary pedestrian, and N1 the neighbourhood of that pedestrian.

The Col-P metric is only computed for the primary pedestrian, but using the predictions of neighbours.

For the Col-GT metric, the only difference involves replacing Ŷ t
j with Y t

j in (4.3). The results will be

displayed in percentage, which will involve dividing by the total number of primary pedestrians.

The collision threshold used for interaction-centric evaluation was T = 0.1m. It was the maximum

value for which no collisions occurred in the test set (and almost no collisions in the training set). It is
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also a value commonly chosen in recent works [9, 26]. With T = 0.1m, any collision that results from

model predictions is socially inaccurate, since it is not present in the test set.

4.3 Model implementation details and baselines

All LSTM models addressed in chapter 3 were implemented with the PyTorch framework3. All models

were trained using Adam optimizer [68] with a starting learning rate of α = 0.001, and decay rates

β1 = 0.9 and β2 = 0.999, with the number of training epochs never exceeding 100, and a batch size of 8.

The LSTM models used a hidden state dimension of 128, with position embedding size of 64 (for the

models that integrated SMF predictions, it consists in 32 for LSTM displacement embedding, and 32 for

SMF displacement embedding). The embedding dimension used for the interaction tensor (3.26) was

256. The arc shaped pooling has Nr = 4 cells for radius and Nα = 5 cells for angle, with r = 4m and

α = 140◦. These hyper-parameters were the ones that yielded the best results on a separate validation

set, with trajectories from the BIWI and Crowds datasets.

The SMF models, one for each of the four scenes, were built using similar configuration to that of [6].

Unlike other models, they were trained on the original dataset trajectories of variable length. This is

because the goal of SMF in this thesis is to help in improving scene compliance, therefore it is not

desirable to lose trajectories of pedestrians because they do not have a predefined length.

There are a few optimization choices that have been presented in recent works that use the Trajnet++

benchmark [26, 28], that will also be used for these models. The loss functions used for training the

models of chapter 3 are computed only for the primary pedestrians [26]. This means that the trajectories

of the neighbours are not used for methods like the base LSTM (section 3.2) and its integration with

SMF (section 3.4). For the models sections 3.5 and 3.6, the GT of the neighbour trajectories is used

instead of the predictions. This is a concept known as teacher forcing, already employed in [11,26].

Several models from chapter 3 will be used in the experiments of this chapter. To distinguish between

them, the following labels will be defined:

• LSTM: the base model from section 3.2 that predicts motion without social or scene information.

• LSTM-SMF-I: first integration of SMF with LSTM, detailed in section 3.4.1.

• LSTM-SMF-II: second integration of SMF with LSTM, detailed in section 3.4.2.

• Arc-LSTM: socially-aware LSTM model with fixed arc (or FOV) shape for directional pooling of

neighbours. It is described in section 3.5.1.

• V-Jn-Arc-LSTM: variable arc shape that includes up to J=20 neighbours (section 3.5.2.A). Arc

radius between rmin = 2m and rmax = 8m.
3Pytorch framework obtained from https://pytorch.org
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• V-ND-Arc-LSTM: arc shape that varies on the mean neighbour distance (section 3.5.2.B). Arc

radius between rmin = 2m and rmax = 8m, and coefficients B = C = 1 (1:1 mapping).

• V-LSTM-Arc-LSTM: variable arc shape via LSTM network (section 3.5.2.C), with a discrete set of

arc radius values - {2, 3, 4, 5, 6, 7, 8}m. Radius value at Tini is randomly picked from the set. All

quantitative results are averaged from 5 independent inferences with initial random radii.

• Arc-LSTM-SMF: social and scene-aware LSTM model with arc shaped directional pooling and

SMF predictions. It is described in section 3.6.

To better assess the performance of the aforementioned models, some experimental results will also

be shown for state-of-the-art models mentioned in chapter 2, as well as simpler baselines:

• Constant Velocity (CV): a baseline that uses the last observed velocity for the whole prediction.

• SMF [6,61]: the standalone SMF models, trained on each scene referred in section 4.1.

• S-LSTM [11]: Social LSTM - the first socially-aware LSTM model used for this task. The imple-

mentation from the Trajnet++ benchmark will be used, since it was built for its data configuration.

• D-LSTM [26]: Directional LSTM, which can be seen as an efficient improvement to S-LSTM. Im-

plementation supplied by the authors of Trajnet++, here.

• S-GAN [8]: Social-GAN, which allows multiple samples of socially aware trajectories. For the same

reason as S-LSTM, the implementation from Trajnet++ is used.

• S-STGCNN [33]: Socially-aware multimodal method that uses STGCNN. Implementation adapted

from original to support Trajnet++ data, available here.

Unfortunately, there are not any methods that explicitly consider the scene. except for SMF. This

is due to two reasons. First, almost none of them have publicly available implementations, as seen

in table 2.1. Second, these methods do not support data in the Trajnet++ format, and would require

considerable effort to make then support it.

4.4 Scene-specific evaluation using LSTM integrated with SMF

The first major contribution to the trajectory forecast problem was the integration of SMF [6] with LSTM

networks (section 3.4), creating an environment-aware model. The network implicitly learns how to

weigh the predictions of SMF and LSTM to generate more accurate and scene-compliant trajectories.

This section covers the experiments conducted with these models (labelled in section 4.3 as LSTM-

SMF-I,II), when compared to their standalone parts - just LSTM and just SMF -, and a simple CV method.
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First, quantitative results will be shown, using not only ADE and FDE, but also scene-specific evaluation

metrics introduced in section 4.2.1. Then, some qualitative results will be used to provide a different

perspective on the predictions of several methods.

4.4.1 Quantitative results

The first objective is to understand if integrating SMF with LSTM results in improving the predictions,

from a standpoint of the trajectory errors. This will involve comparing the extensions LSTM-SMF-I and

LSTM-SMF-II with plain LSTM and SMF, as well as CV, using the test set described in section 4.1. The

ADEs and FDEs, defined in (4.1) and (4.2), respectively, are shown in table 4.3 for trajectories of length

L = 21, and in table 4.4 for trajectories of length L = 11.

Table 4.3: Comparison of baseline models (first 2) with models that consider scene-specific elements for trajectory
forecasting (last 3). Use of Trajnet++ configuration described in section 4.1, with trajectory length L = 21.
Displacement errors are in metres. Lowest error (best model) is shown in bold and underline.

Scene CV
ADE / FDE

LSTM
ADE / FDE

SMF
ADE / FDE

LSTM-SMF-I
ADE / FDE

LSTM-SMF-II
ADE / FDE

ETH 0.73/1.04 0.87/1.22 0.97/0.72 0.81/0.99 0.54/0.84
Hotel 0.52/1.03 0.53/1.08 0.75/1.41 0.51/1.05 0.43/0.72
Univ 0.68/1.49 0.69/1.46 1.30/2.41 0.69/1.48 0.67/1.43
Zara 0.53/1.21 0.54/1.18 0.95/1.67 0.57/1.16 0.54/1.12

Average 0.62/1.19 0.66/1.24 0.99/1.55 0.64/1.17 0.55/1.03
Weighted
Average 0.63/1.38 0.65/1.40 1.17/2.14 0.65/1.37 0.63/1.31

Table 4.4: Comparison of baseline models (first 2) with models that consider scene-specific elements for trajectory
forecasting (last 3). Use of data configuration described in section 4.1, with trajectory splits of fixed length
L = 11. Displacement errors are in metres. Lowest error (best model) is shown in bold and underline.

Scene CV
ADE / FDE

LSTM
ADE / FDE

SMF
ADE / FDE

LSTM-SMF-I
ADE / FDE

LSTM-SMF-II
ADE / FDE

ETH 0.42/0.76 0.40/0.72 0.62/0.99 0.40/0.71 0.38/0.64
Hotel 0.25/0.45 0.25/0.46 0.54/0.92 0.26/0.46 0.24/0.41
Univ 0.28/0.57 0.28/0.57 0.66/1.14 0.29/0.59 0.28/0.56
Zara 0.22/0.46 0.23/0.43 0.53/0.90 0.24/0.48 0.21/0.42

Average 0.29/0.56 0.29/0.55 0.59/1.00 0.30/0.56 0.25/0.46
Weighted
Average 0.27/0.54 0.27/0.54 0.61/1.05 0.28/0.55 0.26/0.52

All models have smaller values of ADE and FDE for Hotel and Zara scenes, due to having simpler

scenarios and more linear trajectories. In contrast, the range of velocities for ETH is quite high (the

original video is sped up), and Univ scene is more crowded, with lots of trajectories having irregularities,

to avoid clashing with neighbours. In ETH, for L = 21, the ratio between ADE and FDE is smaller than

for L = 11. This is due to the fact that there are only 3 primary pedestrians for the former, and so a
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change in one prediction impacts the results more than for L = 11 (total of 86 primary pedestrians).

One can notice that the base LSTM performs very similar to the simple CV method in most scenes.

This has already been discovered and discussed in a recent work [69], having shown that CV can

outperform several complicated data-driven models [8, 9,11]. The base LSTM is trained to minimize on

average the error w.r.t the GT, and without any other information at its disposal, its predictions converge

to a straight line in most cases (which will also be noticeable in the qualitative evaluation of section 4.4.2).

The extensions of LSTM with SMF slightly improve the results. In particular, LSTM-SMF-II ( sec-

tion 3.4.2) outperforms CV and base LSTM, especially in the FDE metric. It even has better performance

in the Univ scene, where the environment does not pose much influence ( see fig. 4.3). The LSTM net-

work benefits from deciding how to apply the SMF predictions (applying just one, or possibly multiple of

them), as opposed to just receiving the most likely and uncorrected prediction from the SMF model.

Geometrically, the SMF has the worst performance of all models. However, integrating SMF with

LSTM decreases the displacement errors, because the LSTM architecture learns when (and when not)

to use SMF predictions. The main use of the SMF in the proposed models is to enforce the LSTM to

generate scene-complaint trajectories. To evaluate this, a different metric is required.

The quantitative scene-specific metric to be used is the average number of CSE (be it obstacles, or

going through unwalkable areas) per pedestrian, as introduced in section 4.2. To also evaluate in scenes

with no obstacles, a secondary metric was introduced - average number of OSB. Table 4.5 contains the

results of those metrics for the same 5 types of models of tables 4.3 and 4.4. The results are only for

L = 21, since almost no collisions occurred for L = 11. CSE and OSB were 0 for both ETH and Hotel

scenes, therefore they do not appear in table 4.5.

Table 4.5: Scene-specific evaluation - Average number of CSE per primary pedestrian, and average number of OSB
trajectories. Same models as in table 4.3. Use of Trajnet++ data configuration described in section 4.1,
with trajectories of length L = 21. Results are displayed in percentages (%). Lowest values (best model)
shown in bold and underline. ETH and Hotel scenes omitted since there were no collisions for any of
the methods. Univ scene has ’-’ in CSE values since no obstacles were registered for the scene.

Scene CV
CSE / OSB

LSTM
CSE / OSB

SMF
CSE / OSB

LSTM-SMF-I
CSE / OSB

LSTM-SMF-II
CSE / OSB

Univ −/4.1 −/2.4 −/0 −/2.6 −/2.8
Zara 2.5/2.1 1.6/2.1 0/0 0.8/4.5 0.4/1.6

Even for the scenes where collisions occurred, their number is still relatively low. For instance, for

LSTM, 1.6% of collisions on Zara scene (with 243 primary pedestrians, from third column of table 4.2)

corresponds to 4 collisions. This calls for the need to also perform similar experiments on datasets with

more scene restrictions, such as the SDD [38] dataset, The CSE and OSB values were also computed

for primary pedestrians and neighbours (used as social context for Trajnet++), to have additional trajec-

tories when evaluating the ability of the LSTM models with SMF to learn scene context. Those results

are shown in table 4.6.
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Table 4.6: Summary of results for scene-specific evaluation - Average number of CSE for all pedestrians (including
the neighbours), and average number of trajectories that are OSB. Use of Trajnet++ data configuration
described in section 4.1, with trajectories of length L = 21 and L = 11. Results are displayed in
percentages (%). Lowest values (best model) shown in bold and underline.

Length CV
CSE / OSB

LSTM
CSE / OSB

SMF
CSE / OSB

LSTM-SMF-I
CSE / OSB

LSTM-SMF-II
CSE / OSB

L = 21 1.5/14.5 0.7/11.9 0.4/0 0.7/11.4 0.4/12.4
L = 11 0.7/6.7 0.4/6.7 0.1/0 0.5/5.9 0.2/6.5

The model that is distinctively less scene-compliant is the CV model, having the largest number of

CSE and OSB. Judging from displacement errors alone on table 4.3 and 4.4, the CV would be the

preferable method to use, since performance is similar to LSTM models, and does not require training.

But this model has no notion of obstacles and cannot predict changes of direction to stay within the

walkable regions of the scene.

The base LSTM of section 3.2 has better performance than the CV model, especially for lengths

L = 21. This shows it can implicitly learn, to some extent, how to avoid going into obstacles and

unwalkable areas. Of course, this LSTM is not explicitly using any scene-relevant information.

While the SMF method was the one with highest displacement errors, here it has the lowest collisions

with static obstacles, and zero trajectories going out of the scene’s bounds. The restrictions on the

motion fields to be sparse have allowed the model to learn how to avoid areas where pedestrian traversal

is not possible. The absence of trajectories out of scene bounds is a result of another characteristic of

the model: the normalization and limit of the positions in [0, 1]
2 (image lattice) interval. Because of that,

the trajectories theoretically cannot go beyond the limits of the original scene images.

The LSTM-SMF-II of section 3.4.2, when compared to the base LSTM, has less collisions with the

environment, both for primary pedestrians and their neighbours. It is even almost on par with SMF

in table 4.6. This shows that the LSTM-SMF-II model can be scene-aware, while also lowering geometric

errors. However, the value of OSB is not distinctively better (in some cases being worse) when compared

to the base LSTM, and LSTM-SMF-I. The LSTM predictions are free to go beyond the scene limits, while

the SMF predictions are not. In some cases those SMF predictions can be seen as ”unnatural”, leading

to the LSTM network not considering them. The next section will provide further insights on this aspect.

4.4.2 Qualitative results

This section aims to provide a different way of evaluating the quality of the model’s predictions. This will

be done by displaying some predictions of the test set trajectories using the several models evaluated

on the previous section. Predictions from different scenes are shown in fig. 4.7, for 4 methods, each

identified by a different colour: CV (green); base LSTM (red); SMF (purple); LSTM-SMF-II (brown). The

predictions shown are a small but relevant sample of the test set, with different situations to highlight the
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strengths and limitations of the proposed model for scene-compliant trajectory prediction.

(a) (b)

(c) (d)

Figure 4.7: Predictions of several trajectories (some with length L = 11, others L = 21) for 4 scenes: ETH in (a);
Hotel in (b); Univ in (c); Zara in (d). There are predictions of 4 models: LSTM in green, CV in red, SMF
in purple, and LSTM integrated with SMF in brown. Past trajectory (OBS) in blue, and GT in orange.

The first situation, in fig. 4.7(a), is fairly simple - a trajectory from ETH scene, with the past trajectory

being mostly linear. The LSTM and CV predictions are practically identical, as hinted by the similar

results in section 4.4.1. The LSTM-SMF-II prediction has the same direction, but with reduced speed,

which makes this prediction the one with less ADE. No model, however, predicts the curve that the

pedestrian would take, since there is no obstacle in the way, and the past does not indicate any curve.

The trajectory in fig. 4.7(b) enlightens the contribution of SMF predictions to the LSTM network. At

the end of the past trajectory, the pedestrian is moving towards an obstacle. The CV and LSTM models,

not being scene aware, predict the pedestrian will continue in the same direction, thus colliding with the

obstacle. The SMF method learned from the training set that an obstacle was present, avoiding it. The

LSTM-SMF-II does not learn this directly, but has access to K SMF predictions, using them to predict a

change of direction in the pedestrian to avoid the obstacle. However, the change of direction does not

correspond to the real one. The prediction is scene-compliant, but worse from a geometric standpoint.
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A scene-specific concept that LSTM-SMF-II does not properly learn is scene bounds. As mentioned

on section 4.4.1, even though the SMF has no predictions out of scene bounds, they may seem as

unnatural to the LSTM network. An illustration of this is present in fig. 4.7(c). All methods except SMF

predict the pedestrian will keep moving with the same velocity and go beyond the scene’s bounds (the

bounds of the original video). The SMF limit the prediction to the bounds, but if it were not for that

theoretical limitation, the SMF prediction would go outside the scene’s bounds as well. This sudden

curve (and that of other predictions that were not SMF’s most likely one, not visible in fig. 4.7(c)) makes

the LSTM-SMF-II prioritize the LSTM decoder’s prediction.

The concept of scene bounds is not as important as actual collisions with the environment, since in

these scenes most of the bounds do not pose an actual physical barrier. As such, situations like that

of fig. 4.7(d) are more important. The base LSTM and CV predictions do not account for the presence

of the obstacle, resulting in a collision. The LSTM-SMF-II has scene-aware predictions from SMF,

predicting an accurate direction for the pedestrian. This prediction can be seen as a mixture of the base

LSTM and the most likely SMF prediction, showing that LSTM-SMF-II can correctly weigh predictions

from both separate methods to generate more accurate predictions.

Overall, it can be concluded that the integration of LSTM with SMF provides a boost in generating

more accurate predictions, as well as decreasing the amount of pedestrians that violate the context of the

scene environment. However, there are still limitations on the LSTM network’s ability to generate curved

trajectories. One way to better predict when a pedestrian will change direction is if the pedestrians in

the proximity are considered. Such experiments will be discussed in the next section.

4.5 Social evaluation of interaction-aware LSTM models

Apart from the scene environment, the other type of influencing cue considered in the proposed solution

of chapter 3 is the existence of several pedestrians in the vicinity and underlying social interactions. This

section will explore the quality of the predictions of the interaction-aware models of section 3.5, with use

of the metrics introduced in section 4.2.2. Baseline models such as CV and LSTM will be compared

with Arc-LSTM models, both with fixed arc dimensions (plain Arc-LSTM - section 3.5.1) and variable

dimensions (V-Jn-Arc-LSTM, V-ND-Arc-LSTM and V-LSTM-Arc-LSTM - section 3.5.2).

4.5.1 Quantitative results

Similarly to section 4.4.1, the first goal is to see if including social interactions improves the overall quality

of the predictions. For that, the distance-based metrics introduced in section 4.2 - ADE and FDE - are

computed for the same data of the previous section. The results are shown in table 4.7 and table 4.8 for

primary pedestrians with trajectory length L = 21 and L = 11, respectively.
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Table 4.7: Comparison of baselines (first 2) with interaction-aware models (last 4). Use of Trajnet++ configuration
described in section 4.1, with trajectory length L = 21. Displacement errors are in metres. Lowest error
(best model) is shown in bold and underline.

Scene CV
ADE / FDE

LSTM
ADE / FDE

Arc-LSTM
ADE / FDE

V-Jn-
Arc-LSTM
ADE / FDE

V-ND-
Arc-LSTM
ADE / FDE

V-LSTM-
Arc-LSTM
ADE / FDE

ETH 0.73/1.04 0.87/1.22 0.73/1.01 0.94/1.37 0.66/0.88 0.69/0.93
Hotel 0.52/1.03 0.53/1.08 0.62/1.26 0.58/1.16 0.60/1.24 0.62/1.30
Univ 0.68/1.49 0.69/1.46 0.69/1.49 0.71/1.51 0.72/1.53 0.68/1.46
Zara 0.53/1.21 0.54/1.18 0.51/1.12 0.51/1.10 0.50/1.09 0.51/1.11

Average 0.62/1.19 0.66/1.24 0.64/1.22 0.68/1.29 0.62/1.18 0.62/1.20
Weighted
Average 0.63/1.38 0.64/1.36 0.64/1.37 0.64/1.38 0.65/1.39 0.63/1.35

Table 4.8: Comparison of baselines (first 2) with interaction-aware models (last 4). Use of Trajnet++ configuration
described in section 4.1, with trajectory length L = 11. Displacement errors are in metres. Lowest error
(best model) is shown in bold and underline.

Scene CV
ADE / FDE

LSTM
ADE / FDE

Arc-LSTM
ADE / FDE

V-Jn-
Arc-LSTM
ADE / FDE

V-ND-
Arc-LSTM
ADE / FDE

V-LSTM-
Arc-LSTM
ADE / FDE

ETH 0.42/0.76 0.40/0.72 0.40/0.69 0.36/0.64 0.37/0.66 0.35/0.61
Hotel 0.25/0.45 0.25/0.46 0.26/0.47 0.26/0.46 0.27/0.48 0.25/0.45
Univ 0.28/0.57 0.28/0.57 0.29/0.58 0.29/0.58 0.30/0.59 0.28/0.56
Zara 0.22/0.46 0.23/0.43 0.24/0.48 0.22/0.45 0.23/0.47 0.21/0.43

Average 0.29/0.56 0.29/0.55 0.30/0.55 0.29/0.53 0.29/0.55 0.27/0.51
Weighted
Average 0.27/0.54 0.27/0.54 0.28/0.55 0.27/0.54 0.28/0.55 0.26/0.52

Overall, the 4 interaction-aware variants do not provide a significant improvement over CV and the

base LSTM. Some of the interaction-aware models have slightly worse results, both for L = 21 and L =

11. Overall, only V-LSTM-Arc-LSTM is consistently better than the base LSTM. The other variable arc

shape configurations (Jn and ND) have similar or worse performance, showing that simple handcrafted

solutions fail to generalize to the diverse types of interactions and their influence on a pedestrian’s FOA.

Most interaction-aware models have worse performance in Univ scene, which is the most crowded.

The same models have better results for ETH and Zara scenes, which have social interactions, although

less diverse. This highlights a limitation of the interaction-aware models of section 3.5: since the models

are not directly trained in any way to generate socially acceptable trajectories, the presence of neigh-

bours might not actually be used to improve the predictions. Therefore, these models may not be fit to

handle the diverse interactions present in Univ scene.

The analysis using plain ADE and FDE metrics gives no insight of the social accuracy of the predic-

tions. Tables 4.9 and 4.10 contain the percentages of collisions between pedestrians - Col-P and Col-GT

as defined in section 4.2.2 - for the same data of tables 4.7 and 4.8, respectively. There are overall more

collisions in Univ (the most crowded scene), followed by Zara. Less crowded scenes, ETH and Hotel,
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have even less collisions, due to there being less proximity between pedestrians.

Table 4.9: Interaction-centric evaluation with pedestrian collision metric, in percentage (%). Comparison of base-
lines (first 2) with interaction-aware models (last 4). Use of Trajnet++ configuration described in sec-
tion 4.1, with trajectory length L = 21. Lowest collisions (best model) shown in bold and underline.

Scene CV
Col-P/GT

LSTM
Col-P/GT

Arc-LSTM
Col-P/GT

V-Jn-
Arc-LSTM
Col-P/GT

V-ND-
Arc-LSTM
Col-P/GT

V-LSTM-
Arc-LSTM
Col-P/GT

ETH 0/0 0/0 0/0 0/0 0/0 0/0
Hotel 3.2/0 9.7/0 3.2/0 3.2/0 9.7/3.2 5.8/0
Univ 13.9/13.2 12.4/11.8 8.7/10.7 10.7/13.4 10.3/12.4 9.8/12.0
Zara 6.2/9.9 7.4/9.1 6.2/6.6 5.4/8.2 7.4/8.2 5.4/6.1

Average 5.8/5.8 7.4/5.2 4.5/4.3 4.8/5.4 6.9/6.0 5.2/4.5
Weighted
Average 11.1/11.6 10.8/10.5 7.7/9.0 8.8/11.3 9.4/10.8 8.3/9.7

Table 4.10: Interaction-centric evaluation with pedestrian collision metric, in percentage (%). Comparison of base-
lines (first 2) with interaction-aware models (last 4). Use of Trajnet++ configuration described in sec-
tion 4.1, with trajectory length L = 11. Lowest collisions (best model) shown in bold and underline.

Scene CV
Col-P/GT

LSTM
Col-P/GT

Arc-LSTM
Col-P/GT

V-Jn-
Arc-LSTM
Col-P/GT

V-ND-
Arc-LSTM
Col-P/GT

V-LSTM-
Arc-LSTM
Col-P/GT

ETH 1.2/3.5 1.2/3.5 1.2/3.5 0/2.3 1.2/1.2 0.5/0.2
Hotel 3.2/2.1 3.2/0 2.1/0 4.2/0 2.1/1.1 4.2/0
Univ 3.7/2.5 2.7/2.8 2.9/3.4 3.4/3.2 3.7/3.2 4.1/3.0
Zara 2.5/1.5 1.5/2.8 1.5/2.6 1.1/1.9 1.1/2.8 1.6/1.6

Average 2.6/2.4 2.1/2.3 1.9/2.4 2.1/1.9 2.0/2.1 2.6/1.2
Weighted
Average 3.2/2.3 2.3/2.7 2.4/3.0 2.6/2.6 2.7/2.8 3.2/2.3

The interaction-aware models give a noticeable reduction in the collisions for L = 21 (up to 4%− 5%

reduction for Arc-LSTM), but fail to reduce the number of collisions for L = 11, when compared to the

base LSTM. This shows that while the social models may improve the social accuracy of the predictions,

it still has limitations, in the same way it gives worse ADE and FDE than the base LSTM.

The variable arc shape models have an increased number of collisions when compared to Arc-LSTM.

Once again, this highlights the difficulty in increasing social accuracy while also maintaining the same

geometric errors. Even though the V-LSTM-Arc-LSTM model has lower ADE and FDE than Arc-LSTM,

it was not chosen for integration with SMF in section 3.6 because of the higher rate of collisions, along

the extra complexity of using a separate LSTM to learn the right arc dimensions to use.

4.5.2 Qualitative results

Similarly to section 4.4, it is important to get a different perspective on the impact of including social

context for forecasting pedestrian trajectories. This will involve visualizing and comparing the Arc-LSTM
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model with the base LSTM that does not consider any neighbours to the pedestrian. Like section 4.4.2,

only a few situations are shown, to analyze some strengths and limitations of Arc-LSTM.

An example of a situation where Arc-LSTM correctly learns a shift the primary pedestrian’s direction

is shown in fig. 4.8. At the fourth prediction instant, t = 13 (fig. 4.8(a)), LSTM and Arc-LSTM predictions

are very similar to GT. There are some neighbours that are not moving (small black dots), one of which

is in the FOV of the primary pedestrian. The Arc-LSTM generates a curve prediction, which can be seen

in instant t = 17 (fig. 4.8(b)), in order to maintain a certain distance from that neighbour. The base LSTM

predicts a more linear trajectory, resulting in a collision with the neighbour.

(a) (b) (c)

Figure 4.8: Prediction of a trajectory of length L = 21 with social interactions, in Hotel scene. There are predictions
of 2 models: LSTM in green, Arc-LSTM in red. Past trajectory (OBS) and GT of primary pedestrian
(GT) in blue and orange, respectively. The neighbour motion/trajectory (NEIGH) is shown in gray. The
primary pedestrian’s FOV is the arc shape in black. (a) Snapshot at instant t = 13. The real motion (not
the whole trajectory) of neighbours is shown. (b) Snapshot at instant t = 17. (c) Complete prediction
of the trajectory for primary pedestrian and some neighbours (full trajectories).

The above situation was simple, belonging to a scene with very low crowd density (Hotel). A more

crowded and complicated situation is shown in fig. 4.9.

Most of the past trajectory of the past pedestrian is linear, with only the final instant showing signs of a

curve. The GT trajectory curves left, in part to dodge neighbours, but also to in line with the pedestrians

goal - to go to Zara store, in top-left corner of fig. 4.9(a). The Arc-LSTM predicts a change of direction

closer to GT than the base LSTM one, but it is still fairly distant from it. At t = 12, there are several

neighbours in the FOV of the primary pedestrian. Some are stationary, others are moving directly at the

primary pedestrian. However, the Arc-LSTM doesn’t predict a change of direction to avoid colliding with

the moving neighbours, as seen in fig. 4.9(b). The Arc-LSTM is able to correctly avoid direct collisions

with stationary neighbours, which is an improvement to the base LSTM, but can fail to predict collision

avoidance with moving neighbours, since the relative velocities can vary from instant to instant.

Overall, both the quantitative results of section 4.5.1 and the qualitative results of this section show

that there is benefit in considering the existence of social interactions with LSTM models. However,

these models are still prone to social inaccuracy. One of the main causes that can be attributed to this is
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(a) (b) (c)

Figure 4.9: Prediction of a trajectory of length L = 21 with social interactions, in Zara scene. There are predictions
of 2 models: LSTM in green, Arc-LSTM in red. Past trajectory (OBS) and GT of primary pedestrian
(GT) in blue and orange, respectively. The neighbour motion/trajectory (NEIGH) is shown in gray. The
primary pedestrian’s FOV is the arc shape in black. (a) Snapshot at instant t = 12. The real motion (not
the whole trajectory) of neighbours is shown. (b) Snapshot at instant t = 16. (c) Complete prediction
of the trajectory for primary pedestrian, with real full trajectory (past and future) for neighbours.

the fact that the models are not being directly trained to improve the social aspects of pedestrian motion

- or be penalized when such aspects are not being followed.

4.5.3 Benchmarking interaction-aware models using the original Trajnet++

To get a more robust view on the performance of the interaction-aware models of section 3.5, these were

evaluated using the original Trajnet++ benchmark [26]4, which contains additional datasets with diverse

social interactions [58–60]. Furthermore, these models were benchmarked against some state-of-the-

art models, mentioned in section 4.3. The results of these experiments can be seen in table 4.11.

Table 4.11: Comparison of recent baseline methods (first 3) with the models proposed in section 3.5 (last 4). Use
of the real Trajnet++ benchmark [26], with original length L = 21. Displacement errors are in me-
tres. Social metrics (Col-P and Col-GT) are in percentage. Lowest values (best model) is shown in
bold and underline.

Metrics Base
LSTM

D-LSTM
[26]

S-LSTM
[11] Arc-LSTM V-Jn-

Arc-LSTM
V-ND-

Arc-LSTM
V-LSTM-

Arc-LSTM
ADE/FDE

(m) 0.60/1.30 0.56/1.22 0.53/1.14 0.55/1.19 0.56/1.20 0.57/1.22 0.57/1.22

Col-P/GT
(%) 13.6/14.8 5.4/13.0 6.7/13.5 6.7/13.2 7.2/12.8 10.7/12.1 11.0/12.5

The proposed Arc-LSTM, as well as the models that vary the pooling shape, are able to outperform

a base LSTM network. They have competitive results with other interaction-aware models, such as D-

LSTM and S-LSTM. However, the proposed models have higher displacement errors than S-LSTM, and

higher Col-P than D-LSTM. It is worth mentioning that the model hyper-parameters were not optimized

4Submissions made to https://www.aicrowd.com/challenges/trajnet-a-trajectory-forecasting-challenge/
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for Trajnet++ data. If they had been, the results could have improved slightly. Nonetheless, these results

show that the use of a FOV pooling with LSTM networks can be a solid alternative to incorporating social

interactions. Further comparison with the state-of-the-art will be conducted in the next section.

4.6 Scene and social evaluation with Arc-LSTM-SMF model

Having evaluated the performance of the scene-aware models in section 4.4, and the interaction-aware

models in section 4.5, this section concerns the evaluation and discussion of the results obtained for the

combination of those parts. This section will feature the experiments conducted with the Arc-LSTM-SMF

model described in section 3.6. Recall that this is the model that satisfies the main goal of the thesis -

to have the predicted trajectories be influenced by both scene and social aspects.

The Arc-LSTM-SMF will be compared with several state-of-the-art works - mentioned in section 4.3),

trained in the same conditions and data. These models are S-LSTM, D-LSTM, and S-GAN5. Results

will also be shown for the scene and social standalone parts used to build the Arc-LSTM-SMF model.

These are the scene-specific LSTM-SMF model, and the socially-aware Arc-LSTM. The objective is to

see if there is a clear advantage in combining the two parts.

4.6.1 Comparison with state-of-the-art: Quantitative results

First, the geometric performance will be compared between the proposed model, its standalone parts,

and the baselines mentioned at the start of this section. The results can be seen for trajectory lengths

L = 21 in table 4.12, and for L = 11 in table 4.13.

Table 4.12: Comparing geometric errors between Arc-LSTM-SMF model (last column) and several state-of-the-
art trajectory forecasting models (second to fourth column). Use of Trajnet++ configuration described
in section 4.1, with trajectory length L = 21. ADE and FDE computed for primary pedestrians, in
metres. Lowest error (best model) shown in bold and underline.

Scene D-LSTM [26]
ADE / FDE

S-LSTM [11]
ADE / FDE

S-GAN [8]
ADE / FDE

LSTM-
SMF-II

ADE / FDE

Arc-LSTM
ADE / FDE

Arc-
LSTM-SMF
ADE / FDE

ETH 1.14/1.69 1.18/1.74 0.75/0.91 0.54/0.84 0.73/1.01 0.67/0.73
Hotel 0.62/1.26 0.50/0.95 0.47/0.93 0.43/0.72 0.62/1.26 0.47/0.79
Univ 0.74/1.60 0.69/1.47 0.73/1.49 0.67/1.43 0.69/1.49 0.67/1.44
Zara 0.50/1.09 0.49/1.07 0.55/1.14 0.54/1.12 0.51/1.12 0.54/1.13

Average 0.75/1.41 0.71/1.31 0.62/1.12 0.55/1.03 0.64/1.37 0.59/1.02
Weighted
Average 0.66/1.44 0.62/1.33 0.67/1.36 0.63/1.31 0.64/1.37 0.62/1.32

5The S-GAN used in this section is deterministic, i.e., trained without variety loss. It gave better results that the same model
with variety loss. This is because the evaluation conducted so far concerns using a single prediction per pedestrian.
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Table 4.13: Comparing geometric errors between Arc-LSTM-SMF model (last column) and several state-of-the-
art trajectory forecasting models (second to fourth column). Use of Trajnet++ configuration described
in section 4.1, with trajectory length L = 11. ADE and FDE computed for primary pedestrians, in
metres. Lowest error (best model) shown in bold and underline.

Scene D-LSTM [26]
ADE / FDE

S-LSTM [11]
ADE / FDE

S-GAN [8]
ADE / FDE

LSTM-
SMF-II

ADE / FDE

Arc-LSTM
ADE / FDE

Arc-
LSTM-SMF
ADE / FDE

ETH 0.39/0.67 0.41/0.70 0.42/0.73 0.38/0.64 0.40/0.69 0.39/0.67
Hotel 0.27/0.48 0.29/0.52 0.27/0.49 0.24/0.41 0.26/0.47 0.28/0.47
Univ 0.30/0.60 0.28/0.56 0.33/0.65 0.28/0.56 0.29/0.58 0.28/0.56
Zara 0.23/0.46 0.23/0.46 0.25/0.49 0.21/0.42 0.24/0.48 0.23/0.46

Average 0.30/0.55 0.30/0.56 0.32/0.59 0.28/0.51 0.30/0.55 0.29/0.54
Weighted
Average 0.28/0.56 0.23/0.53 0.31/0.60 0.26/0.52 0.28/0.55 0.27/0.53

The Arc-LSTM-SMF model has competitive ADE and FDE values with state-of-the-art models. It is

able to outperform D-LSTM and S-GAN for both trajectories of length L = 21 (table 4.7) and L = 11

(table 4.8). The S-LSTM model has similar performance, but still having larger errors for scenes like

ETH and Hotel. The Arc-LSTM-SMF has slightly higher error than LSTM-SMF-II, meaning that the

incorporation of arc pooling does not reduce geometric errors, which was already found in section 4.5.1.

The only case where Arc-LSTM-SMF is clearly outperformed by the state-of-the-art is in the Zara scene

for L = 21, where both D-LSTM and S-LSTM have smaller displacement errors. The fact that S-LSTM

has smaller errors than D-LSTM is also consistent with the results reported in the Trajnet++ benchmark

(table 4.11). Overall, it can be argued that the incorporation of LSTM with SMF and arc-shaped pooling

gives a relevant performance boost, in terms of ADE and FDE, when compared with the state-of-the-art.

Regarding scene compliance, the same models were evaluated using the scene-specific CSE and

OSB metrics introduced in section 4.2.1. The results are shown in tables 4.14 and 4.15 for trajectory

lengths L = 21 and L = 11, respectively. Unlike ADE and FDE, the metrics were also computed for the

neighbours, due to the lack of scene-relevant trajectories of primary pedestrians (recall that the primary

pedestrians are chosen based on social interactions, without any consideration of the scene).

The Arc-LSTM-SMF has the best results in terms of obstacle collisions, as does LSTM-SMF-II , but

has limited performance in regard to scene bounds. It is worth recalling that none of the state-of-the-art

methods used have any consideration of the scene. In terms of collisions of primary pedestrians and

neighbours with the environment (CSE metric), the Arc-LSTM-SMF has the least amount - except for

ETH scene and L = 11. This shows that including SMF predictions improves the scene compliance of

the model, even when including the arc pooling layer. The Arc-LSTM-SMF gets outperformed in OSB.

S-GAN has around half of the number of trajectories going out of scene bounds than Arc-LSTM-SMF.

This can be due to the adversarial training of S-GAN, that is not present in the models of chapter 3.

The concept of scene bounds is also not being learnt by the LSTM-SMF-II model. However, as argued
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Table 4.14: Comparing scene compliance between Arc-LSTM-SMF model (last column) and several state-of-the-
art trajectory forecasting models (second to fourth column). Use of Trajnet++ configuration described
in section 4.1, with trajectory length L = 21. CSE and OSB computed for primary pedestrians and
neighbours, in percentage (%). Lowest error (best model) shown in bold and underline.

Scene D-LSTM [26]
CSE / OSB

S-LSTM [11]
CSE / OSB

S-GAN [8]
CSE / OSB

LSTM-
SMF-II

CSE / OSB

Arc-LSTM
CSE / OSB

Arc-
LSTM-SMF
CSE / OSB

ETH 0/13.3 6.7/13.3 6.7/13.3 0/13.3 6.7/13.3 0/13.3
Hotel 1.0/16.5 2.2/13.7 0.6/10.2 0/12.7 1.3/14.3 0/15.9
Univ −/12.8 −/10.6 −/5.3 −/12.3 −/12.9 −/12.2
Zara 1.1/13.8 0.9/13.1 0.9/11.0 0.4/12.8 0.7/13.6 0.4/12.1

Average 0.7/14.1 2.5/12.7 2.1/9.9 0.1/12.8 2.2/13.5 0.1/13.4
Weighted
Average 1.1/12.9 1.1/10.9 0.9/6.0 0.4/12.4 0.8/13.0 0.4/12.2

Table 4.15: Comparing scene compliance between Arc-LSTM-SMF model (last column) and several state-of-the-
art trajectory forecasting models (second to fourth column). Use of Trajnet++ configuration described
in section 4.1, with trajectory length L = 11. CSE and OSB computed for primary pedestrians and
neighbours, in percentage (%). Lowest error (best model) shown in bold and underline.

Scene D-LSTM [26]
CSE / OSB

S-LSTM [11]
CSE / OSB

S-GAN [8]
CSE / OSB

LSTM-
SMF-II

CSE / OSB

Arc-LSTM
CSE / OSB

Arc-
LSTM-SMF
CSE / OSB

ETH 2.1/7.3 2.9/7.3 0.7/5.1 1.9/7.3 2.8/7.2 1.9/7.3
Hotel 0.1/6.4 0.7/6.4 0.1/6.0 0/6.6 0.1/6.6 0.1/5.9
Univ −/6.0 −/5.8 −/3.2 −/6.1 −/6.0 −/5.7
Zara 0.7/8.7 0.6/8.5 0.8/6.7 0.1/8.6 0.2/8.3 0.1/8.3

Average 1.0/7.1 1.4/7.0 0.5/5.3 0.7/6.2 1.0/7.0 0.7/6.8
Weighted
Average 0.7/6.4 0.8/6.1 0.8/3.7 0.2/6.5 0.4/6.3 0.3/6.0

in section 4.2.1, the OSB metric is not as important as CSE. Overall, the Arc-LSTM-SMF has the

smallest values of CSE, therefore it can be argued to be the most scene complaint model.

While the state-of-the-art baselines used in this section are not scene-aware, all of them employ

techniques to consider social interactions between pedestrians. An interaction-centric evaluation will be

especially relevant to assess the social accuracy of Arc-LSTM-SMF. Such evaluation will be done with

the Col-P and Col-GT metrics from section 4.2.2. The results are presented in tables 4.16 and 4.17, for

primary pedestrian trajectory lengths L = 21 and L = 11, respectively.

The Arc-LSTM-SMF model has the lowest amount of collisions for its predicted trajectories. The

models that comes closest are D-LSTM, Arc-LSTM and LSTM-SMF-II. The social accuracy of the LSTM-

SMF-II method may be surprising, since it does not consider social interactions. It seems that just by

having a scene-specific model (with interactions specific to that scene) can reduce the collisions by the

same level that including a FOV-shaped pooling would. Nonetheless, the Arc-LSTM-SMF is able to have

less collisions than its standalone parts, especially for L = 11 (table 4.17). The S-LSTM and S-GAN
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Table 4.16: Comparing social accuracy between Arc-LSTM-SMF model (last column) and several state-of-the-art
trajectory forecasting models (second to fourth column). Use of Trajnet++ configuration described
in section 4.1, with trajectory length L = 21. Col-P and Col-GT computed for primary pedestrians,
in percentage (%). Lowest error (best model) shown in bold and underline.

Scene D-LSTM [26]
Col-P / GT

S-LSTM [11]
Col-P / GT

S-GAN [8]
Col-P / GT

LSTM-
SMF-II

Col-P / GT

Arc-LSTM
Col-P / GT

Arc-
LSTM-SMF
Col-P / GT

ETH 0/0 0/0 0/0 0/0 0/0 0/0
Hotel 3.2/0 0/0 0/0 0/0 3.22/0 0/0
Univ 7.9/12.4 13.2/11.5 15.0/13.5 9.4/10.5 8.7/10.7 8.8/11.8
Zara 7.8/10.7 5.4/8.2 9.5/7.8 4.5/10.3 6.2/6.6 4.9/7.8

Average 4.7/5.8 4.6/4.9 6.1/5.3 3.5/5.2 4.5/4.3 3.4/4.9
Weighted
Average 7.7/11.4 10.3/9.0 12.7/11.3 7.5/10.0 7.7/9.0 7.3/10.1

Table 4.17: Comparing social accuracy between Arc-LSTM-SMF model (last column) and several state-of-the-art
trajectory forecasting models (second to fourth column). Use of Trajnet++ configuration described
in section 4.1, with trajectory length L = 11. Col-P and Col-GT computed for primary pedestrians,
in percentage (%). Lowest error (best model) shown in bold and underline.

Scene D-LSTM [26]
Col-P / GT

S-LSTM [11]
Col-P / GT

S-GAN [8]
Col-P / GT

LSTM-
SMF-II

Col-P / GT

Arc-LSTM
Col-P / GT

Arc-
LSTM-SMF
Col-P / GT

ETH 2.3/2.3 0/1.2 2.3/0 0/0 1.2/3.5 0/0
Hotel 3.2/1.1 2.1/0 0/3.2 0/0 2.1/0 0/0
Univ 3.5/2.5 4.5/2.5 5.8/4.6 3.4/3.1 2.9/3.4 3.1/2.7
Zara 2.3/1.7 2.3/2.1 2.3/2.5 1.9/1.9 1.5/2.6 0.6/1.5

Average 2.8/1.9 2.2/1.4 2.6/2.6 1.3/1.2 1.9/2.4 0.9/1.1
Weighted
Average 3.0/2.1 3.5/2.2 4.3/3.7 2.6/2.4 2.4/3.0 2.0/2.1

have higher percentages of Col-P, although S-LSTM has similar values for Col-GT. This was already

hinted by the results with the original Trajnet++ (table 4.11), where D-LSTM had a reduced number of

collisions when compared to S-LSTM. The S-GAN has a considerably higher number of collisions than

a base LSTM model, for both L = 21 and L = 11 (see tables 4.9 and 4.10). This reinforces the difficulty

in learning social interactions, especially since none of these models are explicitly trained to learn social

concepts. Although the Arc-LSTM-SMF also experiences some of that difficulty, its arc pooling coupled

with the fact that it is trained for each of the scenes helps to generate more socially accurate trajectories.

This will be further corroborated with a qualitative evaluation.

4.6.2 Comparison with state-of-the-art: Qualitative results

Having quantitatively proven that the Arc-LSTM-SMF has competitive performance with state-of-the-art

trajectory forecasting models, the next step is to provide further insight on the matter, using a qualitative

evaluation. First, in fig. 4.10, there is a visual comparison of an Arc-LSTM-SMF prediction with the
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predictions of its standalone parts.

(a) (b) (c)

Figure 4.10: Example of a situation comparing Arc-LSTM-SMF (purple) with its standalone parts: LSTM-SMF-II
(green) and Arc-LSTM (red). Past trajectory (OBS) and GT of primary pedestrian (GT) in blue and
orange, respectively. The neighbour motion (NEIGH) is shown in gray. (a) Snapshot at instant t = 14.
(b) Snapshot at instant t = 18. (c) Snapshot at final instant t = 21.

As seen on fig. 4.10(c), the Arc-LSTM-SMF is able to provide the best prediction out of the three

models. It avoids the stationary pedestrians, which LSTM-SMF-II does not (fig. 4.10(b)), and curves to

avoid colliding with a moving neighbour, something that Arc-LSTM fails to do (fig. 4.10(b)). Overall, the

combination of SMF with arc pooling aids the Arc-LSTM-SMF in generating curved predictions.

The remainder of this section features visualization of several predictions from the Arc-LSTM-SMF

model, comparing them with state-of-the-art baselines. Regarding scene compliance, some predictions

of trajectories are shown in fig. 4.11, without consideration of neighbours.

(a) (b) (c)

Figure 4.11: Examples of 3 situations to highlight the scene compliance of 4 models: S-LSTM (green), D-LSTM
(red), S-GAN (purple), and Arc-LSTM-SMF (brown). Past trajectory (OBS) and GT of primary pedes-
trian (GT) in blue and orange, respectively. (a) Hotel scene. (b) Zara scene. (c) Univ scene.

The first situation, in fig. 4.11(a), is fairly simple. The Arc-LSTM-SMF, having access to the scene-

specific SMF, was able to predict the most accurate speed and direction of motion. While the predictions

of the baselines were not necessarily bad, their direction or speed was less close to the reality. In the

case of D-LSTM, it resulted in a near-collision with a building (see fig. 4.2(a)). In the situation from Zara
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scene (fig. 4.11(b)), the pedestrian is quite close to a physical obstacle. All baselines predict a trajectory

that collides with that obstacle. The Arc-LSTM-SMF prediction is the only one that strafes away from

the obstacle, even though its speed is smaller than the GT’s, meaning geometrically, it is not the best

prediction. The case in fig. 4.11(c) shows an already mentioned limitation of the proposed model: the

inability to restrict predictions to the scene bounds. The prediction from Arc-LSTM-SMF, as well as from

S-LSTM D-LSTM go far beyond the bounds of the scene. The S-GAN prediction, while not being close

to the GT, is inside the scene bounds. A possible line of research could be to integrate the concepts

proposed in chapter 3 with other kinds of ANN architectures, such as GANs. It could help with complying

to scene bounds, while still maintaining a low number of collisions with obstacles.

The next step is to get a perception of the social accuracy of model predictions. This involves also

looking at the trajectory - or motion - of neighbouring pedestrians. Four situations from the more crowded

scenes of the test set [20] are shown in fig. 4.12.

The first situation, from Univ scene (the most crowded scene), in figs. 4.12(a) to 4.12(c), highlights an

advantage of the Arc-LSTM-SMF model: only considering the neighbours in front of the pedestrian. As

seen in fig. 4.12(a), there is a considerable number of neighbours in front of the pedestrian. Using a grid-

based pooling technique such as that of S-LSTM D-LSTM will end up including even more neighbours,

many of which are not likely to influence the primary pedestrian’s motion. As such, the baseline methods

generate predictions that stray away from the GT, and even almost collide with neighbours (figs. 4.12(b)

and 4.12(c)). The situation from figs. 4.12(d) to 4.12(f) is much less crowded, but still quite relevant.

As seen in fig. 4.12(d), there are two neighbours that are nearly stationary (notice the arrows with little

magnitude), with the past trajectory moving directly at them. All predictions from the baselines collide

with these neighbours, while the Arc-LSTM-SMF curves to avoid this, matching the GT. The Arc-LSTM

already had the ability to avoid stationary neighbours (figs. 4.8 and 4.9), and these results show the

Arc-LSTM-SMF maintains this ability.

The third situation, in figs. 4.12(g) to 4.12(i), is more complicated. The past trajectory has a very small

speed, especially when compared to the GT. While none of the methods have an accurate prediction of

the pedestrian’s speed, the direction of the Arc-LSTM-SMF prediction is the only one that stands closer

to the GT direction. All other predictions end up going in a straight line, resulting in a collision with

a neighbour at t = 16 (fig. 4.12(h)). Nonetheless, the model also has inaccurate predictions in some

situations. For the case of figs. 4.12(j) to 4.12(l), the Arc-LSTM-SMF prediction is the most disparate

from the GT. Having several neighbours moving towards the primary pedestrian (fig. 4.12(j)), the Arc-

LSTM-SMF failed to predict the proper direction, resulting in a collision with a neighbour (fig. 4.12(k)).

While the Arc-LSTM-SMF model has some limitations, mainly regarding social aspects, this qualita-

tive evaluation has shown that the same limitations are present, possibly to an even greater extent, in the

state-of-the-art methods. Overall, the quantitative and qualitative results have shown that there are clear
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(a) (b) (c)

(d) (e) (f)

(g) (h) (i)

(j) (k) (l)

Figure 4.12: Examples of 4 social situations. There are predictions of 4 models: S-LSTM in green, D-LSTM in red,
S-GAN in purple, and Arc-LSTM-SMF in brown. Past trajectory (OBS) and GT of primary pedestrian
(GT) in blue and orange, respectively. The neighbour motion (NEIGH) is shown in gray. (a), (b),
(c) First situation, t ∈ {13, 17, 21}. (d), (e), (f) Second situation, t ∈ {13, 16, 21}. (g), (h), (i) Third
situation, t ∈ {13, 16, 21}. (j), (k), (l) Fourth situation, t ∈ {12, 14, 21}.
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advantages with the Arc-LSTM-SMF model of pedestrian trajectory forecasting. The advantages include

robust performance in unseen trajectories - lowest ADE and FDE -, lowest percentage of collisions with

obstacles, and competitive social accuracy when compared to the state-of-the-art.

4.7 Multimodal evaluation using Arc-LSTM-SMF model

So far, all experiments conducted in the previous sections involved the use of a single predicted trajec-

tory per pedestrian. In other words, only a unimodal evaluation was done using the proposed model,

along with state-of-the-art baselines. Generating more than one prediction per pedestrian means the

forecasting model needs to implicitly or explicitly account for uncertainty in its prediction(s). That is the

case of the Arc-LSTM-SMF model, that besides outputting a 2D mean for pedestrian displacement, it

also outputs a standard deviation and correlation factor. With these values, it is possible to sample

several predictions by sampling from the bi-variate Gaussian distributions outputted from the model.

This section will feature quantitative results from a multimodal evaluation using the Arc-LSTM-SMF

model and the following baselines:

• CV - a multimodal constant velocity model from [69], where the speed is constant, but the direction

is rotated by an angle sampled from a Gaussian distribution with zero mean and σ = 25°.

• SMF - the multimodal version of SMF [6] (see section 3.3), that incorporates white noise.

• S-GAN - the original version of Social GAN [8], trained with variety loss with K = 20 samples.

• S-STGCNN - the same multimodal model mentioned in section 4.3.

To conduct this multimodal evaluation, there is a need to use different metrics from the ones used

thus far. The experiments of this section will use the metrics mentioned in section 2.5. First, the models

will be compared by using the bestOf-s-ADE metric, i.e., by selecting the sample - from a total of s

samples - that results in the lowest ADE. Instead of just computing this metric for a total of s = 20

samples, a range of values for s will be used, to better understand the multimodal performance of the

models. These results are shown in fig. 4.13(a), for the same test set, with trajectory length L = 21.

Since bestOf-s-ADE give no information of the other s− 1 samples, results are also shown for worstOf-

s-ADE, in fig. 4.13(b). The worstOf-s-ADE metric is computed by selecting the sample that yields the

highest value of ADE.

The model with lowest bestOf-s-ADE is S-GAN, which shows that its use of variety loss can result

in generating samples that are very close to the GT. Followed by S-GAN, is the multimodal CV and

the proposed Arc-LSTM-SMF. There is a noticeable difference in how the bestOf-s-ADE evolves with s.

For CV and Arc-LSTM-SMF, the difference between bestOf-3-ADE and bestOf-20-ADE is below 0.1m,
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(a) (b)

Figure 4.13: Multimodal evaluation with number of samples s ∈ {3, 5, 8, 12, 16, 20}. Use of Trajnet++ configuration
described in section 4.1, with trajectory length L = 21. Lower is better. Multimodal models: CV in
blue, SMF in orange, S-GAN in green, S-STGCNN in red, and Arc-LSTM-SMF in purple. The two
plots are not at the same scale, to clearly distinguish each of the lines. (a) BestOf-s-ADE, i.e., using
the sample with the lowest ADE. (b) WorstOf-s-ADE, i.e., using the sample with the highest ADE.

while for S-GAN that difference is around 0.2m, meaning there is clear benefit in increasing s for this

method. The S-STGCNN has has the second highest value of bestOf-s-ADE. While this contrasts with

its original results [33], it is worth mentioning the data configuration is considerably different. The SMF

has the highest values for bestOf-s-ADE, which is consistent with its unimodal performance (table 4.3).

The worstOf-s-ADE metric gives a different insight on the performance of the multimodal models.

Some of the models that have the lowest value of bestOf-s-ADE have the highest value of worstOf-

s-ADE. Such is the case of the multimodal CV, which had a bestOf-s-ADE always below 0.6m, but

worstOf-s-ADE goes from 1.3m for s = 3 (more than double) to 2.2m for s = 20 (more than quadruple).

This shows the simple CV baseline, while being able to generate accurate samples, it can also generate

samples that deviate considerably from the reality. The S-GAN is not the method with the lowest values

of worstOf-s-ADE, having near-identical results to S-STGCNN. The Arc-LSTM-SMF model, even though

it doesn’t have the smallest bestOf-s-ADE, it has the lowest value of worstOf-s-ADE. This means that

Gaussian distribution learnt by the model is less dispersed, resulting in the predictions deviating less

from the GT. The same can said about the SMF model, with the worstOf-s-ADE being on average just

143% of bestOf-s-ADE (162% for Arc-LSTM-SMF).

Both the bestOf-s-ADE and worstOf-s-ADE cannot give a robust view on the performance of mul-

timodal models, since they only look at one of the generated samples. To complement the previous

experiments, a different multimodal metric, mentioned in section 2.5, is employed: a KDE-NLL. This

metric has two steps. The first step (KDE) involves estimating the distribution of the s samples gen-

erated by the multimodal model, using a Kernel Density Estimate [70]. A larger number of samples

is required to properly estimate the distribution. The value s = 50 was chosen, which was also used
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by [26]. In the second step, the estimated distribution is evaluated at the GT points, and then the sym-

metrical of the logarithm is computed from the likelihood (NLL). The lower this metric is, the better are

the estimated distributions when compared with the GT. The results can be seen in table 4.18, for the

same five models evaluated in this section, and with the same test set (trajectory length L = 21).

Table 4.18: Comparing the multimodal performance of Arc-LSTM-SMF model (last column) and several state-of-
the-art baselines (second to fifth column). Use of Trajnet++ configuration described in section 4.1, with
trajectory length L = 21. Use of KDE-NLL metric with a total of s = 50 predicted trajectory samples per
pedestrian. Lowest value (best model) shown in bold and underline.

Model CV SMF [11] S-GAN [8] S-STGCNN [33] Arc-LSTM-SMF
KDE-NLL -3.35 -8.72 -3.60 -3.31 -5.53

Methods like the multimodal CV and S-GAN, which had the lowest best-Of-ADE in fig. 4.13(a), now

have the highest KDE-NLL. This reinforces the fact that the predictions sampled from these models

can quite likely deviate from the GT very easily. The S-STGCNN, while the difference between bestOf-

s-ADE and bestOf-s-ADE is less pronounced, its distribution is still spread enough to yield a higher

value of KDE-NLL. The SMF have the lowest KDE-NLL, followed by Arc-LSTM-SMF. While it may

seem counter-intuitive that the method with the highest bestOf-s-ADE has the lowest KDE-NLL, it can

be explained by two factors:

1. The probability distribution generated by the SMF is much less spread when compared with meth-

ods like S-GAN. This is what gives the model a lowest worstOf-s-ADE to bestOf-s-ADE ratio, and

is also (partially) why the method has the lowest KDE-NLL.

2. All unimodal SMF predictions are limited to the bounds of the video image of each scene (recall the

0% value for OSB metric). As such, the multimodal predictions (with uncertainty) will not stray far

from the limits of the scene. All dataset trajectories are inside scene bounds, and so the distribution

of the SMF predictions is more likely to capture the GT. For the case of Univ scene, for instance,

SMF has a KDE-NLL of −10.34, while Arc-LSTM-SMF has a value of −5.88, because it has a large

number of trajectories outside scene bounds.

The Arc-LSTM-SMF fails to learn the concept of scene bounds. While not being as relevant as

avoiding collisions with obstacles, it impacts the KDE-NLL. The distributions generated by the Arc-LSTM-

SMF could be enhanced by merging them with the uncertainty from the SMF method. Another relevant

aspect for multimodal evaluation would be to also compute scene and social metrics for multiple samples.

Predicting a very spread distribution could increase the chance of generating trajectory samples that

could collide with an obstacle, or another pedestrian. While such experiments were not conducted, its

results could further yield interesting insights on the multimodality of trajectory forecasting.
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4.8 Final remarks

The experiments in this chapter, in particular from section 4.6, show that the proposed solution for

pedestrian trajectory forecast can successfully consider scene-specific elements and social interactions

to improve the quality of the predictions. The results have shown that incorporating SMF in the model

reduces the number of collisions with the environment. Furthermore, the use of relative neighbour

velocities with an arc-shaped pooling can help to increase social accuracy, by reducing the number of

collisions between pedestrians. Some remarks can be done that go beyond the aforementioned results.

An important discussion that has not yet occurred is regarding the applications of the proposed so-

lution, as well as its standalone parts. All developed models process only sequences of 2D trajectories,

not requiring direct access to video frames or semantic maps of each scene. This means that the model

is able to learn pedestrian motion from data sources like GPS coordinates [55]. For the case of au-

tonomous vehicles, for instance, there are a plethora of sensors at the disposal of a trajectory prediction

method [56]. On the one hand, using extra information will increase the complexity of such method. But

not using such information will, in one way or another, decrease the overall quality of the predictions,

which is not desirable in a safety-critical system such as this. As such, while it is theoretically possible

to integrate the proposed solution in an autonomous vehicle, its performance would most likely be poor

when compared with a method that would integrate all available sensorial information [13,56].

The consideration of the scene with SMF has proven to improve scene compliance, but it comes

with some limitations. SMF are scene-specific, i.e., they learn the sparsity of pedestrian motion for each

scene, and therefore there should be a different model for each of the scenes. The Arc-LSTM-SMF was

also trained on each of the available scenes. As discussed on section 3.4.3, it is not strictly mandatory,

but helps the model to better incorporate the SMF predictions. Having a model specific to each available

scene creates a real issue regarding scalability. There would be no issue deploying on a handful of

scenes, e.g., for a surveillance scenario with a fixed number of static cameras/sensors in predetermined

places. However, problems would arise when the number of scenes can be immeasurable. In the

example of an autonomous vehicle, it would not be appropriate to have a scene-specific model, since

it is a mobile agent that can quickly go from one static environment to the next. Another issue with the

scene aspect of the current model, that was already addressed in the SMF work [6], is its inability to

handle change in the environment. In the data used, the static environment is the same for training

and testing. However, that statement is not true in general. The environment can and most likely will

suffer changes throughout time. Some examples of that are creation of new obstacles (e.g., construction

works), parked cars that were stationary at train time but are no longer there are test time. To combat

this issue, the SMF, and the LSTM networks surrounding them would need to support some form of

online learning, i.e., observing new trajectories as they arise in time. This can allow the model to further

consolidate the predictions, while also learning changes in the environment.
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The social performance of the proposed solution has already been discussed in previous sections.

While it has been shown that integrating the relative motion of neighbours can help reduce collisions

between pedestrians, there are still many situations where the network fails to adopt social conventions.

This is not suitable for applications with direct contact with humans. For instance, if a service robot would

employ a trajectory prediction method that generated collisions between pedestrians, the chances are

that the robot’s own trajectory could collide with pedestrians, which is obviously undesirable. Another

issue attached to this is model interpretability. This data-driven approach, on its own, can have issues

when it comes to giving explanations to the decisions taken and the predictions given. Without a clear

way to understand the reasoning behind failed predictions, such models should not be employed in

safety-critical contexts [28].

It is worth stating that some of the limitations discussed in this section serve as possible areas of

future research. Such possibilities for future work will be detailed in the following chapter.
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5
Conclusions and future work
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5.1 Conclusions

Pedestrian motion prediction is a challenging task, due to its many influencing factors. Two kinds of

influencing clues have been highlighted in recent years: the environment of each scene - presence of

obstacles and unwalkable areas -, and social interactions between pedestrians. The main goal of this

thesis was to create a new data-driven model that would consider both these kinds of cues to improve

trajectory forecasting, while only using as input the past trajectories of each pedestrian.

The thesis objective was fulfilled with the scene and interaction-aware Arc-LSTM-SMF model, which

was built in stages. First, the consideration of scene constraints was done by combining LSTM networks

with the SMF [6,61] method, joining and weighing both predictions to improve the overall scene compli-

ance. Second, the existence of social interactions FOV pooling layer that includes the relative velocities

of each neighbour in front of the pedestrian.

The Arc-LSTM-SMF was shown to be better than its standalone parts (plain LSTM and SMF, LSTM

with SMF, and LSTM with interactions). Not only were the collisions with the static environment re-

duced, but also there were less collisions between pedestrians. The proposed model was even able to

outperform some state-of-the-art methods.

Nevertheless, the proposed solution has some limitations. For instance, it is still unable to learn

several social aspects. On the other hand, being a scene-specific model, the type of applications can

be more restricted. In the following section, new research directions will be proposed to combat some

of the limitations.

5.2 Future work

Trajectory prediction is still a very open problem, and there are many possible lines of research that can

be followed. This section contains some proposals to extend the work done in this thesis:

• Improve social accuracy: The failure of the proposed model to learn certain common social in-

teractions may be partially attributed to the fact that this model is not directly trained to generate

socially accurate predictions. An option could be to train the model not only using the loss function

of (eq. (3.11)), but also a loss with aim to minimize the number of collisions between pedestrians,

as defined in (eq. (4.3)).

• Handle changes in the scene’s environment: This is a line of research already mentioned in [6].

The scene’s environment is not fully static, and can suffer changes over time. As such, it is im-

portant to modify the SMF, as well as its incorporation with LSTM networks, to be able to adapt

to change. This may involve, for instance, changing already trained models via online training,
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learning motion and subsequent changes in the environment by processing unseen trajectories

throughout a certain time span.

• Make the model more interpretable: As mentioned on chapter 2, a recent line of work [26, 28]

emerged to facilitate the understanding of trajectory predictions given by ANNs, which on their

own can be hard to interpret. This is especially important in safety-critical applications, such as

autonomous vehicles or social robots. Non-technical users, that do not possess expert knowledge

of trajectory forecasting models, can understand the reasoning that led to such predictions. Some

possibilities to achieve this can be creating a separate architecture that attempts to give expla-

nations to the predictions [26], or to extend or modify the current model with a method that adds

some form of interpretability [28].

• Trajectory prediction of other agents: It would be interesting to apply this model to predicting

the trajectories of other types of agents, such as cyclists or vehicles. New datasets can be used,

such as SDD [38] - where scene can play a more relevant role -, or nuScenes [56]. The actual

model may require some changes, since the concept of social interactions does not apply, or at

least not in the same fashion.
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