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Abstract

This work focuses on developing a high fidelity dynamic model of a biodiesel washing column and
the implementation of a multivariable control system. Its development was motivated by an increasing
occurrence of problems in these columns when incorporating higher amounts of waste cooking oil
and other low-quality fatty materials. This incorporation causes the formulations of raw oil to change
significantly, requiring process flexibility and adequate control systems to maintain the product within
strict quality standards and prevent operational problems. An overview of the biodiesel industry and
production processes is first presented, with more detail in the homogeneous alkali process. The different
liquid-liquid extraction columns are presented and the most used mathematical approaches to model
these columns are briefly explained. The construction of the rate-based model of the column is shown
(developed in gPROMS® ModelBuilder), accounting with mass transfer and hydrodynamics phenomena,
such as holdup, flooding, and phase inversion. The model was validated against data from an industrial
unit. A 2 × 2 control system was implemented in Simulink®, consisting of two PI controllers and two
decouplers to minimise closed-loop interactions. The behaviour of the extraction column was simulated
for the following scenarios: change in biodiesel composition; contamination in biodiesel inlet; and change
in glycerol concentration in the washing water. The impact of these disturbances on the column hydro-
dynamics (e.g., the existence of flooding, phase inversion) and product quality was observed. Finally,
the performance of the system in open-loop, closed-loop, and closed-loop with decouplers was compared.
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1. Introduction

Biodiesel, fatty acid methyl esters (FAME), is a
widely marketed biofuel in the transportation sector
produced from the transesterification of vegetable
oils, frying oils, animal fats, or from the esterifica-
tion of fatty acids. It reduces carbon emissions, to-
tal hydrocarbon, and particulate matter by 15% in
a 20% blend (B20) compared to diesel [8]. The
biodiesel industry in Portugal has been steadily
expanding with an average annual growth rate of
4.1% [1].

Biodiesel production can be divided into three
main processes: (i) raw material pretreatment; (ii)
raw material conversion; and (iii) product purifi-
cation. The pretreatment involves degumming,
deacidification and water suspended particles, and
polymers removal [25]. These contaminants lead
to the formation of soaps, catalyst neutralization,
and hinder phase separation of oil/glycerol. Fol-
lowing the pretreatment is the conversion process
where biodiesel is produced through the transes-
terification of acylglycerides with methanol in the
presence of a catalyst, producing glycerol as by-
product. This catalyst can either be homogeneous

or heterogeneous, and its nature acidic, alkaline or
enzymatic [21]. The alkaline homogeneous cata-
lysts (e.g., KOH, NaOH, NaOCH3, KOCH3) have
high reaction rates, resulting in higher yields and
shorter reaction times and so they are commonly
used in industry. On the other hand, they are sensi-
tive to raw material purity, particularly to low grade
fats that contain higher concentrations of free fatty
acids and water. A typical block diagram of the al-
kaline biodiesel production process is illustrated in
Figure 1.

Figure 1: Block diagram of the alkaline biodiesel production
process.

Finally, after the transesterification reaction, the
biodiesel must be purified to reduce the concen-
tration of glycerol, methanol and water. The post
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reaction processing focuses on the recovery of es-
ters from the reaction mixture and the necessary
refining to meet the quality specifications ASTM
D6751 or EN14214 [21]. The first step is usually
the ester/glycerol separation, after which the ma-
jority of glycerol is removed and biodiesel washed.
Water washing is an efficient method that produces
biodiesel with high purity: water is added to the es-
ters to eliminate the remaining glycerol, methanol,
catalyst, and any remaining soaps [21]. This step
can be achieved with a liquid-liquid extraction col-
umn. Lastly, the biodiesel needs to be dehydrated,
usually accomplished with a dryer.

The cost of raw material is the major factor in the
economic viability of biodiesel production, repre-
senting about 75%–80% of the total operating cost
[9]. Regulations of the European Union stipulate
limits to first-generation biodiesel and to crops culti-
vation for energy purposes to avoid the competition
with the food market. In this context, the incorpora-
tion of waste cooking oils (UCO) can greatly reduce
the total manufacturing cost of biodiesel, since it is
2.5 to 3.5 times cheaper than virgin vegetable oils
[9]. Consequently, the amount of UCO used as
raw material for biodiesel production in the Euro-
pean Union has been growing over the last years
[13, 10]. This trend causes the formulations of raw
oil to fluctuate significantly, requiring more process
flexibility and adequate control systems to maintain
the product within strict quality standards and to
prevent operational problems.

Currently, the literature of process control in the
biodiesel industry are focused on the transester-
ification reaction section and the biodiesel wash-
ing step is modelled with simplified models, e.g.,
[5, 4]. However, subtle changes in the oil com-
position (i.e., incomplete reaction, soaps, or fine
solids in suspension) can promote the formation of
stable emulsions in the washing column that need
to be handled, before causing shutdowns and ex-
tra manufacturing costs. With the increasing ten-
dency of incorporating lower-quality raw materials
to make biodiesel, the problems related with the oil
composition will have a significant impact on the
column and will become more frequent. As such,
the development of a detailed dynamic model of
this unit is valuable and the design of a control sys-
tem with good disturbance rejection capabilities is
necessary and urgent.

The objectives of this work are the development
of a highly detailed dynamic model of an industrial
extraction column capable of capturing key phys-
ical phenomena occurring in this equipment unit;
the validation of the extraction column model with
industrial data; and lastly, the implementation of a
robust control system to keep the product within
quality standards, and to prevent operational prob-

lems. The remaining of the paper is structured as
follows. section 2 presents the model development
and Section 3 the model validation. The results re-
garding control design and tuning are detailed in
Section 4, followed by final remarks in Section 5.

2. Model development
Liquid-liquid extraction equipment promotes the
contact between two liquid phases to guarantee an
efficient solute transfer [2]. This is accomplished
by dispersing one liquid (the dispersed phase) into
the other (the continuous phase), which increases
the specific area for mass transfer. Liquid-liquid ex-
traction columns are the most used and efficient
equipment for biodiesel washing.

A thorough understanding of the extraction col-
umn requires an understanding of the different
physicochemical mechanisms occurring in extrac-
tion, see Figure 2.
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Figure 2: Scheme of the main phenomena related to extraction
and their relations.

There are basically three approaches to model
extractors: (i) equilibrium-based; (ii) rate-based;
and (iii) population balance. In the first one, the col-
umn is described as a series of completely mixed
stages to which mathematical equations are de-
veloped based on the principle of thermodynamic
equilibrium, mass and energy conservation applied
to each stage [16]. The rate-based models use
mass and heat transfer phenomena across the in-
terface to describe the compounds concentration
profiles in each phase and the temperature pro-
file along the column. It is assumed that all the
resistance to mass and energy transfer is located
adjacent to the phase boundary and each phase
is completely mixed in each segment, with the
dispersed phase treated as pseudo-homogeneous
[20]. With this model, the hydrodynamics of the
column can be described by a broad variety of
correlations for the holdup, flooding, coalescence
velocity, interfacial area and height. Finally, the
population balance approach is based on a set of
integro-partial differential equations to describe the
behaviour of a population of particles and its envi-
ronment from the behaviour of single particles in
their local environments [3].
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2.1. Dynamic model of biodiesel washing column
A simplified diagram of the packed column is illus-
trated in Figure 3. Here, the water, enters at the
top of column, while biodiesel enters at the bottom.
In this system biodiesel is the dispersed phase so
its droplets rise through the column always in con-
tact with the continuous-phase, water. The droplets
build up and form the interface, where mass trans-
fer occur.

Figure 3: Simplified example of the liquid-liquid extraction for
the system biodiesel/water with a section of the column.

The dynamic model of the extraction column im-
plemented in this work assumes the system to be-
have as a pseudo-homogeneous dispersion be-
cause it is capable of describing the relevant phe-
nomena of interest [6]. Preliminary simulations
with the equilibrium approach revealed unsatisfac-
tory results. The column is assumed to operate
isothermally and so heat balances were not con-
sidered. In the sensitivity analysis the impact of
temperature on the solubilities was investigated but
these simulations were conducted at steady-state.

The general unsteady state mass balance equa-
tions for the continuous and dispersed phases are
represented in Equations 1 and 2, respectively
[16].
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where z is measured in the direction of flow of the
dispersed phase; the subscripts c and d refer to the
continuous and dispersed phases, respectively, V
is the superficial phase velocity (m/s), E is the ax-
ial dispersion coefficient (m2/s), aI is the specific
contact area (m2/m3), ϕd is the volume fraction
holdup, ϕc is 1 − ϕd and kod is the overall mass
transfer coefficient based on the dispersed phase
(m/s). Gayler and Pratt (1957) showed that back-
mixing of the dispersed phase does not occur [12].

Forward dispersion, however, is observed and hap-
pens due to differing droplet sizes and velocity but
because of high coalescence and breakage rate in
packed columns this is not as important as contin-
uous phase backmixing [12]. Thus, Ed = 0. The
boundary conditions for this system are:

z = 0 Cin
d uin

d = ϕdVdCd (3)
∂(ϕcVcCc)

∂z
= 0 (4)

z = L
∂(ϕdVdCd)

∂z
= 0 (5)

Cin
c uin

c = ϕcVcCc + Ec
∂(ϕcCc)

∂z
(6)

These boundary conditions are the result from
material balances across the system’s boundaries
and it is assumed that dispersion occurs only be-
tween z = 0+ and z = L− [26] (L is the height of
the column). The initial conditions are:

0 = Vc
∂(Cc)

∂z
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∂2(Cc)
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∗
d − Cd)

(7)

0 = −Vd
∂(Cd)

∂z
+ Edϕd

∂2(Cd)

∂z2
+ kodaI(C

∗
d − Cd)

(8)

For Equations 1 and 2, the volume fraction
holdup was calculated with Equation (12) and
the axial dispersion coefficient for the continuous
phase was obtained with the Becker axial mixing
model correlation for structured packed columns
[11]. The overall mass-transfer coefficient was cal-
culated with the following equation:

1

kod
=

1

kd
+

mvol
dc

kc
(9)

where mvol
dc = dCd/dCc is the slope of the equi-

librium line in volumetric units, kd and kc are the
dispersed- and continuous-phase film coefficients,
respectively, and were calculated with Equations
10 (the Handlos and Baron model), and 11 for non-
rigid drops in packing columns.

kd =
0.00375Vslip

1 + µd/µc
(10)

kc = 0.698

(
Dc

dp

)(
dpVslipρc

µc

)0.5 (
µc

ρcDc

)0.4

(1− ϕd)

(11)
The diffusivity coefficient, D was estimated with

the Wilke and Chang correlation [22]. Vslip is
the slip velocity [11]. To calculate the density of
the mixture, Kay’s mixing rules were used to ac-
count with the molar weights and molar volumes
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of biodiesel [18], the fraction of the acylglycerols
[28], and the molar volumes of glycerol, water
and methanol [19]. The impact of the polarity of
components such as glycerol and methanol was
not considered since the concentrations of these
compounds in both phases are low. The GCVOL
group contribution method was used to compute
the biodiesel density [18] and a fragmented ap-
proach was used to estimate the fraction of acyl-
glycerols [28]. The molar volumes of the remaining
compounds (e.g., glycerol, methanol, water) were
estimated with the Rackett equation [19]. Sim-
ilarly, the dynamic viscosity of biodiesel is esti-
mated with the Grunberg-Nissan model [7]. For the
fatty species, the viscosity was calculated with the
model of Ceriani et al. [7], while the viscosity of
glycerol, water and methanol with the DIPPR liquid
viscosity model [17]. Finally, the liquid-liquid inter-
facial tension of the system is computed using a
local composition model by Jufu et al. [14].

2.2. Holdup and interface Level
Holdup, ϕD, in packed columns is known as the vol-
ume of the dispersed phase expressed as a frac-
tion of the void space in the packed section and for
a static extractor is calculated as follows [11]:

ϕd =
Vd[cos(π

apdp
2

/4)]−2

ε[Vsoexp(−6ϕd
π

)− Vc
ε
(1− ϕd)]

(12)

where the subscripts c and d are relative to the con-
tinuous and dispersed phases, respectively, Vso is
the slip velocity at low dispersed-phase flow rate
(m/s), V is the liquid velocity (m/s), ap is the spe-
cific packing surface area (m2/m3), dp is the Sauter
mean drop diameter and ε is the void fraction. The
equations and conditions to calculate these vari-
ables are shown in Frank et al. [11]. The slip veloc-
ity (and the holdup, consequently) are dependent
on Hso (Equation (13)), a measurement of coales-
cence velocity.

Hso =

(
4d2pg∆ρ

3σ

)(
µw

µc

)0,14

P 0,149 (13)

where µ is the liquid viscosity (Pa s), µw is the refer-
ence viscosity of water (Pa s), ρ is the liquid density
(kg/m3), σ is the interfacial tension (N/m), g is the
gravitational acceleration of 9.1m2 s−1 and P and
Hso are dimensionless groups. The terminal veloc-
ity of a droplet, ut, is given by:

ut =
µcRe

ρcdp
(14)

It is important to note that when Hso is higher
than 59.3, the terminal velocity stops increasing
with the diameter because of the deformation of the
droplets. If the diameter continues to increase, the
flow becomes more oscillatory and irregular. This
phenomenon negatively impacts the movement of

the droplet and promotes the formation of aggre-
gates in the dispersion zone of the column, lead-
ing to backmixing and lower separation efficien-
cies. On the other hand, smaller droplets have a
similar behaviour as rigid spheres (Hso < 2) with
no internal circulation, which undermines the ad-
vantages of having a high interfacial area available
for mass transfer. So, the ideal Sauter mean diam-
eter of the droplets of the dispersed phase should
be large enough to guarantee a decent terminal ve-
locity, and small enough to ensure a high interfacial
area for mass transfer. The equations to determine
the Sauter mean diameter of the drop, dp, for struc-
tured packing, and the interface level are shown in
Frank et al. [11].

2.3. Flooding
To calculate the flooding percentage for each
phase, Equation (15) was used for the continuous
phase and Equation (16) for the dispersed phase.

%FlC =
Vc

VcF
× 100 (15)

%FlD =
Vd

VdF
× 100 (16)

The flooding velocity of the continuous phase,
VcF , was calculated from Frank et al. [11]. The
dispersed phase flooding velocity, VdF , was calcu-
lated with the equation from Mackowiak [15].

2.4. Solubility correlation
One crucial parameter that determines the extent
to which the components in two liquid phases are
distributed at equilibrium is the partition or distribu-
tion coefficient [23]. In practical terms, the miscibil-
ities can be expressed as mass fractions, and us-
ing a modified Misek correlation [26] that accounts
for the effect of temperature, T , Equation (17) is
obtained:

lnKi = ln
wbd

i

w
aq
i

= aM
i w

aq
i +

bMi
T

− cMi (17)

where Ki is the partition coefficient of component
i for a mass fraction basis; aMi , bMi , and cMi are
the parameters of the modified Misek correlation;
variable wbd

i is the mass fraction of component i
in biodiesel, and waq

i is the mass fraction of com-
ponent i in the aqueous phase. The parameters
were estimated from solubility data gathered by an
industrial partner and are listed in Table 1.

Table 1: Modified Misek model parameters estimated from the
regression of solubility data.

Parameters Glycerol Methanol Water FAME
aM
i -113.29 32.48 1.34 -4.83

bMi -968.25 364.96 1338.49 -7.71
cMi 0 3.30 11.06 0.54
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3. Model validation and sensitivity analysis
Simulations at steady-state are performed and
compared against data points retrieved at normal
working conditions for model validation. Then, sen-
sitivity analysis was conducted to investigate the
effects of contamination, interface level, and liquid
atomisation in the process. For brevity sake, only
the impact in the glycerol concentration profiles is
presented.

The effect of the solvent-to-feed ratio, S/F , at
45 °C for UCO in the solubility of glycerol was anal-
ysed. From this analysis, it was observed that the
Ki of glycerol, methanol and FAME increases with
S/F , which is not observed for the water. The ef-
fect of the temperature on the solubility of glycerol
with S/F = 13.5% was also evaluated. Increasing
the temperature will increase the solubility of glyc-
erol, and methanol in water (Ki decreases), and
decrease their solubility in biodiesel. The impact
of the different oils in the solubility of the glycerol
was also analysed. It is possible to conclude that
the ester profiles have a small impact on the sol-
ubility of the solvents, hence these plots are not
presented here.

Figure 4 illustrates the concentration profile of
glycerol in biodiesel for different S/F at 45 °C
where the unwashed and washed biodiesel from
the experimental studies are represented with
markers and are positioned in their values at the
top and bottom of the column. Here, the increase
in S/F has the same impact as observed above.

Figure 4: Glycerol concentration profile in biodiesel for different
S/F compared with typical process values (markers).

The effect of temperature on the solubility of
glycerol is shown in Figure 5. Increasing the
temperature has the same effect as mentioned
above. The relative errors for the composition of
washed biodiesel are 46.1% for glycerol, 31.4% for
methanol, 29.7% for water, and 0.2% for FAME. The
model satisfactorily predicted the solubility of the
solvents in biodiesel.

Finally, the impact of different ester concentra-
tion profiles in the solubility of glycerol in both
phases was analysed. The different oils have

Figure 5: Glycerol concentration profile in biodiesel for different
temperatures compared with typical process values (markers).

barely no effect on the solubility of glycerol in
biodiesel and, even though there is some differ-
ence in the composition profile of glycerol in the
aqueous phase, the washed biodiesel has approx-
imately the same composition of glycerol. Thus,
using different oils will not significantly impact the
process, which was already verified industrially.

3.1. Sensitivity analysis
After validating the model, it is presented in this
section the sensitivity analysis to evaluate the
hydrodynamics of the column. Particularly: (i)
the effect of contamination or incomplete reaction
(small suspended particles or surfactants) - re-
flected through the interfacial tension; (ii) the ef-
fect of the interface level by changing the holdup,
which is given by the dispersed phase to contin-
uous phase ratio; (iii) the effect of liquid atomisa-
tion/agitation intensity, which is simulated by the
droplet diameter; (iv) the effect of density of the
dispersed phase. For this sensitivity analysis, the
base conditions are 45 °C, a solvent to feed ratio
of 13.5 vol% and a biodiesel inlet mass flowrate of
reference.

Figures 6 and 7 show the impact of density in the
solubility of glycerol in biodiesel for different tem-
peratures and solvent to feed ratios, respectively.
It is observed that decreasing the density is benefi-
cial since it decreases the solubility of glycerol and
water in the biodiesel. As seen before, a higher
temperature and solvent to feed ratio will increase
the purity of the biodiesel.

The parameter Hso was presented above and is
proportional to the coalescence velocity. The im-
pact of interfacial tension, droplet diameter, tem-
perature, and solvent to feed ratio on this param-
eter were analysed. It was observed that the sol-
vent to feed ratio had no effect on Hso, so the plot
will not be shown. The impact of liquid atomisation
or agitation of biodiesel was modelled by chang-
ing the particle diameter (d32), and is shown in Fig-
ure 8. Figure 9 shows the effect of the interfacial
tension on Hso for different temperatures. Here,
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Figure 6: Impact of dispersed phase density in glycerol solu-
bility in biodiesel for different temperatures with a biodiesel inlet
mass flowrate of reference.

Figure 7: Impact of dispersed phase density in glycerol solubil-
ity in biodiesel for different solvent to feed ratios with a biodiesel
inlet mass flowrate of reference.

it is possible to see that this parameter increases
significantly with the diameter of the particles and
also with the interfacial tension.

Figure 8: Impact of the particle diameter in dispersed phase
(biodiesel) coalescence velocity for different temperatures with
a biodiesel inlet mass flowrate of reference.

If the droplets are too small (d32 ≈ 1.0mm)
they will have a similar behaviour as rigid spheres
and will hinder the coalescence phenomenon [12].
This can promote the entrainment of washing wa-
ter that will exit the column through the dispersed
phase outlet. On the other hand, for d32 > 3.5mm
Hso > 53, which suggests insufficient droplet rise
that may lead to a inefficient extraction [12]. Higher
values of Hso will also promote phase inversion

Figure 9: Impact of interfacial tension in dispersed phase
(biodiesel) coalescence velocity for different temperatures with
a biodiesel inlet mass flowrate of reference.

since there is early coalescence of the particles.
Lastly, the effect of temperature is significant, how-
ever, manipulating this variable to change the con-
vergence velocity of the droplets will not be effi-
cient.

For the impact of interfacial tension on Hso,
higher values of interfacial tension will lead to insuf-
ficient droplet rise, however, contamination usually
decreases this value and not the opposite. In case
of low interfacial values, this will promote droplet
breakdown, since there is not enough tension to
keep the droplets and, consequently, the interface
level will decrease. This decrease in the interface
level will increase the probability of phase inversion
to occur, which can be seen in Figure 10.

Finally, the effects of the interfacial tension and
the interface level on the hydrodynamics of the col-
umn were analysed and are shown in Figure 10
(S/F = 13.5% and T = 45 °C). The same effects
were tested for the system with the following con-
ditions: (i) S/F = 16.2% and T = 45 °C, and (ii)
S/F = 16.2%, T = 50 °C and interfacial tension
of 0.001Nm−1. In this plot, the vertical black line
represents the value of the interface level calcu-
lated by the model for the working conditions; and
the horizontal dashed line corresponds to the max-
imum recommended percentage of flooding [11]. It
is also important to note that the interfacial tension
of the system is usually around 0.008Nm−1.

Figure 10 provides two different information: (i)
which phase is more probable to be dispersed, ac-
cording to the interface level; (ii) for a given inter-
facial tension, it returns the flooding percentage of
the continuous phase (- - -) and dispersed phase
(—) calculated with Equations 15 and 16.

Analysing Figure 10, it is possible to see
that the interface level should be lower than
0.70 length units so the flooding percentage of
either phase is below 60% and higher than
0.63 length units to avoid phase inversion. From
this figure, it is also observable that with contam-
ination, the flooding percentages increase. The
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Figure 10: Impact of interfacial tension in flooding of both
phases with an indicator of phase inversion with solvent to feed
ratio of 13.5%, 45 °C and biodiesel inlet mass flowrate of refer-
ence.

working conditions demonstrated that the current
interface level corresponds to a flooding percent-
age within the recommend values in most situa-
tions. However, for low interfacial tensions, close
to 0.001Nm−1, both phases exceed this value,
which is aggravated by increasing S/F (concluded
from analysis (1.)). That is, a higher contamina-
tion will increase the flooding percentage of both
phases, which is not reversible by changing the sol-
vent to feed ratio, nor the interface level for a given
biodiesel inlet flowrate. The impact of the biodiesel
inlet flowrate on these variables was studied with
the conditions mentioned in (2.). From this anal-
ysis, it was possible to conclude that by reducing
the inlet flowrate of biodiesel to 64% of the refer-
ence value, it is possible to reduce the flooding per-
centage of the continuous phase to roughly 60%.
Ideally, the interface level should be around 16%
higher.

That being said, the suggested operating con-
ditions are temperature at 50 °C and S/F of
16.2 vol%. In case of contamination, the biodiesel
inlet flowrate should be lowered to 2/3 of its origi-
nal value, the interface level should be increased in
16% keeping the S/F at 16.2 vol%.

4. Control of the extraction column
To simplify the notation, in this section, all in-
put/output variables will be presented as deviation
variables (so their nominal value is 0). For this
section, the analysis was conducted with UCO, at
45 °C and a S/F of 13.5 vol%. The impact of the
temperature on the system was not analysed here,
the temperature is assumed to be constant.

Regarding extraction columns, most control
models focus on the interface level between the
two phases inside the column and outlet concen-
trations control [26]. If this level is not adequately
stabilised, the dispersed layer can flood, caus-
ing the loss of solvent and product [26]. The
manipulated variables (MV) used to control the
holdup and outlet concentrations are usually the
dispersed-phase flow rate, the continuous-phase

feed/effluent flow rate and the rotor speed.

4.1. Open-loop testing and system linearisation
Open-loop testing is a crucial procedure to anal-
yse how the system reacts to certain disturbances.
Having already an accurate model, input variables
such as inlet flowrate, temperature and composi-
tion, are subject to intentional changes to observe
how they will impact the output variables without
the influence of a controller.

The impact of disturbances in input variables re-
lated to the biodiesel formulation, such as interfa-
cial tension, density and viscosity, and inlet glycerol
composition (that reflects a poor phase separation)
on the glycerol composition (wt%) of the biodiesel
outlet stream, flooding percentage of both phases,
holdup and in the phase inversion parameter (χ)
were studied. It was also analysed the effect of
step disturbances on the inlet and outlet mass
flowrates of biodiesel and water on the output vari-
ables mentioned above.

From the step disturbances applied to the input
variables related to the biodiesel formulation, the
ones that had a more severe impact on the output
variables were the interfacial tension, density, and
glycerol composition of the biodiesel inlet stream.
For this reason and for the sake of brevity, the vis-
cosity and the glycerol composition of the washing
water will not be further analysed here.

It was observed that a disturbance in the interfa-
cial tension has a significant impact on the flood-
ing percentages, but not in the other variables.
However, it was expected to see a decrease in
holdup with the interfacial tension, since there will
be less tension to form the droplets. This happens
because the model does not incorporate popula-
tion balance equations. For the density, a distur-
bance in this variable had a significant impact on
the flooding percentage of the continuous phase,
and also on the holdup and χ. Finally, the dis-
turbances on the biodiesel glycerol inlet composi-
tion had a severe impact on the composition of the
washed biodiesel.

For the disturbances on the mass flowrates, it
was observed that a variation on the inlet or out-
let flowrate had the exact same effect on the sys-
tem, which was observed for both phases. This
happens due to the limitations of the model, the
holdup is not considered to vary with time. Over-
all, a disturbance in the biodiesel or water mass
flowrates has a significant impact on the flooding
percentages, holdup and χ, and a small impact on
the glycerol composition of biodiesel.

In order to proceed with the development of a
control system in MATLAB® it was necessary to
linearise the system, which was achieved with the
System Identification toolbox from MATLAB®. All
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transfer functions had a fit to estimation data higher
than 94%.

4.2. Variable pairing
To analyse this multivariable process control prob-
lem, Bristol’s Relative Gain Array (RGA) and Sin-
gular Value Analysis (SVA) methods were used
[24]. Since manipulating both inlet and outlet
flowrates for biodiesel and water would lead to a
over-specified system, only the outlet streams will
be used for control purposes. Weinstein et al. [26]
demonstrated that manipulating the outlet instead
of the inlet flowrate would lead to a more smooth
behaviour of the system. Consequently, there can
only exist two controlled variables (CV): the mass
fraction of glycerol in biodiesel was always anal-
ysed with one more of the mentioned variables ex-
cept χ since it is the least directly dependent on the
level of the interface.

From the RGA and SVA methods, the pair-
ings: glycerol outlet composition — water out-
let flowrate, and holdup — biodiesel outlet
flowrate are the most recommended. The other
possible pairings had singular steady-state gain
matrices, which means they are ill-conditioned.

The control scheme is illustrated in Figure 11.
The nomenclature used in Figure 11 will be used
to refer to the controllers in the next subsection.

Figure 11: Control scheme for the biodiesel extraction column.

4.3. Controller tuning
Knowing which variables to pair, it is now neces-
sary to tune the controllers. The tested controllers
were evaluated based on integral error criterion in
set-point tracking and disturbance rejection. The
three most used integral error criteria are: integral
of the squared error (ISE), integral of the absolute
value of the error (IAE), and integral of the time-
weighted absolute error (ITAE). Here, the IAE was
the deciding factor to select the controllers, which
has a criterion that penalises both large errors and
errors that persist for a long time period.

The control system was also analysed in terms
or relative stability with the concepts of Gain Mar-
gin (GM) and Phase Margin (PM), these values in-
dicate how close the system is to become unstable

[24]. All controllers were tuned in Mathematica®

with Ziegler-Nichols (ZN), Internal Model Control
(IMC), and Cohen-Coon (CC) tuning techniques
available in the solver. Saturation was added to the
MV, −10% to 10% for biodiesel mass flowrate and
−20% to 20% for water mass flowrate. For this pro-
cess, set-point changes are not expected, so only
the results for disturbance rejection are shown.

Starting with the FC101 controller, the ZN and
IMC (Skogestad) tuning methods were tested.
These methods and the tuning procedures are ex-
plained in Seborg et al. [24]. The controller settings
for the different tuning methods are presented in
Table 2 with the values of GM and PM. The con-
troller is in parallel and the derivative mode has a
filter N .

Table 2: Controller settings for the controller FC101 according
to ZN and IMC tuning methods and Gain and Phase Margins.

Tuning Method ZN IMC
Controller mode PI PID PI PID

Controller
Settings

KP -2.05E06 -2.73E06 -2.24E06 -1.07E09
KI -7.21E07 -1.60E08 -6.36E07 -1.41E11
KD - -1.16E04 - -8.08E05
N - 100 - 100000

Relative
Stability

GM 68 1392 67 2
PM (◦) 34 23 37 47

For the disturbance rejection, a disturbance of
−80% in the interfacial tension was applied to the
system. The PI controller tuned with IMC has the
smallest value of IAE, and so it was chosen.

Similarly to FC101, the controller FC102 was
also tuned with two different methods. Both ZN and
IMC tuning approaches were tested, however, the
IMC tuning technique failed to return a viable con-
troller. So, the CC tuning method was used instead
of IMC. This method is explained in Woolf [27]. The
controller settings and relative stability margins are
shown in Table 3. Analysing this table, and tak-
ing the IAE criterion as the deciding factor, the PI
controller tuned with CC rules has a slightly better
performance when compared with the other ones.
Hence, this was the chosen controller settings.

Table 3: Controller settings for the controller FC102 according
to ZN and CC tuning methods and Gain and Phase Margins.

Tuning Method ZN CC
Controller mode PI PID PI PID

Controller
Settings

KP 3.02E04 4.03E04 5.76E04 5.34E04
KI 1.64E06 3.65E06 9.21E06 5.18E06
KD - 111 - 91.7
N - 100 - 1000

Relative
Stability

GM ∞ ∞ ∞ ∞
PM (◦) 156 ∞ 125 ∞

All the controllers had the same value of IAE,
so the PI controller tuned with the CC method was
chosen because it has the smallest value for ITAE.

Two decouplers were added to minimise the in-
teraction between the closed-loops. These were
tuned according to procedures showed in Seborg
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et al. [24]. However, analysing the transfer function
of one the decouplers, it was identified a real right-
half plane pole, which makes it unstable. So, static
decouplers were used instead.

Having the multiloop with decouplers, it is inter-
esting to evaluate if and how the system benefited
from the addition of the closed-loops and decou-
plers. The response of the system in open-loop,
closed-loop, and closed-loop with static decouplers
to disturbances in interfacial tension, biodiesel
density and feed glycerol composition are pre-
sented in Figures 12 to 14. The response of the
MV is not shown here.

Figure 12: Evolution of the controlled variables: biodiesel glyc-
erol composition (wt%) and holdup fraction to a disturbance in
interfacial tension of −80%.

Figure 13: Evolution of the controlled variables: biodiesel glyc-
erol composition (wt%) and holdup fraction to a disturbance in
biodiesel density of 3.5%.

Figure 14: Evolution of the controlled variables: biodiesel glyc-
erol composition (wt%) and holdup fraction to a disturbance in
feed glycerol mass composition of 100%.

It is observed that the addition of decouplers to
the control system was beneficial because, for set-
point tracking, it was able to reduce settling-time,

excessive oscillation and overshoots, and even re-
ducing the duration of the actuator saturation. For
disturbance rejection, the control of holdup greatly
improved with the reduction of settling-time and
lower overshoots; the control of biodiesel glycerol
composition was not ideal due to an increase in os-
cillation, however the overshoots were minimised.
Additionally, it was also observable that the closed-
loop interactions were reduced by adding decou-
plers, and that they were successful in reducing
excessive controller action.

5. Conclusions and future work
The present work focused on the development
of a dynamic model of a biodiesel washing col-
umn which was motivated by a real problem in a
biodiesel production plant. The usage of biodiesel
from virgin oils is expensive so the incorporation
of UCO has been growing in the last decade and
is expected to keep this tendency. This alterna-
tive is economically and environmentally advan-
tageous, however, the contamination present in
these used oils present a challenge in the produc-
tion of biodiesel, due to their quality, and quantity of
impurities. The development of a dynamic model
for the column helps to identify and avoid certain
problems related to these impurities.

A dynamic rate-based model for the liquid-liquid
extraction column was build, where mass transfer
phenomena, hydrodynamics and biodiesel proper-
ties were estimated. The model was validated with
industrial data provided by an industrial partner
and the model accurately predicted the solubility
of the solutes in the washed biodiesel. The effects
of working conditions on the system were tested
and are in accordance with the real plant. A sen-
sitivity analysis was performed to evaluate the im-
pact of the presence of impurities or different types
of oils might have on the performance of the col-
umn. Additionally, other operating variables were
also analysed such as the interface level, and the
glycerol inlet composition. It was observed that at
50 °C and for a solvent to feed ratio of 16.2 vol% the
column had a better performance. In case of con-
tamination, an approach to manipulate the working
conditions was suggested in order to avoid flooding
and phase inversion.

Finally, the system was further analysed in order
to implement a 2 × 2 control scheme. The best
suggested pairing was Glycerol outlet composi-
tion in biodiesel-water outlet flowrate, and holdup-
biodiesel outlet flowrate. The controllers were then
tuned with the IMC and CC methods, respectively.
The addition of static decouplers was successful
in minimising strong loop interactions. Overall, the
control system has a good performance for set-
point tracking and disturbance rejection.

The development of a dynamic model of a liquid-
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liquid extraction column for a biodiesel/water sys-
tem is innovative, more so with an implemented
control system. It was not possible to develop a
drop population balance model for this column due
to lack of time, however, the development of this
extremely detailed model could help surpass some
of the observed limitations in the rate-based model.
Furthermore, the implementation of a Model Pre-
dictive Control scheme would be highly interesting
and undoubtedly useful to have a process running
under the optimal working conditions.
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