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As emotions portrayed by game characters tend to be scripted, using a
Bayesian Network to predict what can happen in a game environment
was hypothesised to support more believable expression of emotions. Tests
were conducted using an adventure game build from scratch applying a
model to anticipate what can happen to a game character versus a reactive
model. Although one found no evidence on how this model can better a
reactive model, it was found evidence of the importance o control hardware
in improving a character’s believability, both in terms of comprehending
what it is thinking or feeling and also in terms of understanding what it
expects will happen next.
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1 INTRODUCTION
Emotions portrayed by game characters tend to be scripted, non-
organic and reactive, i.e. they rely on characters reacting to events
happening only at the moment and not taking into account what
might cause a greater impact or not. As a way of improving the
coherence in the expression of emotions, not only the relationship
between the player and their character but also the character’s
interaction with the game’s environment should have an impact on
the feel of a game by showing some feedback on the game character
during the gameplay.
With this is mind, creating a computational model of emotions

which takes into consideration not only what happens consider-
ing other types of events (such as dealing with anticipation) but
also what happens to the character (which is the traditional way
of triggering emotions), will improve the Character Believability
in an adventure game. The testing was done in two scenarios: one
without using the model, using a purely reactive character and the
other with the model. Considering the said concept as a measuring
manner, as the model gets more complex in the second scenario,
it is expected that the Character Believability levels get higher
with this added complexity, notably in the areas of Behavior Un-
derstandability and Behaviour Coherence. The second scenario will,
then, reflect a higher level of character believability and thus be the
better option to adopt for game design purposes. The hypotheses
were tested in a game made from scratch alongside a master thesis’
colleague (João Patrício).

2 RELATED WORK
Character Believability has been discussed since the nineteenth
century and its interpretation has been ever-changing. From poetry
[Coleridge et al. 1983], to Disney Animation[Thomas and Johnston
1981] and 3d computer animation [Lasseter 1987]. Carnegie Mellon
researchers working on the OZ project made a substantial contribu-
tion of animated characters which could be utilized to create realistic
bots with “the illusion of life" [Bates 1994] [Loyall 1997] [Mateas
1999]. Ortony [Ortony 2003] offered a more emotion-focused con-
cept for believable agents. This believability criteria among others,

offer AI designers guidance for creating systems that enable believ-
able characters.
Metrics for Character Believability have been proposed. For

example, in [Gomes et al. 2013] a metric was proposed to incorpo-
rate many believability factors into the overall sense of believability.
These are: Behavior Coherence, Change With Experience, Aware-
ness, Behavior Understandability, Personality, Emotional Expres-
siveness, Social, Visual Impact and Predictability.

In the case of this work, the character believability was shown
through the character’s emotions. The definitions for the latter are
manifold [Kleinginna and Kleinginna 1981]. However, most theorists
consider it to be “a bounded episode in the life of an organism,
characterized as an emergent pattern of component synchronization
preparing adaptive action tendencies to relevant events as defined
by their behavioural meaning and seeking control precedence over
behaviour." [Scherer et al. 2010].

These are important to account for virtual agents to behave as if
they were real [Lee et al. 2006] [Bates 1994] [Oliveira and Sarmento
2003]. Nonetheless, emotions can appear alongside others, i.e. they
can be ambivalent. “Happiness” can correspond to various combi-
nations of pleasure, delight, amity, among other as seen in [Eladhari
and Sellers 2008].

Anticipation is a key aspect that can influence the emotion one
can manifest as preparing for upcoming events allows planning of
behavioral strategies and action preferences that ensure survival in
an ever-changing environment [Erk et al. 2006]. Making the bridge
between anticipation and confidence, if the subject anticipates a
certain event, a level of confidence is created, whether it be low (for
example: if the subject does not know what to expect or it knows
its outcome might be bad), high (for instance, if the subject knows
what to expect) or something in between.

Moreover,mood greatly affects the emotions one can feel as well
as their intents. When in a good mood a subject will be more prone
to have positive views about the world that they live in and the
emotions felt will be in agreement with this - they will feel more
positive emotions. This is important to be portrayed by the game
character as this can serve as a way for the players to understand
the overall feeling of the character based on what happened in the
past.
Affective models can be seen as appraisal theory approaches

[Scherer et al. 2010]. Appraisal theory presupposes that all emo-
tions come in largely through the subject’s interpretation of events.
Appraisal theory applications have been done in the past [Dias and
Paiva 2005] [Ochs et al. 2010]. These could model a range of the
emotions, including coping mechanism to deal with specific goals
and individual personality and also are an excellent examples of how
consequences of events, object characteristics may all contribute to
increased believability.

The model from Pimentel [Pimentel 2016] evaluated the current
situation in order to construct a model based on expectations, where

HTTPS://ORCID.ORG/1234-5678-9012


the character could experience 6 distinct emotions (along with a neu-
tral one). This was done based on the evaluation of the character for
any event or object and the consequence of that event or the contact
with that object. Different ways of encounters take place with the
objects as the game unfolds, leading to different evaluation interpre-
tations for the same object. Based on the Emotivector [Martinho
2007], the sensorial input is split into several groups, according to
what the agent expects and its valence: expecting a punishment
and receiving a reward prompts the model to return happiness and
satisfaction. Pimentel’s approach served as a foundation for this
work.

When constructing a model, it is important to calculate, what
the character would expect to happen, provided the current world
status. Given their versatility, one opted to use Bayesian Networks
(BNs). A BN is a probabilistic graphical model that represents a set
of variables and their conditional dependencies through a Directed
Acyclic Graph (DAG) [Murphy 1998]. If a causal probabilistic depen-
dence occurs between two random variables in the graph, a directed
edge connects the two respective nodes [Murphy 1998], while the
directed edge from a node A to a node B indicates that the random
variable A causes the random variable B.

Causes are believed to be independent when there is no edge
between the two causal nodes, although this assumption is not
generally necessary. Because a DAG is a hierarchical system, the
usage of words such as parent, child, ancestor, or descendant for
certain nodes is unambiguous[Spiegelhalter 2002].

The whole definition of BN is based on the Bayes theorem, which
allows one to express the conditional distribution of cause proba-
bility given the evidence observed using the converse conditional
probability of observing evidence given the cause.
Where Evidence is an Event / Observation, Cause is a Cause /

Hypothesis, P [Cause|Evidence] is the Posterior probability and P
[Evidence|Cause] is the Likelihood function. P[Cause] represents
the Prior probability.

One may construct a full probability model by defining only the
distribution of conditional probability in each node[Spiegelhalter
2002]. Any child node will contain every combination of its parents’
boolean value. This will prove useful, as it can easily present all of
the possible outcomes and aid in understanding if given a situation
is expected or not.
Through Belief Propagation, children can propagate their beliefs

to parents and vice versa using the likelihood, priors and said be-
lief. It is then possible to undergo the process of Parameter Learning
which uses data to learn the distributions of a BN. The expectation-
maximization algorithm is a classical approach to the direct maxi-
mization of the posterior probability.
The choice of using BNs lies mostly on the fact of its versatility,

as seen in recent works from trying to predict the environmental
risk of a possible ship accident [Koromila et al. 2014], to modeling
crime scenarios [Vlek et al. 2013] and even an analysis of driver’s
behavioral tendency under different emotional states [Liu andWang
2020]. BNs also offer low information cost - even with a low number
of updates, good results can be expected. As the network tries to
predict what will happen taken into account the past, one can then
emulate different “backgrounds" with a simple tweak of the values
of the parameters - mirroring the observations of specific events.

Relying on these factors, BNs were applied to the emotional side
of in-game characters as current studies lack this approach.
The work from Gomes et. al. [Gomes et al. 2013] was followed,

as a way to measure the impact of the model.

3 MODEL
The model approach is centered on six main concepts – Stimuli,
the Network, Confidence, Mood, Magnitude, Emotional Output.
Excluding “Confidence", these are arranged as in Figure 1.

Fig. 1. An overview of the Mental Model.

The character formulates stimuli from the game’s environment
and outputs either a Passive or Active Emotion containing the Mood,
the Magnitude of the emotion and the stimulus.

3.1 Stimuli
Stimuli are interpretations made in the character’s head of things
that happen around it. They contain information regarding what just
happened: stimulus always contain a source (the cause/the origin
of the stimulus) and if it was already processed by the network
(explained later). There are See Stimuli - when a character sees a
chest or an enemy - Chest Interaction Stimuli - when it opens a
chest - and Combat Stimuli - when it receives or gives damage to
an enemy or when it dies by or kills an enemy.

The character’s internal state is where See Stimuli are maintained.
At every frame, the character looks for surrounding elements with
which it is aware that engaging will cause it to modify its internal
state, such as chests that have yet to be opened or alive foes. Other
forms of stimuli, in addition to See Stimuli, are retained in the



character’s internal state. These stimuli are likewise saved, but this
time with the intention of being processed as a whole. For example,
if a character sees an enemy, and then engages in a battle, the enemy
attacks will be used to formulate stimuli and these will be stored
in order to compute the anticipated damage the character expected
versus the actual damage received.

3.2 Network
In order to have some Decision Making process, the character needs
to store the information about everything it knows inside itsmemory
and as this model will play with uncertainty, the character needs to
form anticipation to the outcome of a certain action. This was done
using a BN. To implement it, one chose to integrate the Bayes Server
Application Programming Interface (API)1 . Among many things, it
offers Online Learning which enables the user or API developer to
update the distributions in a BN each record at a time.
The conceptual network that supports this work can be as com-

plex and interconnected as one sees fit. One opted for a first imple-
mentation using only simpler concepts to test the impact which the
network can have at this point - building a baseline for future work.
The implementation can be seen in Figure 2.

Fig. 2. Implementation of the Network using Unity’s Graph View API2

As such, it is possible to open the network as an attribute of the
character and change the values at will. The network and its values
are saved as a file and, at the start of the game, a copy to not override
the original. The two APIs stored data differently and a translation
was done from that which is stored in a file (Unity’s Graph View), to
the data read by Bayes Server in the beginning of the game (for the
network to update throughout it) and the other way around every
time the network is updated (in order to see a change in the values).

“Good Item" displays how likely the next treasure contains a good
item, i.e. a better sword. The damage expected to receive from a
character is split into 4 equally valued parts (25% each). Throughout
the game, these values will be changed according to what happened
to the character, yet this time each set of 4 nodes must ensure that
only one node is false at a time.

1https://www.bayesserver.com/
2 https://docs.unity3d.com/ScriptReference/Experimental.GraphView.GraphView.html

It can also be seen Experience and Fading values. This is because
Online Learning of discrete nodes requires the use of Experience
tables and optionally Fading tables. Experience is the degree of prior
knowledge about the associated probabilities is reflected in the value.
Fading means the significance of prior information diminishes over
time and more importance is put to recent information.

3.3 Confidence
As one is dealing with probability values, these are not certain. So,
confidence is a value which represents how confident the character
is that an outcome will happen. As these are an evaluation of the
network, the closer a node’s probability gets to 1, the more confident
the character will become. This means confidence values range
from 0 to 0.5. For simple nodes with no parents, it can be calculated
easily by subtracting 0.5 from the probable value. For child nodes
the value is calculated differently. In order for the outcome of this
node to happpen, one (or both, or neither) of the parents had to
happen. So, the confidence of this outcome can be calculated through
knowing the confidence of its predecessors, adding the values to
the confidence of the child node and dividing by the total number
of nodes. So the calculation is as follows:

𝐶𝐶ℎ𝑖𝑙𝑑𝑁𝑜𝑑𝑒=𝑇𝑟𝑢𝑒 =
𝐶𝑃𝑎𝑟𝑒𝑛𝑡1 +𝐶𝑃𝑎𝑟𝑒𝑛𝑡2 + ... +𝐶𝐶ℎ𝑖𝑙𝑑𝑁𝑜𝑑𝑒

𝑁𝑃𝑎𝑟𝑒𝑛𝑡𝑠 + 1
(1)

Where C means Confidence. This calculation was devised in order
for the character to chose which event to react to. This allows for
the character to focus on the events that it is more confident about.

3.4 Mood
Considering a window of the past events of the character, if the
majority of these are positive ones, then the character’s mood leans
towards happiness, otherwise it will lean towards sadness (using
a continuous scale from -1 to 1). It can be seen as a spectrum (from
“sad" to “happy").

An overall assessment of what the character knows is done: a
weighted average of the overall confidence of the character is done.
The confidence values are added when the outcome is good - for
example, when the chance of getting a good item from opening a
chest -, subtracted otherwise and the result is divided by the sum of
all weights. When considering its health condition, the character
takes its current health percentage and then subtracts the possible
damage percentage it knows an enemy is likely to give. The confi-
dence value is added to the mood if this result is greater than 0%
and subtracted otherwise. When in-combat, it takes the enemy’s
current health percentage and uses it as a progress of the battle -
when 100% then the battle as only begun, 0% means the battle is
over. Doing this, and taking into account how much damage it has
received from that enemy, the character then calculates (using the
rule of three) how much health will it have when the battle is over.
The character reacts differently to stronger versions of enemies.

This is done inducing a bias towards these which is defined a priori.
This bias is a value from 0 to 1which represents howmuch additional
damage the character will think this newer version deals. It can be
set to 0, in order not to introduce any bias. So, when calculating the
amount of health it thinks it will have at the end of the combat, it



subtracts this bias to it, leaving it with the final result. The confidence
value is added or subtracted the same way as before.

This weighted average only takes into consideration what the
character knows about its environment until that moment.

3.5 Magnitude
In this work extrinsic factors were taken into account, such as a
feeling of surprise when something unexpected happen. As such,
magnitude, can be seen as both the intensity of a certain emotion
or its unexpectedness: events which happen often lack novelty and
thus are less impactful - the character gets used to it.
This is calculated taking the character’s memories into account

and contrasting it with what happened in the world. This is done
subtracting the confidence of the before and after state of a certain
event. The difference will reflect how unexpected the event was.
Confidence values range from 0 to 0.5 but magnitude ranges from 0
to 1 so the output is doubled.
When the character is killed or kills an enemy, the confidence

is not the only information used - it also takes into account the
expected damaged from an enemy, as this can be different at the end
of the battle from what it was in the beginning. So, the end result
is the absolute value of subtracting the damage of the before and
after state. As there are 4 different nodes for damage from an enemy
and result must be between 0 and 1 then the character subtracts the
damage expected(%) from the damage received(%).

When only seeing an enemy or chest, the magnitude is the confi-
dence multiplied by 2, as this is only an assessment of the character’s
memories and its expectations.

3.6 Emotional Output
The character emits a Passive Emotion when seeing enemies or
chests (which do not change its internal state and are outputted
at every frame) but also emits an Active Emotion when killing
or getting killed by an enemy, when it attacks or is attacked by an
enemy and when it opens a chest (which changes its internal state).
The character will not output a Passive Emotion when seeing
chests that have been opened (as it already reacted to opening them)
nor to enemies that have perished (as these disappear and do not
hold any more value).

When calculating a Passive Emotion, the character sees (within
a specified range) enemies or chests which it will react to. Then
it searches for the path in the network (from leaf to root node -
either killing an enemy or opening a chest) which holds a higher
confidence value plus a default confidence margin. If it is deciding
between chests which to react to, the closest is chosen. Within that
default confidence margin, values are treated as if they were the
same. The final value for it was 0.1 as nodes with the same set of
updates would differ around that value.
This will be outputted and can be labelled as: Relief - when

Magnitude = 0, Mood = 1; Distress - whenMagnitude = 0, Mood = -1;
Hope - when Magnitude = 1, Mood = 1 and Fear - when Magnitude
= 1, Mood = -1.

When calculating a Active Emotion, it is possible to understand,
for example, when the character is injured from the enemy through

Unity Events. The character formulates a stimuli based on what
happened and stores this stimuli until it gets killed or kills that
enemy - only then it knows the total damage percentage the enemy
inflicted. When this happens, the character sums all the damage
received by that enemy for later comparison and outputting the
emotion. When the character is killed by an enemy, it stores this
stimuli as being given 100% of damage. After the damage is summed,
the stimuli are discarded.
The state of the network is stored, the network is updated and

the after state is compared to the before stare. The data from the
network is copied to Unity’s Graph View and an Active Emotion
is outputted.

4 EVALUATION

4.1 Game Description
The game consists on a main character who sees its friends fainting
at a table and ventures into the wilderness to seek vengeance, killing
enemies along the way and opening treasures for loot.
The game developed starts with the controls being given to the

player. It is possible to control the character, making it move in every
direction, jump, attack (with a sword) or defend (with a shield). There
are checkpoints in the game where the character returns after being
killed. There are two types of enemies: Rat Assassins (which have a
dagger) and Beholders (that hover above the ground) - both with a
normal and stronger version. The character can interact with levers
which allows it to access different rooms of the game. The enemies
chase the character as they see it.

Fig. 3. The second room the player encounters.

4.2 Implementation
Firstly, the game world which the testing would be done in was
created. After making a moving character and a camera that would
follow it, it was just a question of building the game logic itself,
including key bindings, movements, attacks, enemy AI, treasure
findings, sound effects, particle system, a pause menu and so on.
The last part was creating a game world which set the environment

Unity Events are a way of allowing user driven callback to be persisted from edit time
to run time without the need for additional programming and script configuration.



the character would be able to traverse and finally have a playable
game.

Next, the integration with the Bayes Server API was done follow-
ing the API documentation.
The visual depiction using Unity’s Graph View API was coded

from scratch to better understand what was the architecture one
was going for. The two APIs were connected allowing them to
copy values from one to the other - the visual API was able to add
nodes, change their values and choose which nodes connected to
one another before running the game and upon running the game,
this information would be sent to the Bayes Server API in order for
the online learning to be done.

Fig. 4. The architecture and flow of information between the game through
Unity Events, the Bayes Server API and Unity’s Graph View API.

As a way for the the game to broadcast events which in turn
updated the network, Unity Events were used. This was done as
one was dealing with:

• Content Driven Callbacks - which means the system can
know, at the time of the event, all the content it wants to
know. This is useful, for example to know the type of enemy
the character has just attacked.

• Pre-configured Call Events - This means that when some-
thing targeted as an event happens, it runs a certain function
that is bound to it. For instance, when attacking an enemy
formulate a stimulus.

• Persistent Callbacks - Used when one wants to persist data
when the actor of the data was deleted. An example of this

would be when an enemy dies, the callback for killing an
enemy must be made but as the enemy dies then this data is
maintained - it persists.

• Decoupling Systems - A term to indicate that two or more
systems somehow work or are connected without being di-
rectly connected. This is exactly what happens with the game
environment and the BN.

Following this, the character now formulated stimuli and updated
the network. The values from the network needed to be decoded
into the emotions to be outputted. The mood and magnitude con-
cepts were implemented around the same time and were thought
throughout some time to fully represent a truthful appraisal from
the network. These were then pipelined to be outputted to the next
module.
During this stage there were 2 days in which 5 users were con-

sulted (3 in one day and 2 in other). This was done in order to
possibly ascertain whether or not a design decision should be kept
or discarded in favour of another. The users would test the game
(using either a gamepad or a mouse and keyboard setup) in a specific
scenario and would both answer questions asked about the game as
well as talk out loud their intents and character’s reactions. After
being consulted, the users reported the actions of the emotions of
the character felt coherent and, thus, it was possible to continue to
the next phase.
The implementation process described only covered the final

solution one developed. Although not mentioned, many obstacles
were found along the way which were then discussed and tackled
in the most suitable way one found possible.

4.3 Test Methodology
The tests were divided into 2 parts: the pilot tests (with a focus
group) and the final tests. The pilot tests were created to validate if
everything was in order to then be able to progress to the final tests.
The control group was allowed to ask questions to the developers
(as these were present in an internet call) and for the final tests were
done only by sharing the same questionnaire’s link which contained
the game build but were not accompanied by the developers.

Users were questioned about their gaming preferences and demo-
graphics (to help with the characterisation of the sample). Next, the
players would be asked to answer 4 questions regarding what they
thought was the valence of the expression demonstrated in a Graph-
ics Interchange Format (GIF) image by the main character. This was
done using a Likert scale from 1 to 5 meaning “Very Negative" and
“Very Positive", respectively, with a neutral choice in 3.

Testers played 3 game versions. Onewhich all affective processing
was either pre-scripted or reactive (version 1, reactive model), one
which contained the model (version 2, non-reactive model). To test
both models, the users were asked to rate how much they agreed
or disagreed with a series of statements on a Likert scale of 1 to 7,
with a neutral choice in 4:

• 1 - It is easy to understand what the character is thinking or
feeling.

• 2 - The world around the character influenced the character
behaviour.



• 3 - The character behaved in a predictable and coherent man-
ner.

• 4 - It is easy to understand what the character thinks will
happen next.

These measured Behavior Understandability, Change With
Experience, Predictability, Behaviour Coherence and also the
model’s ability to predict what would happen in the future and if
this was apparent to the players.
They had to report the frequency of the 4 different emotional

responses in a Likert scale with a range from 1 (Never Happened) to
5 (Happened Frequently) and were also asked to describe one or two
(onemandatory and one optional) situations in which their character
expressed one of the expressions showed in the questionnaire and
briefly explain what may have lead to it. At the end, users had to
upload a zip file which contained files with information retrieved
from their playing in order to perform a “manipulation check" - (if
what the users reported was what actually happened during their
playthrough).
In the control group an outlier was discovered which could not

detect some character’s emotions. After deliberation, two more
people were introduced to the control group and did not conduct
the same unexpected results. The testing continued to the next step.

5 RESULTS
Using IBM’s SPSS to analyze the testing outcomes, a total of 31 indi-
viduals answered the questionnaire. 4 users were removed from the
study (leaving 27 in total) as these could not clearly discern positive
expressions from negative ones, and thus their understanding of
the game could be biased. Additionally, ordinal demographic data
was transformed to its numeric counterpart.

Of the total 27 testers, 24 identified themselves as male, 2 as
female and 1 as Non-binary. 20 of which were 22 or 23 years old.
The average test user schedules time to play video games (20 players,
74.07%) and enjoys the adventure game genre (23 players, 85.19%).
Additionally not a single user plays video games very rarely and
is not familiar with these games. Regarding if the players usually
value the expression of emotions of the characters they control when
playing games, 8 testers (29.63%) report that they value gameplay
over the character’s expression, 16 users (59.26%) said they equally
value the two dynamics, and only 3 people (11.11%) addressed they
value the character’s expressions over the gameplay. Regarding
the way they chose to test the game, 11 testers (40.74%) used the
keyboard and mouse setup while 16 (59.26%) used a gamepad. All
of the reported valences were according to what the character was
feeling being it more positive when showing Relief (Mean = 3.52,
Std. Dev. = 0.7) and Hope (Mean = 3.93, Std. Dev. = 0.73) or more
negative with Distress (Mean = 1.67, Std. Dev. = 0.62) and Fear
(Mean = 1.7, Std. Dev. = 0.823).

5.1 The Developed Model vs the Reactive Model
One looked at how each of the Likert variables differs from one
model to the other. Likert variables are ordinal in nature, but because
they are generally symmetric, it was assumed equal gaps between
the ordinal values. By doing so, one may consider ordinal data as

numeric in some domains, allowing one to make a wider range of
statistical inferences.
Shapiro-Wilk Tests were done to test for normality. Only the

fourth question in both versions did approximate from a normal
distribution (𝑝𝑉 1 = 0.099 > 0.05, 𝑝𝑉 2 = 0.062 > 0.05). One applied
a Dependent T-test to both version yet there was no statistically
significant improvement in the understanding what the character
thinks will happen next (𝑝 = 0.589 > 0.05). A Non-parametric
analysis was done to every other question using a Wilcoxon Signed-
Rank Test yielding: Q1 = (𝑝 = 0.740 > 0.05), Q2 = (𝑝 = 0.059 >

0.05), Q3 = (𝑝 = 0.349 > 0.05). These suggest that there is no
statistical difference in: understanding what character was thinking
or feeling, the world influence effect in the character’s behaviour
and the character’s predictability and behavior coherence between
the two models.

It was also considered to determine whether there was any corre-
lation between the models and the sample’s demographics. As other
demographics were very polar, the player’s control choice was the
sub-group chosen to be analysed. The correlation between every
demographics sub-group was run and there no statistical significant
correlation between any of them, using Kendall’s tau-b (𝑝 > 0.05).
As there were no correlation, a Mann-Whitney U-test was done to
understand if the control scheme used by the players influenced the
character believability.

The results seem to show that an important factor for the believ-
ability of the character is the hardware used to control it, at least
in the context of the believability dimensions one explored. This
can be seen in the dimension of understanding what the character
is thinking or feeling (Reactive: (𝑈 = 35.0, 𝑝 = 0.007, ` = 4.81,
𝑀𝑒𝑑𝑖𝑎𝑛 = 5.0) and Developed: (𝑈 = 38.5, 𝑝 = 0.013, ` = 4.89,
𝑀𝑒𝑑𝑖𝑎𝑛 = 5.0)) and in the dimension of understanding what the
character thinks will happen next (Reactive: (𝑈 = 48.0, 𝑝 = 0.044,
` = 4.41, 𝑀𝑒𝑑𝑖𝑎𝑛 = 5.0) and Developed: (𝑈 = 43.5, 𝑝 = 0.026,
` = 4.56,𝑀𝑒𝑑𝑖𝑎𝑛 = 5.0)). The medians show no difference and the
means increase in both cases. These results show that when using
a gamepad to play, testers felt is was easier to understand what
the character was thinking or feeling and also what the character
thinks will happen next than when they played with a mouse and
keyboard setup.

5.2 Result Validation
The gathered results were analysed one by one to understand if
what the users reported was what actually happened in the game.
However, there were many cases that these did not match. For exam-
ple, there was a bias towards reporting more negative emotions (like
fear) than what actually happened. One suspected it was because
the animations were more apparent for this emotion.

5.3 Discussion
The results obtained were checked in order to guarantee that the
participants could understand no less than the valence of the emo-
tion (if it was negative, positive or something in between). However,
the finer expressions of the emotions provided might not have been
clear in some contexts presented and the players could have been
given a certain guidance to focus on the character’s behaviour and



expression. These, however, could introduce a bias which was not
intended for the purpose of a thorough evaluation procedure. If the
character’s animation were to be bettered, then the results might
yield different values from those which have been shown.

6 CONCLUSIONS
Because game characters’ emotions are often written, it was hy-
pothesized that utilizing a Bayesian Network to forecast what may
happen in a gaming setting would allow for more convincing emo-
tional expression. The tests were carried out using an adventure
game created from the ground up that used a model to predict what
would happen to a game character against a reactive model.

Although there was no evidence that this model can outperform
a reactive model, there was evidence of the importance of control
hardware in improving a character’s believability, both in terms
of understanding what it is thinking or feeling and in terms of
understanding what it expects to happen next. In some of the cir-
cumstances supplied, the finer expressions of the emotions provided
may not have been evident and so the result carried could differ if
other types of emotion expressions are chosen.

For future work, integrating more types of stimuli is a good start-
ing point. Not only that but giving characters a personality could
add more depth to the emotions felt by the characters. Additionally,
the game is currently single-player only. It would be interesting to
have a multi-player version where characters would have a sort of
affinity (or aversion) to one another. Exploring the concept of The-
ory of Mind could have an impact on the relations of said characters.
These works could then impact other areas of study between virtual
agents and humans such as empathy.
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