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Abstract—In late 2019, a new virus with a high rate of spread
changed the daily lives of the entire world population. Many
sectors have been brutally affected by the presence of this virus,
including the public transport sector. The impact in this sector
is even greater because vehicles are closed public spaces, which
leads people to avoid this means of mobility due to the fear
of contracting the virus that can be deadly. Among the main
measures to prevent the transmission of COVID-19 are the use
of a mask, social distance and vehicle hygiene and ventilation,
however they are not the only measures that can be implemented.
This project aims to make buses safer places for people through
the integration of different services. These services aim at the
transmission of information that includes the real-time capacity
of buses for client applications, the integration of a platform that
allows obtaining customer opinions and other data about public
transport services to facilitate the analysis of improvements to
be made. In this way, better planning in relation to the different
services will be possible, a lower percentage of occupancy on
each bus and better planning by passengers on their trips.

Index Terms—COVID-19; bus; passenger counting; facial
recognition; face mask detection;

I. INTRODUCTION

Currently, we are witnessing the evolution of a new pan-
demic that has affected the lives of all people around the globe.
A new virus began to spread in China, more specifically in
the region of Wuhan and, with a high degree of contagion, it
spread across several countries in a few weeks. Since then, the
Severe Acute Respiratory Syndrome Coronavirus 2 (SARS-
CoV-2) deeply influenced people’s lifestyle and mobility, with
a great decrease on both air and urban circulation and an
unprecedented increase in work at home. This impact clearly
affected the economic and health sectors, which led govern-
ments across the world to establish measures to fight this
pandemic.

Corona Virus Disease 2019 (COVID-19) represents a great
challenge for all sectors of the urban mobility and public
transport are no exception. This sector has presented an
unprecedented decline in demand and revenue. With the rise of
telecommuting, many people no longer need to move to their
place of work. The use of private transport has been increasing
and the use of public transport has been discouraged due to the
interaction between the people in an enclosed space, although
there is no evidence that a significant number of outbreaks
originated or were triggered by public transport [1].

The fact that the new coronavirus is highly contagious
and that many people who are infected have no symptoms

substantiates a concern with regard to exposure to viruses
in public transport. People find themselves confined in a
closed and very limited space where the risk of contagion
increases proportionally with the increase of the capacity of
these vehicles. Access control does not allow the identification
of sick passengers, as they may often have contracted the virus
without showing symptoms. Also, the existence of multiple
surfaces that are not regularly disinfected is another concern
as they may be another important source of transmission of the
virus. Therefore, the public transport sector has studied various
forms of prevention and control that beats the pandemic so
that its passengers feel safer and so that they can constitute a
good alternative for urban mobility, even during the restrictions
caused by the pandemic. Some of these studies involve the
dematerialization of services related to public transport in
order to avoid contact with potentially infected surfaces, the
monitoring of stocking in order to reduce the risk of contagion,
the implementation of new sanitation systems and ventilation
or the implementation of systems that allow greater control by
public transport operators over the safety of their passengers,
namely through the analysis of certain data and events that
occur during trips that may have contributed to the propagation
of the viruses.

The concept of social distancing emerged as one of the
greatest measures to prevent virus transmission. The World
Health Organization recommends a distance of at least one
meter between people, while other health-related organizations
suggest physical distance of two meters. This recommended
distance is for open environments, although the recommended
distance for closed environments is still not known, as they
have many associated variables. For public transport, physical
distance is difficult to implement, because they are of closed
and limited spaces, where the density of people is high and
therefore the maximum capacity has been on average a third
of what it was before the outbreak of the pandemic, which
profoundly affects the viability of the public transport sector.
Another concept that has emerged and has been shown to
be one of the most effective measures is the use of face
masks. Face masks can significantly reduce virus transmission
in exhaled breath, particularly of asymptomatic people or with
mild symptoms [2]. The filtering capacity of social masks is
greater than 80% for particles smaller than 300nm and greater
than 90% for particles larger than 300nm, with combinations
of common tissues, such as chiffon, silk or cotton [3] [4].



Therefore, the use of masks in public spaces has been one of
the main measures to fight the pandemic.

Therefore, the main objective of this project is to help the
public transport sector in adapting it to the new reality, offering
solutions to fight the COVID-19 pandemic. Solutions aimed at
predicting future capacity, the collection of opinions and traffic
information automatically through the voluntary participation
of passengers and the dematerialization of bus services were
solutions designed to fight the pandemic. However, due to
various limitations imposed by the period of confinement
due to the pandemic COVID-19, it has only been developed
a solution that allows the identification of the number of
passengers in a bus for a specific stop and at a specific time by
counting the number of entries and exits of passengers at that
time, making this information available to various modules of
a system. Thus, it will be possible to alert travelers in real
time and, at the same time, carry out a better management
of resources by public transport companies, minimizing the
impact of COVID-19 in this sector. The solution is also
intended to identify the number of passengers who boarded
a bus who correctly put on their face mask at that time, which
helps to identify areas where greater encouragement to the use
of a face mask is needed. Also, the solution will be integrated
into the systems of Card4B, company responsible for software
implementation on buses.

The remainder of the paper is structured as follows: in
section II, topics will be addressed such as the different
approaches already taken to obtain the occupation of public
transport vehicles automatically, either through hardware in-
stalled in the vehicles themselves or through computer vision
using cameras to obtain different types of data. The description
of the passenger counting solution as well as the software and
hardware used is provided in section III. The methodology
used to evaluate the solution and the respective results will
be done in section IV. Finally, section V describes the main
findings and future work.

II. SOLUTIONS OF PASSENGER COUNTING AND FACIAL
RECOGNITION

A. Automatic Passenger Counting (APC)

A demand-driven design of public transport systems re-
quires a full analysis of the traffic flows. To ensure a sufficient
supply of public transport vehicles, it is common conduct
passenger surveys repeatedly over time. Even more, in times
of pandemic where physical separation between people is
advised, especially in closed spaces and, consequently, the
reduction of the maximum capacity allowed in transport
vehicles public, this analysis has become even more urgent.
Some typical issues to be resolved in this context they are
obtaining the number of people inside the vehicle, the flow of
passengers at each stop and analyzing the entry and exit points
on the vehicle. To resolve these issues, there is an effort to
automatically and continuously respond to as many questions
as possible above. One of the technologies developed for this
purpose is the APC technology that includes devices for in-
stallation in transit vehicles, including buses, which accurately

record shipping data, thus improving accuracy and reliability
the tracking of data related to the flow of passengers. APC
devices can be especially useful in high-volume passenger
applications and can be crucial in enabling boarding at all
doors on buses to collect accurate stocking data and compare
these data with the tariff revenues.

These devices provide the basis for obtaining real-time
information about the agglomeration of vehicles for transit
cyclists. If this information is available in real time, pilots
can choose to wait for the next vehicle, if it is coming
soon and less crowded. In conjunction with the efforts of
the operators to adjust the service, this information can keep
transit passengers safer and informed. APC data is mainly
used to create, evaluate and adjust schedules and execution
times, and to plan and justify route changes, but can also be
used for determining the best locations to add transit points.
Looking at data associated with stops from bus, those with
very low capacity could be eliminated and those with very high
capacity may have an additional stop added. APC also includes
the option to connect video cameras and record image data,
which helps in detecting fraud by comparing counter numbers
with ticket machine numbers and identifying differences that
can help claim higher revenue from ticketing agencies traffic
and identify fraud hotspots. He can also optimize the number
of passengers, using detailed data to assess the distance that
the passengers actually travel, see which parts of their routes
make money and which parts don’t analyze the movements of
passengers between the wagons and inform the requests for
concessionary revenues.

To get to these answers using APC, several approaches have
been developed, including light barrier sensors inside doors
and switch mats, pressure sensors, onboard weighting sys-
tems, measurements of mobile signals, ticket applications or
payment barriers, all with their advantages and disadvantages.
But counting passengers through cameras is the most currently
used approach to measure the occupation of vehicles. There are
cameras that can be used in conjunction with smart counters
to register a number of passengers entering and leaving at
each stop or station. These video passenger counting systems
can have an accuracy of 98% and with them, operators can
verify that the system is counting correctly by analyzing
the video showing people entering and exiting the vehicle
in addition to the increasing counts. Cameras can be placed
in different locations. More usually the cameras usually be
placed over each door. Each of the cameras captures sequences
of images and is connected to a counting unit that runs a
three-dimensional software algorithm that identifies and counts
individual passengers detecting entrances and exits. A built-in
video server allows the users view live video images alongside
people counts so they can accurately verify and configure the
system via the Internet. Once configured, the counts are sent
over the network to the corresponding servers or are stored
locally.



B. Obtaining information using cameras

The cameras can therefore be used for various purposes and,
in the public transport sector, are fundamental technologies for
obtaining information that will be used in the management of
many services that transport operators want to provide their
customers.

People counting cameras are a widely used example to get
information. Installed on buses, update the stocking informa-
tion in real time, which allows a more effective control of the
number of people on the bus. The people counting cameras
have sensors that detect people who transit within a determined
area. In addition, they contain software developed to control
stocking on that area, processing the information collected
and giving rise to graphs and reports that facilitate making
decisions that allow to avoid overcrowding. Some models
of this type of camera can identify the person’s transition
direction in a given area and identify whether an entry or
an exit has occurred, thus giving even more tools for better
stocking control while reducing resources. Yet some models
contain software that shows the current capacity determined
by the camera on the screen as a traffic light that informs
whether the passenger will be able to enter the bus, taking
into account these stocking information.

Another premise in the control of entrances to buses is the
verification of the body temperature of the passengers. Usually
this verification is done using IP thermometers, however in
spaces with high circulation of people such as buses, the
measurement turns out to be very time-consuming. Soon, in
these spaces it is necessary to implement a body temperature
measurement system that uses thermography, such as thermal
cameras. These cameras are capable of converting the radiation
from infrared emitted by human beings in a graphic image
measuring accurately, in real time, the body temperature of
people, thus being able to detect cases of fever instantly.
Furthermore, they incorporate artificial intelligence for facial
detection, which helps to filter out other heat emitters that
the camera can capture. All thermal camera solutions contain
a software for managing and monitoring the temperatures of
people who, after detecting a temperature above a preset value,
activate an audible or visual alarm.

However, cameras are specially used to capture images
that can be used for facial detection and recognition. Facial
detection and recognition technologies are widely used for
different tasks in different areas. In all these tasks, face detec-
tion aims to identify faces from the people through captured
images and videos and facial recognition allows to identify the
individual’s biological data. There are other biometric systems
that allow you to identify people using fingerprints or iris, but
these systems have the disadvantage of involving a process
where it is necessary contact with the person. Facial analysis
systems can capture images from a distance without there is
any physical contact with the person to be identified, which
in times of pandemic is seen as a great advantage over other
systems. Easy image storage for facial analysis can be seen
as another advantage of these systems [6]. Currently there are

Application Programming Interfaces (API’s) that do this facial
analysis, as the more used are Amazon Web Services (AWS)
face recognition API and Microsoft Azure Facial Recognition
API.

AWS face recognition API analyzes images containing
faces, either for facial detection or for face comparison, bring-
ing together demographics such as people’s age and gender.
For face detection, this API determines the presence, location,
scale and orientation of any face present in an image or in
a video, regardless of attributes such as gender and age. For
facial recognition, it receives an image and makes a prediction
about the correspondence with other faces identified in others
images present in a database. For both face detection and face
recognition, it provides an estimate of the confidence level of
the prediction in the form of a confidence score. The region
with the largest confidence score contains a higher probability
of detecting a face or detecting faces correspondents. Through
these confidence scores, users must consider the threshold of
the confidence score provided by the API when designing their
applications and thus decisions according to the output of this
[7].

The Microsoft Azure Facial Recognition API is an API
developed by Microsoft that detects and compares human
faces, organizes images into groups based on similarities,
identifies people previously tagged in images, running locally
or in the cloud. Plus you can check the probability that two
faces belong to the same person, returning a confidence score
about the probability that the two faces belong to one person.
The face cognitive service provides several facial analysis
functions including detection, verification, identification and
grouping of faces. In face detection, it returns the coordinates
of the bounding box that “finds” the face, being able to extract
a series of attributes related to the face. At face checking, it
checks if two faces belong to the same person or if one face
belongs to a certain identified person. When identifying faces,
this cognitive service creates a group of people by analyzing
faces within a database and, after creating and training that
database, identifies whether a face detected in a new image
belongs to that group of people. In face grouping, it divides
a set of unknown faces into multiple groups of people based
on similarity aspects, such as the faces being the same age, or
the same gender or until similar emotions are identified [8].

III. PASSENGER COUNTING AND FACE MASK DETECTION
SOLUTION

As referred before, the proposed solution will be integrated
into Card4B’s integrated mobility solutions. Fig. 1 shows a
functional architecture of the system initially designed after the
integration of the solution into the system already implemented
by Card4B. However, within the scope of this work, it was
only possible to implement the system in the area marked
in blue, which includes a solution in the Sensors module
that provides information about the passenger count and mask
detection, also providing the images captured by the cameras
at the time of the passenger flow.



Fig. 1. Overall solution architecture

The solution presented consists of counting passengers at
each stop using cameras. Two passenger counting cameras
installed at the entrance and exit doors will be used. Each
one contains sensors that detect and count people who pass
through a specific area and the information collected by these
will be processed later. The camera acquired to carry out
the passenger count was the SUNMI Face Sense Camera, a
camera widely used for monitoring stores. This camera will
be used to monitor the entrances and exits of passengers on
buses where it is necessary to analyze the interface present
in the SUNMI App. In this way, the Sensors module is able
to remove the number of entries and the number of exits that
the camera was able to detect and with them calculate the
current capacity on the bus, subtracting the number of exits
from the number of entries. To access the results of this count,
it is necessary to use an API that SUNMI provides for this
purpose, called OpenAPI. Due to the unavailability of using
OpenAPI due to problems found in OpenAPI and due to the
delay in solving these problems, the counting process had to
be remodeled, starting to be done through the analysis of the
captured images by the camera, which were manually placed
in a storage solution. Due to this restriction, it is not necessary
to capture images at the bus doors using a specialized counting
camera, it is just enough to install a camera that captures
several images at certain time intervals during the process of
entering and leaving passengers at a stop.

This solution involves two states: after opening of doors
and after closing of doors. In each of these states the system
will have different functions. In the first state, images will be
captured by cameras installed on the bus doors during the flow
of passengers. In the second state, the analysis of the images
captured in the first state will take place, including the count
of passengers during this flow and verification of the use of a
mask. Verification of mask use will only be made on images
captured by the camera installed on the front door.

After the first state, it is necessary to send the images
captured by the cameras to an image storage server. To
store the images, Azure Blob Storage was used, which is a

Microsoft’s object storage solution for the cloud. To send the
images, there must be an exchange of messages between Azure
Blob Storage and the Sensors module. When the bus doors
close, after passengers enter and exit it, its server asks the
Azure Blob Storage server for permission to send the images
captured by the cameras. Then the Azure Blob Storage server
asks for the bus identifier, the trip identifier and the stop
identifier respectively in order to validate the request. Offering
valid values, the Sensors module will provide the images to
the Azure Blob Storage server which will organize the images
and place them in the correct folders.

With the images available in Azure Blob Storage, it is
possible to calculate the number of people who entered and left
the bus. For this, it is necessary to have a local meter in order
to accumulate the number of passengers who are currently
on the bus. The objective is to identify passengers in the
images present in the Azure Blob Storage, checking if these
passengers have already been identified, and also to identify
if this passenger is included in the number of entries or exits.
Thus, it is necessary to isolate a folder with images that served
as a reference for identifying passengers, comparing them with
the faces identified in the images. As software for detecting
and verifying faces, the Microsoft Azure Facial Recognition
API was used. After detecting a face in an image, that face
will be compared with the faces of passengers that have been
detected before the flow of passengers at that stop. If the
comparison returns a match, it means that the passenger was
already on the bus before the image was captured, otherwise
the detected face will be placed in the isolated folder.

Fig. 2 illustrates the process for counting people and for
mask detection. The Sensors module starts by searching all
the images captured by the camera installed in the entrance
door that are located in the folder “imagesIn” of the Azure
Blob Storage. For each image, the Microsoft Azure Facial
Recognition API detects the faces present in the image. Each
of the detected faces is compared with the faces located in
the “persons-db” folder (that matches with the faces of the
people who are already on the bus), in order to verify if that
person was already on the bus before the entry process. This
phase is very important for the final solution, as it avoids
cases where the same person contributed to more than one
increment in the counting process and allows the isolation of
people who were already on board before the passenger entry
process at a particular stop. Thus, if the API cannot identify
the face captured in the database, it will create a notification
to increase the passenger counter that will then be sent to the
Sensors module. Furthermore, that face will then be placed in
the “persons-db” folder, as the person with that face will now
belong to the group of passengers on board the bus. If the API
cannot identify the face captured in the database, it proceeds to
the mask detection process, checking if the person whose face
was detected is using a mask and if it is completely covering
his mouth and nose. During this analysis, if the API fails to
identify the correct use of the mask, the Sensors module will
increment the counter for the variable ”Defaulters” in order
to identify a passenger who did not comply with the rule



regarding the placement of the face mask when entering the
bus. Then the API analyzes the next image and the process
continues in the same way, until there are no more images to
analyze in the “imagesIn” folder.

Fig. 2. Process for passenger counting and mask detection

After analyzing all images captured by the camera installed
at the entrance door, all images captured at the exit door will be
analyzed. The process for counting passengers who departed
at a particular stop is very similar to the process for counting
passengers who entered. The local server starts by looking for
images present in the folder “imagesOut” present in the Azure
Blob Storage. For each of these images, the Microsoft Azure
Facial Recognition API detects the faces present in the image.
Then, each of the detected faces is compared with the faces
present in the “persons-db” folder, in order to verify if that
person was already present on the bus before the exit process.
If the API is able to identify the face captured in the database,
it will create a notification to decrement the passenger counter,
which will then be sent to the Sensors module. Furthermore,
that face will then be removed from the “persons-db” folder,
as the person with that face has left the bus and therefore
no longer belongs to the group of passengers on board the
bus. Then the API analyzes the next image and the process
continues in the same way, until there are no more images to
analyze in the “imagesOut” folder.

Finally, the Sensors module will send the data to the
Driver’s Application. The communication between these two
modules is done through two web services installed in each
one of the modules. The web service installed in the Sensors
module will receive the identifiers whose data the Driver’s
Application intends to receive and will send the respective
data and vice versa, constituting a bidirectional communi-
cation between modules. The data intended by the Driver’s
Application includes the number of passengers currently on
the bus, the number of people who can still get on the bus,
the number of entries and exits during the flow of passengers
at that stop, a timestamp to temporally locate that flow, the

trip identifier and the number of passengers whose mask was
not detected. If the Sensors module identifies that there was
no detection of the correct use of the mask on a passenger or
even if the local counter contains a number equal to or greater
than a maximum capacity limit, its web service will send a
notification of the identified problem to web service from the
Driver’s Application.

IV. METHODOLOGY AND RESULTS

This section aims to evaluate the performance of the devel-
oped system. It will first test the position of the cameras in
order to minimize errors in the counting of passengers made
by the SUNMI Face Sense Camera. Then, several images of
the same person will be analyzed in order to test the Microsoft
Azure Facial Recognition technology in relation to the identi-
fication of a person in an image having as a comparison term
another image already present in the system database. Finally,
it will test the system for counting passengers and detecting
face masks, using a test scenario in which the entry and exit
of passengers along a route with thirteen stops was simulated,
using images that were added to Azure Blob Storage.

A. Passenger Counting with SUNMI Face Sense Camera

Although the data obtained by SUNMI Face Sense Camera
cannot be captured due to the problem on the OpenAPI, it is
important to understand at which angles the cameras capture
images that are analyzed with the least possible conditions, in
order to get the best results. Therefore, it is concluded that it
is very useful to analyze these results even without the use of
these cameras in the implemented solution. In order to test the
passenger count, made by cameras in real time, the SUNMI
Face Sense Camera was mounted at two different angles,
representing two scenarios: one representing the diagonal
movement of the passenger and the other representing the
vertical movement of the passenger, from the perspective of the
camera. The purpose of these tests is to simulate entrances and
exits on a bus, testing the count of movements that, crossing
a given virtual line, symbolize entry or exit on a bus. For this
the image will have to be adjusted first, focusing the person’s
face in a face recognition box and delineating the limits of the
door. This adjustment is represented in Fig. 3, corresponding
to scenarios A and B. If the detected move is performed from
left to right, that move will symbolize an entry. If on the other
hand the detected movement is performed from right to left
of the line, that movement will symbolize an exit.

Fig. 3. Scenarios captured by SUNMI Face Sense Camera

To evaluate the results, a success rate was calculated for
each scenario that consists of the relationship between the



passages counted by the camera and the actual passages, as
shown in (1).

Rate of Success =
Passages Counted

Actual Passages
(1)

For each of the scenarios, seven tests will be performed:
only with one person, with two people at the same time, with
a person wearing a mask, with a person wearing a hat, with
a person wearing sunglasses, in the dark with one person and
in the dark with two people at the same time. The results of
the seven tests performed for scenarios A and B are shown in
the tables presented in Fig.4.

Fig. 4. Results from passenger counting tests with SUNMI Face Sense
Camera

After analyzing the results from scenario A, it was noticed
that the camera has a greater difficulty in counting entries of
people wearing a mask, which is justified by the fact that it
occupies a greater percentage of the person’s face compared
to a hat or sunglasses, which can make it difficult to detect
person’s face by the face detection mechanism present in
the camera. As for exits, it was possible to conclude that
the camera has slightly lower exit success rates compared to
entries, which can be explained by the impossibility to see
the passenger exiting beyond the edges of the door, which
may cause confusion on the counting sensors. In addition, it is
also concluded that, unlike the case of the entries, the camera
has more difficulty in detecting people who are wearing a
hat or especially sunglasses than people who are using a
mask, because, in the process of exiting, the camera captures
a smaller percentage of the person’s face, capturing the upper
part of the face more easily than the lower part.

After analyzing the results from scenario B, it was pos-
sible to understand that the camera has more difficulties in
detecting entrances than in the previous scenario, which can
be explained by the light coming from the outside and that it
is backlight when the camera is pointed directly at the door,
as opposed to another scenario. It was also noticed that in this
scenario, the camera has more difficulties in counting people
who wear a hat or sunglasses compared to people who wear a
mask, which can be explained by the fact that they occupy the
eye area, the main indicator for facial recognition, especially
when the camera is pointed in front of the person. As for the
exit scenarios, there were not so many differences in relation
to the entry scenarios compared to scenario A, which can be
explained by the fact that, in this case, the camera was able
to capture the passenger after the exit, due to the extension
of the image in relation to the delineated virtual line, contrary
to what happens in scenario A. It was also noted a greater
difficulty for the camera to detect exits when the passenger

uses the hat and mask in relation to the use of sunglasses, as
sunglasses do not occupy a percentage of head as high as the
previous two. Note that the difference in results may also have
been derived from the different degrees of camera calibration
for the two scenarios.

These tests allow us to get conclusions about the placement
of the camera in bus entry and exit scenarios in different
situations. For a better analysis, the values of the entry-exit
combinations in all scenarios were calculated through the
average of the success rate of the entries and exits. Through
this last analysis, the results of an entry-exit scenario were
averaged, in order to obtain the overall success rate in the
defined entry-exit set. The results are shown in the table in
Fig. 5. It is possible to understand that the best approach is
to place the entry and exit cameras in a scenario similar to
Scenario A, as it was the situation where there was a higher
overall success rate with around 88%.

Fig. 5. Overall average success rate on each entry-exit set

B. Test for the validation of faces in the solution
To test the validation of faces in the solution, the images

represented in Fig.6 will be used. The objective is to confirm
that the detected face belongs to the same person in relation
to the person whose face was used as a comparison term.
To do this, one of the ten images was placed on the Azure
Blob Storage database in the “persons-db” folder and it was
compared with the remaining images, one by one, placed in
the “imagesIn” folder. The table shown in Fig.7, indicates the
results after performing this test, with the lines showing the
image that was defined as a comparison term (called verified
images) and the columns representing the remaining images
that were used to verify that the identified face is the same
(referred to as validable images). The red spaces indicate that
the system’s response was that the faces do not belong to the
same person, that is the trust variable was less than 0.5, while
the green spaces indicate the highest trust value for each one
of the scanned images.

With these results, it can be concluded that image 6 is the
one with the least confidence in the system, since the system
did not consider that the face identified in this image is the
same as the face identified in all other images. A possible
justification is the fact that image 6 presents the person with
his face back to the camera, and thus not being so visible.
Images 1 and 5 also presented very negative results, because
image 1 is out of focus, making it more difficult for the system
to identify characteristic features of the face, and image 5
presents a perspective where only a small percentage of both
areas of analysis is visible.

The results also demonstrate that the images that generate
the highest values in the confidence variables are those that



Fig. 6. Images used for comparison: 1- frontal position, out of focus; 2- front
position, with infrared light; 3- front position, with mask; 4- front position,
with sunglasses; 5- lateral position, with mask, without glasses; 6- on the back,
with mask; 7- frontal position, with sunglasses and mask; 8- frontal position,
without glasses, with hat; 9- lateral position, with mask, nose outside; 10-
front position, with hat

Fig. 7. Confidence values for different image comparisons. Lines: Verified
Images; Columns: Validable Images. In red: no match; In green: highest match
for each scanned image

have image 3 verified. Image 3 shows the person using the
mask correctly and with glasses on, which means that the
system is able to adapt well the different variables identified on
the face of the validable image, whether it has sunglasses and
a hat, or wearing a mask, since the system can always identify
the similarity on the face in at least one of the analysis zones
on the face. With this test it was also possible to conclude that
the glasses do not have a great influence on the analysis of
the eye area, as the confidence values in this case were very
positive.

Also for image 10, the system presents good values, val-
idating on six occasions, excluding image 7. This factor is
due to the fact that image 7 has sunglasses and mask, which
causes that both the eye and mouth area are not very similar
compared to image 10 where these utensils are not used. For
image 4, the system showed negative results for images 5 and
9, due to the difference that exists in the eyes area, justifiable
by the use of sunglasses by the person in image 4, and in the
mouth area, justifiable by the use of mask both in images 5
and 9. For image 8, the system did not validate images 7 and
9, which can be justified by the same reasons used for image
10. For image 9, the system showed negative results for the
images 2, 8 and 10, because in the image 9 the area of the
person’s mouth is covered by a mask unlike images 2, 8 and
10.

For image 2, the system did not validate images 5, 7 and 9
due to the fact that the person was wearing sunglasses and a

mask in image 7 and due to the different framing in images 5
and 9. For image 7, the system did not validate images 2, 5,
8, 9 and 10 because it shows the person wearing sunglasses
and a mask, which does not happen in any other highlighted
image, except the images 5 and 9 which present the face in
a different perspective. Image 3 shows the person with the
mask on and image 4 shows the person with the sunglasses
on and both in the same perspective in relation to image 7,
which means at least one of the analysis zones that the system
considers is similar between the two images.

With these results, it can be concluded that the correspon-
dence is made, in general, if any of the validable image
analysis zones is similar to the corresponding zone in the
verified image. It is still possible to conclude that the cor-
respondence between faces is easier to obtain, when both the
verified image and the validable image present the person in a
frontal position to the camera. It can also be concluded that the
use of infrared to capture photographs in dark environments
does not contribute to the non-validation of images by the
system. On the other hand, it is necessary that the captured
images have a good resolution and not appear blurry, as this
contributes a lot to the ineffectiveness of the system in this
aspect. Another conclusion to be drawn from these tests is the
recommendation to use a mask when leaving the bus. During
entry, the correct use of a mask is required by the passenger,
so it will be an image of the passenger with a mask that will
be used as a verified image in the face comparison process.
Therefore, if the passenger also uses the mask at the exit, the
validable image will contain the nose and mouth area similar to
the verified image corresponding to that passenger, which will
simplify the process of comparing faces and, consequently, the
process of counting passengers by the system.

C. Test Scenario

To simulate the functioning of the system in real time,
a test scenario was carried out and includes thirteen stops
where images were analyzed for the entry and exit of pas-
sengers in a given bus. The maximum capacity considered
was eight passengers. Stop identifiers were numbered and
sorted according to the order in which the bus arrived at
the stops. Due to the constraints caused by the COVID-19
pandemic, it was not possible to perform tests in a physical
environment. Due to OpenApi connectivity problems (platform
that provides images captured by the SUNMI Face Sense
Camera), it was not possible to capture moving images and
simulate an input or output scenario of a passenger on a bus. It
was therefore necessary to use images taken from the Internet
to simulate several cases that can create difficulties for the
passenger counting system. So, a few images were used for
each stop in order to facilitate the analysis of results. In a real
environment more images would have to be captured to avoid
passengers that are not captured. The images introduced in
the previous section will be used, with the aim of simulating
the identification of the same person using different images.
These images, in addition to the remaining images that were
taken from the Internet, are stored locally, representing a total



of twenty-five people. For the exit of passengers, some print-
screens of images that were used for the entrance, were used
in order to represent the same people who entered at the time
of exit, due to the difficulty in providing different images of
the same person. This factor should positively affect passenger
validation, increasing the system’s effectiveness.

The calculation of the current capacity is done using the
formula in (2).

Capacity Current = On board+ Entries− Exits (2)

The variable “On board” consists of the number of identified
people that are on the bus before the flow occurs, which
corresponds to the number of files located in the folder
”persons-db” on that moment. The variable “Entries” consists
of the number of people who were identified in the process of
entering who were not yet on board the bus. Thus, whenever
a person is identified in this process and is not detected in the
database, the variable “Entries” is incremented, and it is reset
to zero when this process ends. Therefore, a person detected
at the entrance contributes to the calculation of the current
capacity only if the answer to the question ”On board?” is
negative. The variable ”Exits” consists of the number of people
who were identified in the process of leaving who were already
on board. When a person is identified in this process and their
face is detected in the database, this variable is incremented.
Therefore, a person detected on departure contributes to the
calculation of the current capacity, only if the answer to the
question ”On board?” is positive. As for the variable “Entries”,
the variable “Exits” is reset to zero when the passenger exit
process is finished.

The system also aims to determine the number of people
who are not respecting the rule of correct placement of
the mask when entering the bus. For that, the system uses
the Microsoft Azure Facial Recognitial technology whose
functionalities include the detection of the face mask in a
person’s face and if it is well placed. With this information, it
is possible to count the number of people who are not using
the mask correctly, through a variable ”Defaulters” which is
incremented whenever the person detected at the entry process
is present in the database and whose response to the question
”Well covered?” is negative.

Given the scenario presented, some characteristics of the
people detected in the images that will challenge the system
should be highlighted, as the rest do not have restrictions that
could change the practical result in relation to the theoretical:

1) The image showing person 3 shows that he is wearing
a transparent mask around his mouth.

2) In the image that encompasses people 6 to 13, there are
people who appear in the background, and their faces
are partially covered by the people who appear in the
foreground.

3) Person 14 is facing away from the camera.
4) Persons 24 and 25 are twins.
The system obtained some results different from what was

theoretically correct. The table represented in Fig. 8 presents

these results by comparing them with the theoretically pre-
dicted results. In the theoretical results column, people who
were not subsequently detected by the system are shown in
green, and in the results column, the errors resulting from the
execution of the system are shown in red. The same table also
shows the time in seconds that the system took to process the
images and obtain the results at each stop. The criteria used
for checking and validating faces in this scenario are the same
as those used in the previous section where several images of
the same person were compared.

Establishing a sequential analysis, the first system error
happened during the mask detection process of person 3 at
stop 1. Person 3 is using a face mask that covers the nose and
mouth, corresponding to the correct position in the placement
of the mask. However this area is transparent and therefore
visible. When analyzing the image, the system can detect the
mouth, considering that they are not covered by the mask.
Thus, the system detects that the mask was not correctly
placed, contrary to reality, thus increasing the number of
defaulters.

The second error of the system also occurred at stop 1
during the facial recognition process for the exits when the
system cannot recognize the person 1 who left the bus, so
it does not increase the value of the exits. This is because
the system recognized that the passenger was not on the bus,
while he actually was. One justification for this result is that,
as shown in the previous section, images 1 and 5 of person 1
obtain a confidence value lower than 0.5. This error affects not
only the number of departures, but also the current capacity
considering as two passengers on board, while in reality there
was only one.

The third error occurred at stop 3, where the system
recognized the persons 7 and 10 who were getting on the bus
but not yet on board. The image captured in this stop contains
some people who are covered by other people who appear
on a higher plane. These people were identified as person 7
and 10 in the table and their face is quite covered, which
makes it difficult to detect and recognize their faces. If for
detection there were no problems, for recognition there were
and the difficulty of facing the face for easier analysis made
the system recognize the face in another image that does not
correspond to the same person. In this way, the count of the
number of entries was affected and consequently the capacity
after the flow of passengers at stop 3. This error caused greater
consequences in the results since at stop 4, the system did not
consider the bus as full as the current capacity was still below
the maximum capacity of eight passengers, while in reality it
was not. In this way, one more passenger was allowed to enter
the bus, again affecting the current capacity value.

The fourth error occurred in the entry process at stop 5,
where the system did not detect person 14, again affecting the
counting process. The failure to detect the person 14 was due
to the fact that the person 14 is turning back to the camera.
As the detection of people is done by detecting their faces,
then it is impossible for the system to detect that person, so it
can be concluded again that the images taken by the cameras



Fig. 8. Comparison between the results desired for the execution of the system
and the results obtained in the proposed type scenario

have to capture people facing forward. This error caused a
change in the current stocking count but did not cause as many
consequences as the previous error as the current stocking
continued to be lower than the maximum stocking.

The fifth error occurred in the exit process at stop 10,
namely in the recognition process for the image corresponding
to person 1, since the system was not able to recognize
it within its database. This error was expected by viewing
the table of the previous section where it is shown that the
comparison between images 2 and 7 have confidence values
lower than 0.5, so the system considers that the faces detected
do not belong to the same person. From this analysis, it can
be concluded that this error caused the existence of passengers
after the outflow at the last stop, since the person identified
as still on board is person 1 who should have been removed
from the database in the validation process corresponding to
the exits at stop 10.

The sixth and final error occurred at stop 11 during the
person 25 recognition process. In the test scenario, person 25
enters and exits at the same stop, so an image of him was
captured during both streams. However, in both situations,
the system recognized person 25 as person 24. This fact is
explained by the similarity of the faces of people 24 and 25,
as they are twins. In this way, the system obtained confidence
values greater than 0.5 and thus determined that the faces
belonged to the same person.

In conclusion, the presented system is a practical way of
counting passengers in real time, while being able to detect
the correct use of a face mask when passengers enter buses.
The system has a high degree of reliability, being able to
recognize a person in several specific contexts. However, it
is an unreliable system in contexts where the person’s face is
barely visible in the image capture. Therefore, if the cameras
that capture the images during the flow of passengers are well
positioned to capture as many faces as possible and as frontally
as possible, and if the captured photographs are of sufficient
quality for face verification, these problems can be avoided.
The system also had some problems in rarer case studies, such
as the use of transparent masks or the entry of twins, however
they will not be very significant for the intended purpose.

Another fact that should be taken into account is the time
interval considered between one photograph taken and the next
so that the faces of all people who entered and left the bus are
captured, minimizing the system’s running time. This requires
real-time tests that were not possible to carry out in the scope
of this work. On the other hand, the running time of the system
can be a little high compared to the intended one. This test
scenario use very short samples and yet at some stops the
system took about two minutes from the start to the end of the
one stop counting process. Taking into account that some trips
between stops can take approximately this time interval, the
counting information would hardly be available to passengers
with some time in advance of the arrival of the bus to the
stop they want. Furthermore, passenger flows on buses can
double or triple compared to the flows shown in the previous
scenario, which means the system runtime will also increase.



Therefore, this system is not recommended for routes with
a short time interval between stops and with a large flow of
people. The use of this system is more suitable for bus trips
with few stops and large time intervals between stops, namely
intercity trips or for buses rented by companies in order to
displace few people.

V. CONCLUSIONS AND FUTURE WORK

A. Conclusions

The main objective of this paper is to help Card4B in
adapting to a new reality created by the COVID-19 pandemic,
offering solutions that ensure the needs of passengers. For
this purpose, a passenger counting solution was developed in
order to control the capacity of buses in real time. The solution
consists of a system capable of detecting faces through images
captured by cameras during the flow of passengers, and in
turn, counting the number of different faces detected in a set
of images, providing data about the number of entries, exits
and current capacity of the bus after the flow of passengers
at a particular stop. For this, SUNMI Face Sense cameras,
specialized in counting people, would be used. However it
was not possible due to the unavailability of the API of these
cameras to supply the data obtained by the cameras to the
system. Thus, the detection and counting of passengers were
carried out by the system with the aid of facial recognition
technologies. In addition to the control of bus capacity, the
aim was also to obtain the number of passengers who correctly
used the face mask when entering buses, a measure that has
so far been mandatory by the standards of health authorities in
some countries. To this end, the system also includes detecting
the correct use of the face mask and the respective count
for each stop. Much of the system’s development resulted in
the integration of Microsoft’s facial recognition API. Due to
the conditions imposed by COVID-19 it was not possible to
integrate the system with the system belonging to the Card4B
company, nor to carry out tests in a real environment nor as
real images, that is, in the daily life of a bus trip. However,
the system was tested in a simulated scenario, using images
locally stored.

First, tests were carried out in order to determine the best
position of the cameras on the bus, comparing two positions.
From the results obtained, it can be concluded that the best
position among the tested ones is the diagonal position for both
the input and output processes, obtaining an average success
rate of about 88%. Then, the system was tested in a simulated
travel scenario. Based on the results obtained, the system is
capable of counting passengers in normal situations, managing
to detect and validate faces consistently. However, the system
is unreliable in contexts where the person’s face is not visible
in the image capture, which requires that the cameras that
capture the images during the flow of passengers are well
positioned in order to detect the faces more effectively and
as clear as possible. The photographs should have sufficient
quality for checking faces too, avoiding blurry as much as
possible. Regarding the execution time, it is concluded that
the system is not recommended for routes with a short time

interval between stops and that contain a large flow of people,
being more recommendable for bus trips with few stops and
large time intervals between stops.

B. Future Work

The main aspect to be finalized in the system is its in-
tegration into the Card4B system, namely the inclusion and
implementation of the web services used for the exchange of
data between the Sensors module and the Driver Application,
and the testing of the system in a real environment and in
a real time. Only after this test is it possible to conclude the
overall performance of the system in terms of effectiveness and
efficiency. Another aspect to improve is the inclusion of the
SUNMI Face Sense Camera in the counting process, after the
correct functioning of the API included in it to supply the data
obtained to the developed system. In this way, it will increase
the efficiency of the solution, since the counting of passengers
does not require the detection and validation of faces by the
system, considerably reducing the system’s execution time.

On the long term, the aspects to be improved will include
the implementation of the other features referred to in this
article, namely the prediction of the capacity of a given bus
for future stops on its route using an algorithm that combines
the capacity history of previous days with the current capacity
of the bus, the analysis of statistical management indicators
and contagion probabilities, based on occupations in buses,
stops, lines, sections or areas where the volume of contacts is
greater or the dematerialization of transport services, through
the integration of an interface more digital between the various
actors in a bus journey.
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