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of Instituto Superior Técnico (Lisbon, Portugal), during the period March-October 2021, under the

supervision of Prof. Joaquim Jorge.



Abstract

This thesis aims to implement a semi-automatic edge contouring method capable of segmenting high

resolution cryosections of a cadaver available at the Visible Human Project, with minimal necessary user

input. Initially, different image segmentation algorithms were explored, however, the use of graph cut

based algorithms was the preferred method. An algorithm was then developed on top of OpenCV’s

Grabcut, which receives a manually drawn contour, corrects the segmentation and propagates it across

an interval of slices. Pre and post processing methods were developed in order to improve computation

time and segmentation performance. The contours were then saved in order to perform a reconstruction

of the anatomical structure.

The results obtained were promising, total reconstruction of the femur was possible, along with other

structures, such as the aorta and the liver. The time it took to achieve a full reconstruction depends on

the size of the structure, computing around four slices per second for the aorta and one slice per two

seconds for the liver. The resulting contours could be improved, as the color differentiation between some

tissues is minimal. Some solutions were suggested that could enhance the contrast such as the using the

additional radiological images available in the data set.

Keywords: Visible Human Project, OpenCv GrabCut, Python, Edge Contouring Algorithm, Computer

Vision, Medical Imaging



1 Introduction

The use of human bodies for anatomical classes has been present in Europe since Late Middle Ages, and

relied on jails and poorhouses as a source for bodies. Only later, in the 1960s, did body donation with

informed consent became an alternative and has since been the primary method used for teaching gross

anatomy to medical students[1]. It is still considered one of the most important methods of delivering

fundamental anatomical knowledge to students in order to ensure safe clinical practice and also to cultivate

humanistic values among the students. Nearly all clinicians still remember their first dissection of a human

cadaver[2].

However, the whole process can be quite expensive, cadavers require a large laboratory and usually

have short shelf lives if not prepared correctly. Body parts are hard to find and are often destroyed in the

process. Not only that, but there has also been a shortage in cadavers for medical study due to higher

demand. The number of medical programs is growing, organs are being used for transplants, and some

bodies may end up in pharmaceutical companies or exhibits. Not only that, but also with the evolution

of communication there are fewer unclaimed bodies for use[3][4].

As such, there has been a shift toward other teaching methods recently, such as the use of Virtual

Reality. New tools are being developed that allow students to learn anatomy in new innovative ways, with

3D Reconstructions from anatomical slices (3DRAS). This has been made possible due to the large data

sets being available, which allow for a total reconstruction of the body[5]. This brings many advantages,

such as multiple viewpoints of anatomical structures and re-usability of the model, which were limitations

from using real cadavers[6].

1.1 Motivation

As stated above, several tools are available that allow the user to manually segment data sets and provide

the reconstructed object in 3D. Some use automatic/semi-automatic segmentation with edge contouring

algorithms or artificial intelligence, by building and training machines that can perform the segmentation,

while others rely heavily on manual delineation. The rising availability of cadaver data sets, such as the

Visible Human Project, has also provided important resources for research on image segmentation.

Most user-oriented methods require heavy user interaction. However, pure manual contouring of the

structures in a series of images is very time consuming. Moreover, user interfaces to interact with these

models are still precarious and often in 2D. Lastly, the results obtained so far can have segmentation

inaccuracies and are still not considered good enough to be used as a reliable tool in medical environments.

Therefore, there is still a gap in the market for a reliable contouring algorithm that can be used with

ease.

In this paper, existing segmentation methods are explored and an edge contouring algorithm is im-

plemented in order to facilitate this interaction between the user and the model, removing the need to

manually contour every slice of a data set. The algorithm takes a contour and propagates it across

cryosections of the Visual Human Project, rebuilding the structure with little input from the user.
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1.2 Objectives

This thesis aims to evaluate existing methods of edge contouring and produce an algorithm capable of

reducing the amount of user input needed for a total reconstruction. The algorithm will then be used

in Anatomy Studio, a project being developed by INESC-ID in partnership with the Unesco Chair of

Digital Anatomy. Anatomy Studio consists of a collaborative Mixed Reality tool for virtual dissection

that combines tablets with styli and see-through head-mounted displays to assist anatomists by easing

manual tracing and exploring cryosection images.

The goal was to develop an algorithm that was able to take a slice from the Visible Human Project

data set, along with a rough contour drawn on the platform and produce an adjusted segmentation of

the image. The algorithm should then be able to take this contour and propagate it across a set of slices

in order to gather information for a full reconstruction of the anatomical structure.

The developed algorithm should maximize the output with minimal input in order to reduce the

amount of interactions required from the user. Several pre processing and post processing techniques

were evaluated and applied to the algorithm to achieve better performance and efficiency. The user

should be able to have a fully reconstructed object within minutes.

Lastly, since the algorithm will be incorporated in a platform that is under development, several

adjustments should be made to accommodate the implementation in the platform.

2 The Visible Human Project

The data set used in this paper was gathered from The Visible Human Project, available at the National

Library of Medicine of the USA. The processing of the two bodies available was done at the University

of Colorado Health Sciences Center (UCHSC) and the radiological images consist of CT and MRI scans.

Two cadavers are available, but for consistency purposes only the female body was used, which is also

more complete than the male counterpart.

The CT data are axial scans of the body, taken at 1mm intervals with a resolution of 512 by 512 pixels

with 12 BITS of grey tone. The MRI data are also axial scans of the head and neck, and longitudinal

sections of the rest of the body, but taken at 4mm intervals with 256 by256 pixel resolution and 12 bits

of grey tone.

The cryosections come in different formats, there are a total of 5 189 slices, obtained at 0.33 mm

intervals in order to match the sizing of the X-Y plane, making it easier to work with voxels. The images

are available at a pixel resolution of 2048 pixels by 1216 pixels and 4096 pixels by 2700 pixels. [7]

Initially, the original data set was used, but after the algorithm was developed it was used to remove

the ice in the background along with other unwanted objects. It is also important to note that some

slices were damaged by the cryo-procedure along with others where parts of the body disappear, such as

the fingers and/or toes, and the nose cartilage. The cadaver also contains several pathologies, including

cardiovascular disease and diverticulitis. The damaged slices were not used. The slice numbers from the

filenames do not match the numbers on the image. Since the background was removed, when referencing

the number of the slice, the filename was used.
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3 Existing Edge Detection Algorithms

3.1 Localized Histograms & Region Merging

In this technique, the segmentation is done based on pixel feature values. Clusters are formed with

peak-valley analysis of an histogram of pixel intensity. It can also be coupled with region merging to

further enhance the segmentation. This has many advantages, such as not being a purely local nor

global algorithm, taking all variability into account. This is very important, since some images have huge

amounts of features, such as textures, color, shadows, highlights and even fine geometric structures[8].

These systems are usually composed of two algorithms, a localized histogram-segmentation and a region-

merging algorithm.

3.2 Gradient Based Algorithms

The Canny Edge Detector is widely used to extract structural information in computer vision, reducing

the data load that needs to be processed. This algorithm receives an image and outputs the computed

edges of the entire image. Even though the Canny Method is the most accurately defined, it is rather

simple and often misses simple edges[9]. It cannot detect branching edges and, when the gradient slopes

are very small, the computed direction might not be the normal direction to the contour which leads to

missing edges[9]. In order to tackle these problems, several adjustments have been developed to try and

improve this method, mainly changing the third step of the algorithm - where the pixel is marked as an

edge or background.

Active contours, also known as snakes, are commonly used in shape recognition, segmentation and

edge detection. This method requires previous knowledge of the contour, needing an input. It is very

useful when the initial seed is close to the desired edge, resulting almost always in convergence[10].

Compared to traditional methods, snakes have many advantages, such as tracking of dynamic objects,

the ability to adaptively search for the minimal state and scale sensitivity to the Gaussian smoothing in

the energy function. However, the method is very sensitive to local minima, small details on the image

are often ignored and the accuracy depends on the convergence policy. As such, there are many variations

of this model that try to solve its limitations, but each of them have their own trade-offs.

3.3 Graph Cut Based Algorithms

This method is quite different from the ones described above. It was initially developed by Boykov and

Jolly in 2001 using a monochromatic image. The segmentation started with a trimap T and an array of

grey values, then histograms were built using the respective trimap regions for background and foreground

in order to calculate the opacity values and model. Later iterations of the algorithm start using RGB

color space. The histograms are no longer used and Gaussian Mixture Models have been implemented.

When the intensity of the pixel is close to the foreground, the weight between this pixel and the s-node

will be larger, meaning that the cut will occur at the edge with smaller weight. When two pixels have

the same intensity, the weight is very big, therefore, they are not likely to be separated[11].
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3.4 Comparison

The Canny Edge Detection algorithms while effective, are heavy in computation, rely heavily on proper

parameterization and do not use global information. This last aspect is also true for other gradient-based

algorithms. These algorithms are best suited for images with high contrast, such as CT and MRI scans.

Localized Histograms and Region Merging make use of global information to detect edges, which is

an improvement, and there are multi-feature implementations to segment images of color. However, the

results obtained are not always closed contours and the process is fully automatic, which is not what is

needed for this project.

As for methods using graph cut, the fact that they can detect boundaries even when the color separa-

tion between foreground and background is not very clear makes it very useful to segment the cryosections

available in the data set. The main problem with this method is the heavy user interaction needed to

produce an image, however, this can be solved with a few bridges between the user and the algorithm.

Out of all the methods presented above, Graph Cut stands out, as later iterations of the algorithm

start using RGB color space, the histograms are no longer used and Gaussian Mixture Models have been

implemented. Also, based on the results from the other algorithms, the use of Graph Cut is the most

suited for the objective of this thesis.

4 Methodology

4.1 Implementation

In order to implement the algorithm in python, the OpenCV-Python library was used. This library was

developed to solve computer vision problems and supports a wide variety of algorithms, such as the Canny

Edge Detection and the Watershed Segmentation Algorithm, along with tools for image processing and

manipulation[12]. The GrabCut algorithm works by accepting an image and one of two user inputs: a

bounding box with the desired foreground object inside or a mask with the approximated segmentation.

Then it iteratively goes through the GMM estimation, the Markov field and the Graph Cut optimization.

The output consists of the modified mask, along with the bgModel and fgModel. The mask is marked

with the same flags specified above (0,1,2 or 3) representing the background/foreground. Some adjust-

ments are needed to perform the segmentation: all 0-pixels and 2-pixels are changed to 0 (ie. background

pixels) and all 1-pixels and 3-pixels are changed to 1 (ie. foreground pixels). It can then be applied to

the initial image to perform the segmentation.
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4.2 Input

Even though the algorithm already has user input functionalities, they do not coincide with the input

that will be used. Even though the algorithm accepts a mask, it needs to be generated in advance. At

first, different forms of input were explored, such as the using polygons and free-hand drawing to label

the background and foreground. Since the users will be able to give input through a tablet or in Virtual

Reality, which allows for precise drawing, it was decided that a closed contour of the desired edge was

the most appropriate for the problem at hand. A small algorithm was developed to solve this, where

the output is a mask with three different pixel labels that can then be used with the OpenCV GrabCut

algorithm. Represented in Figure 1, the red, yellow and green areas represent the sure background,

the probable foreground and the sure foreground respectively. The width of the drawn contour can be

adjusted in order to change the size of the yellow area (probable foreground). This allows for less specific

inputs to be drawn, as long as the desired edge is inside the yellow zone.

(a) User Input (b) Adjusted User Input (c) Mask obtained

Figura 1: Illustration of the process in Algorithm 2 that starts with a 1-pixel contour in green (a),
transforms it into a larger path in green (b) and the final mask obtained (c). In (c), the colors red, yellow
and green represent sure background, probable foreground and sure foreground respectively. The object
being contoured is the Left Ventricle of the Heart of slice number 2292.

4.3 Editing and Multiple Contours

After obtaining the mask, it may not have converged to the desired edge or contain the entirety of the

foreground. Also, some structures might have multiple surfaces, such as hollow objects, where more than

one edge is present. As such, some editing tools were added to the algorithm.

Firstly, the ability to directly edit the mask was added. This is done by using two input colors, where

the user can draw over the undesired parts in black and unrecognized parts in white. A mask is then

created from the input, where white points correspond to sure foreground pixels, and black points to

sure background pixels. This mask is used in GrabCut and a new image is produced. The cycle can

be repeated until the user is satisfied with the output. The illustration of the algorithm can be seen in

Figure 2, where the left ventricle of the heart was not fully labeled as sure foreground by Grabcut. With

the new editing tool, the user can now remove unwanted pixels and make sure the entire object is labeled

as foreground.
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(a) Output Image (b) Input (c) Result

Figura 2: Illustration of the editing process that starts with a sub-optimal result, where only part of the
left ventricle of the heart in slice 2292 was masked (a)(b). The editing process receives as input white
and black strokes (c), that stand for sure foreground and sure background respectively. The input is then
processes and the mask is adjusted (d).

Secondly, the ability to add multiple contours was implemented. In order to accomplish this, part of

the code was redone to save more than one contour instead. When the user wants to add a new surface,

a new window is opened and the process is the same. The user draws the new contour, the algorithm

runs and a new mask is computed. Now, the user specifies whether the new object is to be subtracted or

added to the original mask. On the other hand, if the object the user is contouring splits into two, for

example, the user can contour the new structure, in addition mode.

4.4 Propagation

The main purpose of the algorithm is to reconstruct the entire object from a single contour. In order to

do this, the algorithm is applied to an interval of slices, using the output from a slice and converting it

into input for the next. This process consists of creating a dilated mask and a eroded mask. The area

between the dilated and eroded masks is the read as probable foreground, the eroded mask is read as

sure foreground and anything outside the dilated mask is sure background.

4.5 Improving Segmentation

The next step is to enhance the segmentation of the algorithm. One of the most visible problems is that

the contours generated are rough. Also, the time it takes to compute the propagation of the contour

along the slice interval is quite long and has room for improvement.

4.5.1 Pre & Post Processing

The first obvious step in preprocessing is to reduce the noise in the original image. The chosen filter

was Bilateral which enhanced the smoothness of the final contour obtained from the algorithm while

keeping the edges mostly intact. The original image was convolved using the OpenCV Bilateral Filter.

The results can be seen below.

On the other hand, the post processing implemented was to reduce the number of points in the

contour. The simplest way to achieve this is to reduce the number of points by a factor and using the

mean to compute the substitution.
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This can be done with a few lines of code, using numpy functionalities. The reshape function trans-

forms the list into an array where the number of columns is the factor of reduction. Then, the mean

function flattens the array back into a smaller list using the mean of each line. The results can be seen

below.

Another way to achieve this is using the Ramer–Douglas–Peucker algorithm developed for cartographic

generalization. Its main purpose is to recursively reduce the number of points of a polyline using the

maximum distance between the original curve and the simplified one as criteria. The result is a simplified

line consisting only of points that were marked. To use this algorithm in Python, the shapely library was

used.

The chosen method was the simpler version, using numpy, as the Ramer–Douglas–Peucker algorithm

caused a significant increase in the computation time, not compensating the improved output.

4.5.2 Efficiency

After the algorithm was more robust and was producing good results, there was still one problem at

hand. The images in the dataset have a large resolution and the algorithm takes a long time to compute.

At this state, the algorithm would compute around 5 slices per minute.

One of the steps that takes a lot of time is using GrabCut. When propagating the contour, the

entire image does not need to be read. The image can be cut around the contour and only include the

area where the mask has foreground pixels. The only thing to take into account is to make sure that

when propagated the window always contains the necessary information. A new window is computed

with every cycle using the limits of the contour. This managed to drastically reduce the time it takes to

perform a full segmentation of small structures. However, if the tissue/organ being segmented covers a

big part of the slice, then the time reduction is less noticeable.

Another possible improvement is the use of parallel programming. There are different techniques that

make better use of the CPU cores and python has some tools that allow the use of multi-threading and

multiprocessing. The Visual Human consists of massive amounts of data that is loaded in memory and

processed. Multiprocessing will considerably speed-up the algorithm and prevent bottlenecks in time and

resources. Therefore, it was implemented where one process works on the even slices and the other on the

odd ones, since it had good results and works in many scenarios. After implementation, the running time

went down by almost a half. For example, when contouring the humerus, before parallel programming,

the process took 260 seconds, whereas after it was reduced to 140 seconds.

7



5 Experimental Results

In order to evaluate the results, segmentation of different structures was attempted.

First of all, the whole data set was segmented in order the remove the ice background. The whole

process took some time to compute (around 6 hours), since the full resolution (4096 x 2700 pixels) images

needed to be processed. The whole body was segmented with only one, however, some body parts were

missing due to the discontinuities on the data set, which were then segmented and incorporated.

Secondly, a complete segmentation of the femur was achieved (figure 3). The femur spans across an

interval of 1248 slices, and a total of 9 inputs were provided during the process. The whole process took

around 12 minutes to compute. The most problematic areas, which required additional user input, were

the extremities, and the damaged slices on the data set. An additional contour was also added, as both

the femur’s head and greater trochanter were separated in some slices. The knee area is hard to segment

due to the lack of clear borders between the bone and the surrounding tissue. Overall, the running time

was adequate and the number of inputs was minimal. However, the contours could still be perfected.

Part of the aorta was also segmented, but since it is very homogeneous, it was successfully segmented

in one go, which can be seen in Figure 4. The computed time was around 160 seconds for an interval of

630 slices, which is around 4 slices per second. This is possible due to the aorta being small in size, close

to 200 by 200 pixels. The performed segmentation converged and managed to track the aorta with only

one input, which is to be expected. However, the generated contours did not fully adapt to the rapid

changes in the aortic wall in some slices, including pixels from surrounding tissues.

Lastly, a partial reconstruction of the liver was made from a single input. This structure is more

heterogeneous and has multiple arteries and veins connected. The algorithm ran for 13 minutes in order

to propagate the contour through 400 slices with a window of around 1 500 by 1 000 pixels. The final

3D model can be seen in Figure 5. The reconstruction looks promising, since the algorithm managed to

contour most of the liver’s ramifications from only one input. However, the model is sub-optimal, some

veins were not included, and sections of the liver were left out. The liver itself is a difficult structure

to contour as it changes a lot from slice to slice, so one solution would be to provide more input across

slices. It is also important to note that the propagation took 13 minutes to compute, around two seconds

per slice, which is substantially longer than other structures
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Figura 3: Side view of the reconstruction of the femur using the developed algorithm. The discontinuity
in the bone is due to the damaged slices present in the data set that were ignored.

(a) (b)

Figura 4: 3D reconstruction of part of the aorta. The discontinuity in the structure is due to the damaged
slices present in the data set that were ignored. The top view is represented in (a) and a side view in (b).

(a) (b)

Figura 5: 3D reconstruction of part of the liver. The discontinuity in the structure is due to the damaged
slices present in the data set that were ignored. The side view is represented in (a) and a top view in (b).
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6 Conclusions

The availability of reliable 3D visualization and segmentation tools is currently a major goal in the medical

field, not only for surgical planning but also for teaching anatomy. With the rise of anatomical data-sets

of cadavers, more information has been available for researchers to investigate and use.

In this thesis, a study of edge contouring methods was made, such as the canny edge detector, localized

histograms and region merging and gradient and graph cut based algorithms. After careful evaluation of

the methods, the latter was chosen as it was best suited to segment images of color with the desired user

input.

Python code was written to create a semi-automatic segmentation algorithm, which was built on top

of the OpenCV GrabCut, capable of fully removing the background from the whole set of slices. Also, a

full reconstruction of the femur, the aorta and part of the liver was made in order to evaluate performance.

Current limitations of the algorithm are tied to the lack of contrast between some tissues and the use

of high resolution images. GrabCut relies on its color models to segment an image, when the segmented

tissue and the background overlap in color-space, the propagation can diverge. This was observed in

some structures, such as the lungs, where the segmentation would not converge after propagation.

One solution could be to use of the CT images and MRI for added contrast. This is can be done

with Image Fusion, which is a process that combines two or more images. There has been a lot of

research done on this method in medical imaging recently, using different techniques. These include

convolutional neural networks (CNN)[13], stacked autoencoders [14], pixel-level fusion, convolutional

sparse representation[15], and many others. The results from these methods look promising, and could

be a solution to the segmentation problem. The only setback when applying this to the algorithm is the

fact that the scans were taken at different intervals, the cryosections were done with 0.33mm intervals,

the CT scans with 1mm and the MRI scans with 4mm. Also, the axial MRI data is only available for the

head and neck, however, these can be reconstructed for the rest of the body using the longitudinal scans.

Another way to improve segmentation quality would be to implement another edge segmentation

algorithm. SnakeCut is a technique that integrates the output of both active contours and Grab Cut

and uses a probabilistic model to integrate both results[16]. Another technique that takes Grab Cut

one step further is the integration of multi-scale decomposition to extract features and integrate into the

segmentation process[17] However, these methods make the computation time longer, which is not ideal.

Additionally, the algorithm lacks sensitivity to small structures, such as veins and arteries that can be

found on the data set. A second algorithm could be used as a separate tool for detailed segmentations.

Also, if the data set used is always the same, then a deep learning machine could be implemented to

learn features and improve computed contours.

Lastly, the computation time still has room to improve. Even though the algorithm is computing

around 2 slices per second for small structures, when contouring large organs (such as muscles or skin)

the velocity can decrease drastically. One solution could be a trade-off between quality and velocity,

scaling down the images in order to speed up the process.
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