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Abstract—The development of authentication methods is an increasingly important topic, which is also the focus of a wide discussion in the public sphere. Optical PUFs are a type of cryptographic device that leverages the inherent randomness of certain objects (tokens) for authentication purposes, by probing them with a coherent light, generating unique speckle patterns. However, a problem arises due to intra-variability, where speckle patterns obtained from the same token can vary depending on the acquisition environment and system alignment. This work shows how a PUF system utilizing tracing paper tokens can be employed for authentication purposes, despite the intra-variability between acquired speckle pattern images. Two datasets were acquired with the purpose of simulating intra-variability (turning the system ON and OFF and changing the camera positioning). Non-reflective black tape around the RoI was also used to automate the cropping process. In the pre-processing stage, warping was performed, as well as pixel intensity normalization, followed by Gabor Filtering. Two feature extraction methods were tested for hash generation using: (i) Discrete Cosine Transform and (ii) Principal Component Analysis. Two classification approaches were tested: (i) a Hamming Distance based classification and (ii) machine learning classifiers. For a data dependent method, the DCT combined with HD-based classification achieved the best results. For a data dependent method, the PCA with machine learning classifiers performed the best overall. Gabor filtering provided an authentication performance boost, but the kernels used may need to be calibrated between datasets.

Index Terms—Discrete Cosine Transform; Principal Component Analysis; Support Vector Machines; k-Nearest Neighbour; Random Forest; Machine Learning; Hash Generation; Authentication; Gabor Filtering; Intra-Variability;

I. INTRODUCTION

The development of authentication methods is an increasingly important topic, which is also the focus of a wide discussion in the public sphere. From maintaining security in communications to preventing counterfeiting of documents, authentication has a necessary role in our society and everyday life.

Physically Unclonable Functions (PUFs) [1] are a type of cryptographic device that leverages the inherent randomness of certain objects as an authentication token, which can be used as a fundamental layer in the design of security systems. They are the physical equivalent of one-way mathematical transformations that, upon external excitation, can generate irreversible responses. PUFs are characterized by challenge-response pairs, in which a certain input to the system generates an uniquely related output. This thesis focuses on Optical PUFs. These consist of an inhomogeneous material that contains inherent imperfections and random structures that, when challenged with a coherent light source, creates an unique speckle image response. This speckle pattern, obtained from the scattering of light through the object, can be used for authentication purposes. Image based PUFs are especially useful for anti-counterfeiting purposes. Not only can an object be used to generate a cryptographic key, but this key can also be used to authenticate the object itself.

A. Objectives

A sheet of paper, for instance used as the support of an important document, can be used as an optical diffuser, or token, since the microscopic structures of the paper diffuse light in random directions. This token can be used to generate an unique speckle pattern when challenged with a coherent light. This would be an example of a PUF system used for authentication purposes, where the sheet of paper acts as the authentication token. As illustrated in figure 1, the document can be authenticated by generating a hash key from the perceptual analysis of the speckle image, obtained by the PUF system, and matching it to the hash key value stored in a database. However, a problem arises due to the variability in challenge/response pairs. In fact, a same challenge can generate different responses depending on the time instant the image was recorded at. The same light probing the document paper token, previously described, can generate slightly different speckle patterns.

The main objective of this thesis is to deal with the variations between different acquisitions from the same token by developing a perceptual hash algorithm that is robust against intra-variability. In a first step, the speckle pattern images obtained will be processed by being cropped and scaled as well as corrected in illumination variations. This will yield images with standard geometry that can be compared to a reference. After this, perceptual hash algorithms can be applied to the normalised images, to produce responses that are not affected by intra-variability. So, in a given PUF, different acquisitions of the same challenge taken at different temporal instants will yield the same responses. This will allow accurate authentication of PUF tokens.

Fig. 1. Example of using PUFs for document authentication.
B. Document Outline

This extended abstract is composed of six sections, whose contents are summarized here:

- **Introduction**: In this section, the motivation and objectives for this dissertation are presented.
- **Review of Authentication Techniques using Optical Physical Unclonable Functions**: In this section, the state of the art for optical PUF devices and perceptual hashing is presented.
- **The PUF System Used**: In this section, the physical PUF system used is described. The characteristics of the acquired datasets are also explained.
- **Proposed Approach for Authenticating a PUF**: In this section, the proposed approach for authenticating the PUF tokens, despite intra-variability, is explained.
- **Experimental Results**: In this section, the experimental results obtained from the proposed algorithms are presented and discussed. The parameter tuning done for each algorithm is also described.
- **Conclusion and Future Work**: This section presents the conclusions of this work, as well as possible approaches for future work.

II. Review of Authentication Techniques using Optical Physical Unclonable Functions

Optical PUF’s were first proposed by Pappu et al. [1]. In their implementation the light source can move in a 3D space pointing to a stationary scattering medium. The challenge is the position of the laser beam and the response is the speckle pattern recorded. The scattering medium considered was composed of a large number of randomly positioned silica spheres embedded in hardened epoxy. Since then, many iterations of this fundamental concept have been proposed.

A cost effective and relevant example of a PUF implementation is the called PaperSpeckle [2], which consists of a portable paper fingerprinting system that can identify and authenticate paper. The main use for this is to prevent document forgery and counterfeiting, which is a very relevant problem around the world. In PaperSpeckle the paper works as the scattering medium, having random and hard to replicate structures that create unique speckle images. PaperSpeckle showed that it is possible to extract repeatable speckle patterns from microscopic regions of paper, with just paper, pen and a microscope. These speckle patterns can then be turned into unique fingerprints associated with the document.

A. Overview of Perceptual Hashing Methods

There are several methods of perceptual hashing that have been proposed over the last decades, each with different approaches, and exploring distinct concepts. A recent publication by Du et al. [3] describes the results of a survey where they compare and categorise existing perceptual hashing methods. They propose that perceptual hashing can be grouped into five main categories:

- **Invariant feature transform methods** - Methods in this category explore a representation of the input image in a transformed domain. They generally have the advantage of being robust against certain types of distortion and noise attacks. Wavelet and Quaternion based hash functions fall under this category, as well as the Discrete Cosine Transform (DCT);
- **Local feature methods** - Methods in this category leverage local features that are invariant under content preserving attacks. Feature-point based hash functions fall under this category, including examples such as SIFT, SURF and ORB;
- **Dimension reduction methods** - Methods in this category make use of dimension reduction techniques. SVD based hash functions fall under this category, with Principal Component Analysis (PCA) being an example;
- **Statistic feature methods** - Methods in this category take advantage of image statistics for the calculation of the hash value. RPIVD and histogram based hash functions fall under this category;
- **Learning methods** - Methods in this category take advantage of efficient learning algorithms that can be implemented to generate hash values based on parameters learned from the training of data;

B. Gabor Transform for Speckle Pattern Analysis

Speckle patterns, in general, have very few predominant features. To improve their perceptual analysis, the Gabor transform can be useful. Theoretically, Gabor filtering is closely related to the primary visual cortex [4], in terms of perceiving texture and detecting edges. In the realm of optical PUFs, the Gabor transform is often used in speckle pattern authentication systems.

A Gabor filter is a linear filter. In the spatial domain, it is derived from the modulation between a Gaussian kernel and a sinusoidal plane wave. Because of this, the parameters of a 2-D Gabor function include wavelength \( \lambda \), orientation \( \theta \), phase offset \( \phi \), as well as aspect ratio \( \gamma < 1 \), and bandwidth \( b \). The gabor kernel can be defined as:

\[
 g(x, y; \lambda, \theta, \phi, \gamma) = \exp\left(-\frac{x^2 + \gamma^2 y^2}{2\sigma^2}\right) \cos\left(\frac{2\pi x'}{\lambda} + \phi\right)
\]

where

\[
 x' = x \cos \theta + y \sin \theta, \\
 y' = -x \sin \theta + y \cos \theta.
\]

Due to the inherent orientation of a Gabor kernel, certain features of the unfiltered image that are aligned with that orientation will become more prevalent in the filtered image.

In the first optical PUF implementation, proposed by Pappu et al. [1], Gabor filtering is utilized for the generation of hash values. In short, speckle patterns are down-sampled by applying Gabor filters, thresholding at zero and scaled down. This method can be represented as a multi-resolution pyramid, in which a level of the pyramid refers to one iteration of filtering and sub-sampling of the image. In this algorithm only diagonal orientations are used on the Gabor kernels. This is mainly due to the fact that the values of the Gabor transform along the diagonals are much less sensitive to small changes in the horizontal or vertical positioning of the token. The work carried out by Pappu et al. not only introduced optical PUFs, but established the Gabor transform as a capable tool for the analysis of these types of images. In the implementation of PaperSpeckle [2], the Gabor transform is also used. In both
papers [2], [1] only the imaginary part of the Gabor wavelet is used to extract bits. By doing this, any illumination defects, contrast variations or poor focus that are present in the speckle image are eliminated. This improves the robustness of the system.

C. Classification Algorithms

In the context of PUF authentication, hash generation is only a means to an end, which is classification. After an hash is generated from a particular image, it needs to be classified. To accomplish this, classifying algorithms are employed.

A normalized hamming distance (HD) classification approach is widely used in this space, with a few notable mentions being [5], [1], [6]. The normalized hamming distance can be interpreted as the number of different bits between two binary hashes of the same size. Because it is normalized, when its value is zero, it means that both hashes are the same. On the contrary, if the hamming distance is 1, both hashes are 100% different. Utilizing a hamming distance threshold for classification means that, in short, if the hamming distance between two hashes is below a certain threshold, they are considered to be from the same image. A benefit of this classification approach is that it allows for the use of error correction codes, which could be employed to improve the authentication performance of the entire PUF system. It is also data independent, meaning it does not need a training set to be able to classify new occurrences in a testing dataset.

Classification is also the driving force of machine learning. In the topics of authentication systems, such as face recognition applications, machine learning plays an important role, and is served as the fundamental technique in many existing literatures. Machine learning utilizes previously obtained data, which is denominated as the training set, to make accurate predictions in new data, which is denominated as the test set [7]. In short, machine learning, for classification purposes, has two main categories: Unsupervised learning and supervised learning. Unsupervised learning uses an unlabeled dataset (i.e. the feature vectors from the dataset don’t contain a label, like a specific PUF token) to train a certain model and then classifies new data based on it. PCA is an unsupervised learning technique, on which a vector space is built so that new data can be projected upon it. This projected data tends to cluster when it is similar, therefore allowing it’s classification. The results from unsupervised learning could be further used for supervised learning. Supervised learning utilizes labeled datasets to train a model and make predictions on it.

On table I, an overview of some important machine learning classifiers is presented. All four algorithms employ different classification mechanisms and are from different categories [7].

Support vector machines (SVM) is one of the most successful classification algorithms developed to date, being widely used and often providing results that are better than competing methods [8]. SVM tries to make a decision boundary so that the separation between two classes the widest it can be. To accomplish this, the distance between the decision threshold and the closest points from each class (support vectors) are calculated. The hyperplane for which the margin is maximized is returned as the optimal hyperplane.

K-nearest neighbors is likely the simplest supervised learning algorithm to understand. Given a new unlabeled data point \( x_n \), simply find the \( k \) nearest neighbouring points. The label of \( x_n \) is determined by the majority of the labels of the \( k \) nearest neighbours.

The decision tree is a hierarchical construct that looks for optimal ways to split the data in order to provide a robust classification and regression. These decision trees generally lack robustness to different samples of the data. Thus, random forest works by constructing various decision trees at training time. New data is then classified by the class given as output by the majority of the trees.

III. THE PUF SYSTEM USED

The physical PUF system utilized was developed in [9], having been employed to acquire the datasets used in this work. This system is described in figure 2.

The light source of this optical PUF system is a coherent He-Ne Laser (ref. HNLS008R by Thorlabs). The beam passes through the PUF, which consists of a nonwoven polyester paper fabric that is characterized by being water resistant, capable of withstanding high mechanical strain and with a density of 250 g/cm². This type of tracing paper was chosen because it is a translucent object, meaning that the light emitted by the laser will be transmitted and result in a clear speckle pattern. The paper is placed in a sample holder which consists of a compact structure covered with black tape to prevent any external interference from light sources other than the laser. The light that passes through the PUF is directed into a beam expander, that serves the purpose of increasing its diameter. The beam expander used is the GBE20-A - 20X Achromatic Galilean Beam Expander (by Thorlabs). The speckle pattern is then projected onto a sheet of paper with a black rectangle printed on it, acting as a target. The purpose of this black rectangle is to have have a focus area of the speckle pattern which will later be perceptually analysed. If the

<table>
<thead>
<tr>
<th>Method</th>
<th>Category</th>
</tr>
</thead>
<tbody>
<tr>
<td>Support vector machine (SVM)</td>
<td>Linear Model</td>
</tr>
<tr>
<td>K-nearest neighbors</td>
<td>Non-parametric model</td>
</tr>
<tr>
<td>Decision tree</td>
<td>Non-metric model</td>
</tr>
<tr>
<td>Random forest</td>
<td>Mixed method</td>
</tr>
</tbody>
</table>

Fig. 2. Illustration of the physical PUF system used to generate and acquire speckle pattern images.
entire obtained image were to be analysed, some control over certain conditions of the system would be lost (like camera focus or lighting conditions). To acquire the images, the Camera Module V2 connected to a Raspberry PI is used.

A. Image Acquisition

To test the authentication algorithms implemented, a dataset that purposefully introduces intra-variability between acquisitions is necessary. To understand what varies the most between acquisitions taken at different times, it is important to define how the system is operated. Initially, the laser is switched off. After a PUF token is inserted the camera should be positioned in as close of a position as possible as previous acquisitions of the same token. The paper token, which is placed under the sample holder, should also be positioned with maximal aligning to prevent fluctuations in the speckle pattern.

The three main sources of intra-variability in the system identified were:

- Switching ON and OFF the entire system, creating a change in the phase of the optical signal.
- Changes in the orientation of the camera between 5º and 15º degrees in relation to the target.
- Changes in alignment of the PUF token in the mask.

However, in [9] it is stressed that token alignment is a key factor in the implementation of optical PUF devices. In fact, even a small difference in the positioning of the PUF token in the mask can generate an entirely different speckle pattern. This is because the structures of the paper function as a chaotic system. Because of this, only the two first sources of intra-variability were employed in the acquisition of the dataset.

Two different datasets were obtained. In the first obtained dataset, four different tokens were utilized. For each PUF token, certain rules were followed during the acquisition process:

- Switching OFF and ON the system between all acquisitions.
- Obtaining 50 acquisitions with a static camera.
- Obtaining 50 acquisitions while varying the camera orientation between 5º and 15º degrees in relation to the target.

The difference between camera positioning/orientation is exemplified in Figure 3.

After testing was done with the described dataset A, some limitations needed to be addressed. Particularly, an effort was made to aid the cropping of the black rectangle. To do this, a new dataset B was obtained. A black non-reflective tape was used on the outside of the black rectangle. This means that the camera only captures the content on its inside. The same acquisition rules employed in the first dataset were also used. This translates into a dataset with 400 images.

With both datasets combined, 800 speckle pattern images are available for testing. An overview of the described datasets is presented in Table 2A.

IV. PROPOSED APPROACH FOR AUTHENTICATING A PUF

Each proposed approach can be divided into 5 distinct modules, which are represented in figure 4.

It is important to note that an authentication system has two distinct operational settings: a registration phase and an authentication phase. The registration phase encapsulates the procedure of registering a new item (a new PUF token) in the system. In this case, it consists of perceptually analysing a speckle pattern image and generating an hash value. This value is then stored. The authentication phase consists of the same process of analysing a new speckle pattern image and generating an hash value for it. However, once this is done, the hash value is compared to all other previously registered hashes and consequently classified as a certain PUF token.

In this thesis, a DCT based approach (an invariant feature transform based method, which is data independent) is compared to a PCA based approach (a dimension reduction based method). These feature extraction techniques were chosen for comparison because one is data independent (DCT) and the other is data dependent (PCA). Each of these feature extraction methods is then paired and tested alongside different classifying strategies: a simple hamming distance threshold classification or a machine learning classifier (like Support Vector Machines). This modular process of testing how the different feature extraction and classification methods work together, in this context, gives us four distinct approaches, which are represented in Table II.

A. Pre-Processing

The pre-processing module is always present in the proposed solutions, as it contributes decisively to improve their
robustness. This module has four steps:

- Conversion to grayscale.
- Perspective warping and cropping of the speckle pattern images.
- Image standardization, which includes image resizing and normalizing the intensity of all pixels.
- Gabor filtering.

In a first step, the raw input image is first converted to grayscale [10]. After this, the images are warped and cropped.

If the entire obtained image were to be analysed, some control over certain conditions of the system’s implementation would be lost. Cropping and warping the obtained images, so that they only consist of the contents inside the black rectangle all from the same perspective as each other, is an important step towards improving the system’s authentication performance.

The process of cropping and warping the images can be structured in the following logic:

- Detecting the black rectangle (possibly utilizing the Hough Transform, ORB, pixel intensity)
- Cropping only the contents of the black rectangle
- Warping (taking similar points between a distorted image and a default image and finding the homography)

For the first dataset, where black non-reflective tape is not used, cropping is done manually by selection of the area between the pixel coordinates that more or less coincide with the black rectangle. The manual cropping process takes a considerable amount of time, making it impractical in the scope of an authentication algorithm. However, in dataset B, with the non-reflective black tape around the rectangle, it can easily be discriminated from the rest of the image, allowing for an automatic cropping process. To accomplish this, the image is converted to binary using a thresholding operation. This improves the accuracy of contour discrimination. Contours can be described simply as a curve joining all the continuous points, along a boundary, having the same intensity. Afterwards, a straight bounding rectangle that encompasses the largest contour can be computed (this is done with OpenCV’s `boundingRect()` function).

In terms of warping, ORB is utilized to detect feature points and find the homography between a distorted image and an image acquired with standard camera positioning.

The image is then resized to 64x64 pixels, which is important for subsequent image matching operations. After this, the intensity of each pixel of the image is normalized following a correction ratio. This makes each image have all pixels in a range of intensities from 0 to 255. Finally, Gabor filtering is applied. The final implementation utilizes a single Gabor kernel with a 45° degree diagonal orientation. As it was shown in [1], diagonally orientated Gabor kernels emphasize diagonal features in the speckle pattern, reducing the effect of unwanted horizontal or vertical movement in the token image. The pre-processing stage is presented in figure 5 as a block diagram.

B. Feature Extraction and Hash Generation

In approaches 1 and 2 of table III, the DCT is applied. To obtain a one-dimensional array, a zig-zag type scan is utilized, as the DCT tends to compact most of the energy in the first coefficients of the matrix. The DC coefficient is discarded as it does not translate any discriminating information from the images. This results in a vector of coefficients, which will be the hash value of the image. Because the initial coefficients hold the majority of the image’s energy, the final hash does not need to contain all coefficients given by the DCT. More coefficients in the final hash will translate more of the image’s data. However, the hashes will take up more space in memory and hash matching algorithms, i.e. the classifiers will take longer to compute the results. From the research done in [9], for this type of PUF token, a 64 bit hash provides sufficient discrimination between different paper tokens. Hash sizes of 64 bits are also common in cryptographic studies [11], [12]. Because of this, the DCT based algorithms generate hashes with 64 bits.

Finally, the resulting array is quantized into the final hash, so that the sequence can be normalized into a binary form. The conditions for the quantization are

\[
h_i = \begin{cases} 
0, & \text{if } C_i < m \\
1, & \text{if } C_i \geq m
\end{cases}
\]  

where \( h_i \) is the hash value, \( C_i \) is the coefficient of the array and \( m \) is the mean of all the coefficients. So any
coefficients that are above the median value are declared to 1, and any below as 0. Quantization is necessary for hamming distance calculation. There are several quantization schemes, some more complex than others. The applied mean based quantization is taken from [10], which showed good results in conjunction with the DCT.

In approaches 3 and 4, the PCA is applied. As it was said in previous sections, PCA is a data dependent method of feature extraction. This means that it needs a training set to extract predominant patterns from. After the token images are pre-processed, they are reshaped into a vector with one dimension. This vector is then appended to a larger matrix that contains all other vectors from reshaped images of tokens already registered in the system. This matrix serves as a vector space for other token images to be projected upon [13], returning weighted coefficients, that allow for their classification. The resulting hash is then quantized in the same way as in the DCT based approaches.

C. Classification

There are two different means of classification utilized in this dissertation. One is a normalized hamming distance threshold based classification and the other consists of machine learning classifiers.

The hamming distance obtained from two images of the same PUF token is denominated intra-HD, while the one obtained from two images of different PUF tokens is denominated inter-HD. In these types of classification problems, the HDs are represented in a histogram and can be described by a Gaussian probability density function. The mean (µ) and variance (σ^2) values of this Gaussian distribution function can be utilized to evaluate the robustness of the system. More distant mean values of the intra-HDs and inter-HDs translate in a better classification capacity. Lower variance also makes a correct classification more likely.

Utilizing a hamming distance threshold for classification means that, in short, if the hamming distance between two hashes is below a certain threshold, they are considered to be from the same PUF token. This threshold can be calculated with the mean values of the intra and inter Hamming distances, as well as their variances [14].

Four different machine learning classifiers were also selected to holistically understand what works best. Each of these supervised learning techniques can be organized in different categories [7]. These machine learning classifiers and their organization are presented in Table IV.

<table>
<thead>
<tr>
<th>Method</th>
<th>Category</th>
</tr>
</thead>
<tbody>
<tr>
<td>Support vector machine (SVM)</td>
<td>Linear Model</td>
</tr>
<tr>
<td>K-nearest neighbors</td>
<td>Non-parametric model</td>
</tr>
<tr>
<td>Decision tree</td>
<td>Non-metric model</td>
</tr>
<tr>
<td>Random forest</td>
<td>Mixed method</td>
</tr>
</tbody>
</table>

V. Experimental Results

After implementing the previously described algorithms, it is essential to analyse how they perform with both obtained datasets. There are two datasets (dataset A and dataset B). Each dataset utilizes 4 different PUF tokens and contains 400 images (100 for each token under different conditions).

It is important to note that all methods (except the PCA and machine learning classifiers) utilized in these algorithms are from the OpenCV Python package. The PCA implementation and machine learning classifiers utilized belong to Scikit Learn’s Python package.

A. Evaluation Metrics

First, it is important to define the evaluation metrics utilized in this chapter. In general, the classification measures obtained in these types of problems are based on the concepts true positive (TP), false negative (FN), false positive (FP) and true negative (TN), which can be explained, for a binary problem, as:

- True positive means it was correctly predicted as positive.
- False negative means it was incorrectly predicted as negative.
- False positive means it was incorrectly predicted as positive.
- True negative means it was correctly predicted as negative.

The accuracy rate (Acc) is a widely used and practical evaluation metric. It evaluates the performance of the classifier by means of its percentage of correct predictions. The Acc is computed as in Acc_q.

\[
Acc = \frac{TN + TP}{FN + FP + TN + TP}
\]

The error rate (Ecc) is another useful metric, which translates the percentage of incorrect predictions done by the classifier. Both the Acc and Ecc are general measurements that can be extended to multiclass classification problems. The Ecc is given by Ecc = 1 − Acc.

B. Parameter Tuning

Several different tools are used in the implementations of the proposed solutions. Each of these methods and processes have parameters that need to be tailored to their application environment.

1) Speckle Pattern Image Sizes: First, the size to which images should be resized should be discussed. In this analysis, image sizes will be chosen with the aim of keeping processing times low, while achieving satisfactory authentication results. Based on some past research [10], from which the DCT based proposed approaches are based on, resizing images to 32x32 pixels seems to work well. When it comes to the PCA based approaches, it has been shown by Yuen et al. [15] and also in [16] that a face image with a resolution of 16×16 is enough for authentication using PCA. Because of this, we consider the DCT based approaches as the bottleneck in image size selection. With this in consideration, for the tests to decide what image size to use, the DCT is utilized. Image sizes from 16x16 to 512x512 are examined.

The computing time taken to execute the DCT based algorithm and compare each hash, from a subset of dataset A, is plotted, for each image size, in Figure 6.
Each dot is the average result for a specific image size. On the y axis we have the difference between the mean inter-hamming distance and the mean intra-hamming distance. On the x axis the time it took to process the entire subset of the dataset is displayed. The optimal image size will be the one closest to the "elbow" of the blue line, i.e. 64x64. Resizing images to 64x64 provides nearly as much authentication capability as bigger image sizes and is just a little slower than smaller image sizes.

2) Gabor Kernel Parameters: Once the image size is selected, the Gabor kernel utilized should be discussed. When generating Gabor kernels, three parameters have a larger impact, in the resulting filtered image, when compared to the others. These are the wavelength (or frequency), orientation and the scale of the kernel [17].

The orientation of the Gabor kernel will be kept at $\frac{\pi}{4}$ relative to the x axis. As explained in section II-B, this orientation reduces the impact of unwanted vertical and horizontal changes in camera positioning. The size of the kernel will also be set at 3x3, as it is one of the most common choices [18]. This means that the only variable left to be selected is the frequency of the kernel.

The Gabor filter which best applies to this specific type of speckle pattern image will be the one that maximizes the difference between the mean inter-hamming distance and the mean intra-hamming distance. The testing process done to select the image size is repeated here, with dataset A, for different frequency values. The results are presented in Figure 7.

From the obtained results, the Gabor kernel selected for use in the pre-processing stage of the algorithms has the parameters summarized in Table V.

![Fig. 7. Impact of Gabor filter frequency in authentication performance, comparing the mean hamming distance difference. It is possible to see the benefit of considering only the imaginary part of the Gabor kernels.](image)

<table>
<thead>
<tr>
<th>Gabor Kernel</th>
<th>Characteristic</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Size</td>
<td>3x3</td>
<td></td>
</tr>
<tr>
<td>Orientation</td>
<td>$\frac{\pi}{4}$</td>
<td></td>
</tr>
<tr>
<td>Frequency</td>
<td>0.04</td>
<td></td>
</tr>
</tbody>
</table>

C. Performance Results with Hamming Distance Based Classification

In this section, the authentication results obtained with each proposed approach and a hamming distance based classification are presented and discussed.

1) Testing with Dataset A: The hamming distances obtained by comparing the hashes generated with the DCT/PCA based algorithm can be plotted using an histogram. The resulting metrics are utilized for performance evaluation. To better evaluate the impact of Gabor filtering, the algorithms were tested both with and without it (the pre-processing pipeline was kept the same, except for Gabor filtering removal). An example of one of the obtained histograms is presented in figure 8.

![Fig. 8. Histogram obtained from the DCT based approach with Gabor filtering. The adapted normal distribution curves are also plotted. The optimal decision threshold was also computed and plotted as a vertical dotted line in the histogram.](image)

The specific metrics of each normal distribution obtained from all tested algorithms are presented in table VI. It is to note that all algorithms generate a 64 bit hash. In the PCA based algorithms, 20 images from each token are utilized for training (10 images with standard camera orientation and 10 images with varied camera orientations). The remainder of the dataset is utilized for testing. It is important to note that, with the algorithm that utilizes Gabor filtering, 10 of these 20 images are the resulting real part and the other 10 are the resulting imaginary part derived from the Gabor kernel.

![Fig. 6. Impact of resizing the speckle pattern images to different sizes in terms of computational time taken and hamming distance difference between the same tokens and different tokens.](image)
When new images are projected on the PCA matrix, only the imaginary part of the Gabor filtering is utilized. This combination provided superior classification performance. This is likely due to an increase of the eigenspace generated, allowing more faithful descriptions of new speckle pattern images. Lower variance ($\sigma$) values are beneficial, as well as a higher difference between the mean of the inter-HDs and intra-HDs ($\mu_{\text{inter-HD}}$ and $\mu_{\text{intra-HD}}$).

In this setting, both DCT based algorithms correctly classified all speckle pattern images, with Gabor filtering providing a slight edge in performance. The PCA based algorithm that did not utilize Gabor filtering performed significantly worse, having an Acc score of 76.5% (the other algorithms showed a clear distinction between intra-HDs and inter-HDs, which translates into an Acc of 100%). It is important to point out that the quantization method utilized likely results in a large amount of data loss, as each hash coefficient is binarized only with relation to the mean of the entire hash.

2) Testing with Dataset B: The same testing process performed on dataset A was followed for the tests with dataset B, which should allow the proposed algorithms to achieve a slight increase in robustness, as the automatic image cropping procedure is expected to avoid some imprecision that may result when doing manual cropping. The obtained results are presented in table VII.

Although both DCT based algorithms performed at 100% Acc, Gabor filtering resulted in a slight decrease of performance. Since the Gabor kernel was tuned with dataset A, its performance might improve if tuned again for the conditions of dataset B. However, since the achieved accuracy was still 100%, it was considered that the previous setup can be used for both datasets.

From the results we can conclude the PCA based algorithm does not provide satisfactory results in this scenario. Also, when using Gabor filtering, a decrease in performance was also observed.

### D. Performance Results with Machine Learning Classifiers

In this section, the authentication results obtained with each proposed approach and machine learning based classification are evaluated. The metrics discussed in the previous section are also utilized here for evaluation.

In the evaluation stage of the supervised machine learning methods, overfitting is an important concern to take into consideration [19]. A model that overfits the training data will fail to accurately fit the observed data on the test dataset. Since overfitting typically occurs when the amount of training data is limited, cross-validation is utilized [20].

All four machine learning classifiers considered, as well as the cross-validation functions, are implemented using the Scikit Learn Python package (sklearn). To test the developed algorithms, a 5-fold cross validation scheme is utilized.

1) Testing with Dataset A: The results obtained with the DCT and PCA based algorithms combined with the different classifiers utilizing dataset A are shown in Table VIII.

From the displayed results, it is possible to conclude that the proposed DCT algorithm including Gabor filtering, with any of the tested machine learning classifiers, achieves satisfactory classification/authentication performance. SVC with a polynomial kernel performed the worst. This might seem counter intuitive, but the explanation is probably that overfitting is occurring because the kernel has a higher complexity. When Gabor filtering is removed from the DCT based algorithm, there is a significant decrease in the authentication performance. This reinforces the efficacy of using the selected Gabor kernel in the optical PUF scenario.

The PCA based approach, combined with any of the machine learning classifiers, achieves a very good authentication performance. In this result set, the difference between an algorithm with Gabor filtering and another without it is not as apparent. For four of the classifiers (all except the SVC with a polynomial kernel) the accuracy results seem to have slightly decreased when including Gabor filtering. This could be explained by the fact that these results are all very high, and in many of the cases the slight decrease with Gabor filtering is not meaningful.

It is important to note, however, that these results are obtained with a somewhat restricted dataset of only 4 different tokens with 400 images. Were these algorithms tested with a larger dataset, the performance would likely decrease.

2) Testing with Dataset B: The results obtained with the DCT and PCA based algorithms combined with the different
classifiers utilizing dataset B are shown in Table IX.

The displayed results support the efficacy of this algorithm when applied to the considered PUF system, as they are satisfactory for most of the combinations considered.

All the accuracy results obtained from the DCT based algorithms without Gabor filtering increased with dataset B in comparison to dataset A. This could be due to the fact that the cropping and warping process was optimized. The speckle patterns are better aligned with each other and that could lead to superior comparison results. In this scenario, however, not all accuracy results improved. In fact, the SVC with a polynomial kernel and Gabor filtering performed worse with dataset B than with dataset A. Here, the fact that overfitting is likely happening should be reiterated. With much less variability in the training data, the decision boundary is likely excessively adapted to the training data.

In dataset B, the PCA based algorithm performs equally well. All accuracy results are similarly high. There is a slight decrease in performance with the SVC when utilizing a polynomial kernel. This is likely due to overfitting being exacerbated, as discussed earlier. Again, these accuracy results would likely decrease if the dataset contained images from more tokens.

E. Discussion of the Results

Taking into consideration the obtained results for each approach, it can be argued that some of the algorithms work best in certain application scenarios, while others work best in other application scenarios. Considering the PUF system used, there are two main application scenarios to be considered:

- A system with an integrated camera and computer, where registration and authentication time are not the main concern. The main objective is to provide very accurate authentication results. This could happen in the context of, for example, authenticating important documents or utilizing a PUF to gain entry into a highly secure system.
- A system where the camera and computer are not inherently part of it. In this scenario, computational time of the implemented algorithm is considerably more important. This could happen in the context of, for example, acquiring a speckle pattern image, with a smartphone, to authenticate a piece of equipment that is tagged with a PUF.

The DCT based approach showed good authentication performance when paired with a normalized hamming distance based classification. A clear distinction between intra-HDs and inter-HDs was achieved. Because this approach is entirely data independent, only one speckle pattern image from a certain token is necessary to register it in the system. This makes it more versatile in terms of possible application environments. Regarding the considered application scenarios, scenario B or other similar scenarios would benefit more from this approach.

The PCA based algorithm paired with a normalized hamming distance based classification showed worse authentication performance. However, when combined with machine learning classifiers, the PCA based approach showed remarkably good performance. The previously considered DCT based approach is data independent, and conversely this approach is data dependent. This means that it requires a certain amount of speckle pattern images to register a new token in the system. In fact, during testing, 80% of the datasets was used for
training of the algorithm. This means 80 images per token for training (or registering a token), leaving the 20 remaining images for testing. Another point that should be discussed is that every time a new token is registered in the system, a new PCA matrix and a new classifier model need to be computed. Ideally, this is only necessary until a descriptive enough eigenspace from the PCA matrix is obtained, i.e., when the information gathered from the registered tokens becomes sufficient to represent also previously unseen tokens. However, this can be a computationally intensive task, representing a drawback if having to be repeated every time a new token is registered in the system.

From these characteristics, which include higher authentication performance but an increased need for computational resources and data, it can be concluded that the PCA with machine learning classifiers approach would be best suited for scenario A, where registration and authentication time are not the main concern and the main objective is to provide very accurate authentication results.

VI. CONCLUSIONS AND FUTURE WORK

A. Conclusions

In this work, it was demonstrated how a PUF system, utilizing low cost tracing paper tokens, can be utilized for authentication purposes, despite intra-variability between acquired speckle pattern images. Obtained speckle patterns from the same token can vary depending on acquisition environment and system alignment. Multiple algorithms were tested, following a modular approach, to assess what works best for this specific PUF system and it’s application scenarios. This implementation consisted in: (i) Image acquisition; (ii) Pre-processing for normalization and filtering; (iii) Feature extraction and hash computation; (iv) Classification.

For an entirely data independent approach, the DCT with a hamming distance based classification showed the best results. It is to note that if the PCA based algorithm employed a more adequate quantization scheme, perhaps the results obtained would be matched. This data independent approach has the main benefit of not needing a large amount of data to register a certain token in the system. The PCA with machine learning classifiers showed the best authentication performance out of all the tested algorithms. This is a data dependent approach. The only downside to this approach is that multiple images of a certain PUF token are required to register it in the system and that each time a new token is registered, the PCA matrix needs to be re-generated.

B. Future Work

During this work, only the DCT and PCA were employed for feature extraction. It is recognized that many more algorithms are capable of performing image-based hash extraction. It would be beneficial to implement and test other algorithms to improve the robustness of the PUF system and more accurately assess what works best.

Although an hamming distance based classification approach was considered, Error Correction Code algorithms were not employed. They are widely used for this type of problems, as well as in the cryptographic and communication areas in general, to enhance the performance of authentication algorithms by decreasing the error obtained from intra-variability. This would make them a compelling tool to test an implement along side the algorithms proposed in this dissertation.
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