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Abstract

We measure theB0 → K∗0µ+µ− decay branching fraction as a function of the di-muon invariant mass
squared, using the B0 → J/ψK∗0 decay as normalisation channel. We use proton-proton collision data
at

√
s = 13TeV, collected by the Compact Muon Solenoid (CMS) experiment at the Large Hadron Collider

(LHC) during the years 2016, 2017 and 2018. The analysis is validated by comparing the ratio between
the branching fractions of the two resonant channels, B0 → J/ψK∗0 and B0 → ψ(2S)K∗0 , with the
current world average. Our result is consistent with this value within 0.2σ. TheB0 → K∗0µ+µ− branching
fraction results are also consistent with previous LHC Run 1 measurements and with the Standard Model
(SM) predictions. These preliminary results are the most precise to date.

The B0 → K∗0µ+µ− decay is a rare beauty process which can only proceed at loop order in the SM,
making it very sensitive to new physics (NP). Tensions with the SM have already been reported in one of
the parameters appearing in its decay rate, P ′5, belonging to the class of discrepancies in the flavour sector
commonly referred to as flavour anomalies. The B0 → K∗0µ+µ− branching fraction can enter in global
fits to help constraining NP scenarios and investigating the source of these alluring flavour anomalies.
Keywords: Flavour anomalies, rare decays, CMS experiment, new physics, B physics, LHC

1. Introduction

The Standard Model (SM), albeit a very success-
ful theory, cannot be the final description of na-
ture since it fails to provide explanation to some
observed phenomena, namely the existence of
dark matter and the origin of the current matter-
antimatter asymmetry in the universe. As a con-
sequence, searches for physics beyond the SM
are well motivated and are one of the main driving
forces for the development of particle accelerators,
such as the Large Hadron Collider (LHC).

Thus far no clear sign of New Physics (NP) has
emerged from collider data. Nevertheless, a class
of discrepancies with the flavour sector of the SM
has been slowly making its stand. These are the
so-called flavour anomalies and have been de-
tected in two sets of quark-level transitions: b→ sll
(beauty to strange quark plus pair of charged lep-
tons) and b → clν̄ (beauty to charm quark plus
charged lepton and neutrino).

In this work, we study a decay which is a partic-
ular realisation of the b→ sll transitions, the B0 →
K∗0µ+µ−. Tensions with the SM have already
been reported in one of the parameters that en-
ters in its decay rate, P ′5. In Fig. 1, the latest LHCb
result [16] on this parameter can be seen, where a

tension with the SM of 2.5 and 2.9σ has been re-
ported in the di-muon invariant mass squared (q2)
ranges 4.0< q2<6.0 and 6.0< q2<8.0 GeV2, re-
spectively.

Figure 1: Latest LHCb result [16] on the P ′5 parameter, where
a tension with the SM of 2.5 and 2.9σ is reported in the ranges
4.0< q2<6.0 and 6.0< q2<8.0 GeV2, respectively (left).

Even though the individual discrepancies de-
tected in these measurements do not yet display
sufficient levels of statistical significance, when
taken together in global fits [2] they do and they
can be used to constrain NP models. Therefore,
a clarification of the flavour anomalies is a current
priority in High Energy Physics (HEP).
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In this work, we measure the differential branch-
ing fraction of the B0 → K∗0µ+µ− decay as a
function of the di-muon invariant mass squared,
using the B0 → J/ψK∗0 as normalisation chan-
nel. We use proton-proton (pp) collision data at√
s = 13 Tev, which was collected by the Com-

pact Muon Solenoid (CMS) detector at the LHC,
during the years 2016, 2017 and 2018. This ob-
servable can enter in the mentioned global fits, to
help constraining NP scenarios and investigating
the source of the alluring flavour anomalies.

The analysis is performed in bins of the di-muon
invariant mass squared (q2), as defined in Tab. 1.
The q2 ranges 8.68 < q2 < 10.09 GeV2 and 12.86 <
q2 < 14.18 GeV2 correspond, respectively, to the
two resonant channels B0 → J/ψK∗0 and B0 →
ψ(2S)K∗0 , which occur much more frequently in
the collisions. They are both used as control chan-
nels and the former is also used to normalise the
branching fraction measurement

dB(B0 → K∗0µ+µ− )

dq2
=
YS
YN

εN
εS

B(B0 → J/ψK∗0 )

∆q2i
,

(1)
where YS and YN are the yields of signal and nor-
malisation channels, respectively, εS and εN are
the detector efficiencies for signal and normalisa-
tion channels, respectively, and i runs over the sig-
nal q2 bins. B(B0 → J/ψK∗0) is the branching
fraction of the normalisation channel [17].

Table 1: q2bins used in the analysis.

bin index q2range [GeV2]
0 1-2
1 2-4.3
2 4.3-6
3 6-8.68
4 8.68 - 10.09 (J/ψ region)
5 10.09-12.86
6 12.86-14.18 (ψ(2S) region)
7 14.18-16

The structure of this work is as follows. We
start in Sec. 2 by giving a theoretical description of
the b → sll transitions and how they are studied
in the context of Effective Field Theories (EFTs).
Within this formalism, the B0 → K∗0µ+µ− decay
rate is obtained. We continue on Sec. 3 with a
brief description of the CMS detector, presenting
the trigger (online) selections used in the analy-
sis. In Sec. 4, we present the datasets and offline
selections used. The method used to extract the
yields YS and YN in Eq. (1) is described in Sec. 5,
whereas the method used to compute the efficien-
cies εS and εN can be found in Sec. 6. The Monte
Carlo (MC) simulations are validated in Sec. 7 and
a study of the systematic uncertainties is presented
in Sec. 8. Finally, we present the main results in

Sec. 9 and the conclusions in Sec. 10.

2. Theoretical framework
The b → sll transitions are highly suppressed in
SM. On the one hand, because they correspond
to a Flavour Changing Neutral Current (FCNC)
transition, which is forbidden at tree level in the
SM. On the other hand, because the leading or-
der loop diagram is a penguin loop with a t-quark
mediator (see Fig. 2 a)) which is Cabibbo sup-
pressed, since it is proportional to the terms of
the Cabibbo–Kobayashi–Maskawa (CKM) matrix
|VtsVtb| ≈ 10−2. Other SM loop contributions pro-
ceed via box diagrams, as can be seen in Fig. 2 b).

Figure 2: Loop diagrams contributing to the b → s l+l− tran-
sitions in the SM (top) and in possible NP scenarios (bottom).
a) and b) correspond to a penguin loop and a box diagram, re-
spectively. c) and d) correspond to tree level diagrams mediated
by leptoquarks and a heavy gauge boson (Z’), respectively.

This fact makes decays realising them very rare
and sensitive to NP, which could appear as yet
undiscovered fundamental particles, such as lepto-
quarks (LQs) [13, 3] or a heavier gauge boson (Z’)
[1, 11], which would allow the existence of these
FCNC transitions at tree level. These NP contribu-
tions could produce sizeable effects in the decay
rates and branching fractions which would appear
as flavour anomalies.

The energy scale of the b → sll transitions (the
b-quark mass mb ≈ 5 GeV) is much lower than
the electroweak scale (≈ 100 GeV) and possible
NP scales (1-100 TeV). In cases where very dis-
parate mass scales appear, it is advantageous to
construct an EFT where the degrees of freedom
that become relevant at much higher energy scales
do not appear explicitly. In this description, the
Feynman diagrams depicted in Fig. 2 reduce to
point-like interactions, whose coupling constants
are sensitive to the high energy degrees of free-
dom. In the presence of the high energy scale Λ,
the effective Hamiltonian Heff , denoting a transi-
tion between an initial state |i〉 and a final state |f〉,
can then be written as

〈f |Heff |i〉 =
∑
k

Ck(Λ) 〈f | Ok |i〉, (2)

where Ck(Λ) are the WCs, which are the cou-
pling constants of the local interactions and con-
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tain physics information above Λ, being sensitive
to NP, and 〈f | Ok |i〉 are the matrix elements of the
local operators Ok, which contain physics informa-
tion below Λ. NP can either change the values of
the WCs or contribute with new operators Ok.

2.1. The B0 → K∗0µ+µ− decay rate
The B0 → K∗0(K+π−)µ+µ− has a fully charged
final state composed of a kaon, a pion and two op-
posite charge muons, where the kaon and pion re-
sult from the decay of the K∗0 meson. The four-
particle final state can be described by a set of four
kinematic variables: q2, θl, θK and φ; with the three
angles depicted in Fig. 3.

Figure 3: Graphical illustration of the three angular variables
θl, θK ∈ [0, π] and φ ∈ [−π, π] used to describe the decay
B0 → K∗0(K+π−)µ+µ−. Taken from Ref. [6].

Since the B0 → K∗0µ+µ− is a realisation of
the b → sll transitions, its effective Hamiltonian as
the form described in Eq. (2). In order to compute
the decay rate, the amplitudeM = 〈Kπ|Heff

∣∣B̄〉
needs to be obtained. The matrix elements of
some operators can be expressed in terms of
form factors, which below the charmonium reso-
nances (6 GeV2) are calculated using Light Cone
Sum Rules (LCSRs) [5] and above 6 GeV2 are
calculated using lattice Quantum chromodynamics
(QCD) calculations. The matrix elements of the re-
maining operators are calculated using QCD fac-
torisation techniques (QCDF) [4], below 6 GeV2.

Since there are large theoretical uncertain-
ties associated with the aforementioned form
factor calculations, a set of parameters P

(′)
i ,

which are form-factor independent at leading
order, was constructed [12] in order to re-
duce them. In terms of these parameters, the
B0 → K∗0µ+µ− decay rate can be written as

1

dΓ/dq2
d4Γ

dq2d cos θld cos θKdφ
=

9

32π

[
3

4
FT sin θK

2 + FL cos θK
2

+ (
1

4
FT sin θK

2 − FL cos θK
2) cos 2θl

+
1

2
P1FT sin θK

2 sin θl
2 cos 2φ

+
√
FTFL(

1

2
P ′4 sin 2θK sin 2θl cosφ+ P ′5 sin 2θK sin θl cosφ)√

FTFL(P ′6 sin 2θK sin θl sinφ− 1

2
P ′8 sin 2θK sin 2θl sinφ)

+ 2P2FT sin θK
2 cos θl − P3FT sin θK

2 sin θl
2 sin 2φ

]
,

(3)

where FT and FL are the transverse and longitu-
dinal polarisations of the K∗0 meson, respectively.
This decay rate is used to compute the detector ef-
ficiency in Sec. 6.

3. CMS detector and online selections
CMS is a general purpose detector situated at the
CERN LHC. It has a cylindrical shape and is de-
signed around a superconducting solenoid, which
provides a magnetic field B = 3.8 T. A schematic
representation of the detector can be seen in Fig. 4
and a detailed description can be found in Ref. [7].

The main detector components used in this anal-
ysis are the silicon tracker and the muon sys-
tem. The silicon traker measures charged particles
within the pseudorapidity range |η| < 2.5, where

η = − ln [tan (θ/2)] and θ is the polar angle of the
particle relative to the beam direction. It consists
on a pixel and a miscrostrip detector and is located
inside the superconducting solenoid. Muons are
measured within the pseudorapidity range |η| <
2.4, with four muons stations consisting of several
layers of drift tubes and cathode strip chambers in
the regions |η| < 1.2 and 0.9 < |η| < 2.4, respec-
tively, complemented by resistive plate chambers
convering the region |η| < 1.6. The muon cham-
bers are interleaved with the iron return yoke (in
red in Fig. 4), where the magnetic field is B ≈ 2 T.

As they traverse the silicon tracker, charged par-
ticles leave a series of hits in different layers of
the material. Tracks are reconstructed by combin-
ing hits from several layers, allowing an estimate
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of the parameters of their trajectories to be per-
formed. From the knowledge of the magnetic field
(B) and the radius of curvature of their trajectory
(R), their transverse momentum pT = qBR can be
obtained, where q is the electric charge. The re-
constructed tracks have an impact parameter res-
olution of around 15µm.

The primary and secondary vertices of the B
meson correspond, respectively, to the region of
space where the meson is created as a result of a
pp collision and where the B meson decays. The
vertices are reconstructed in the silicon tracker by
grouping several tracks into vertex candidates (ver-
tex finding) and determining the best estimates for
the position of the vertices (vertex fitting). The
probability of the tracks coming from the same in-
teraction vertex is quantified by means of the χ2

test. Since b hadrons are relatively long-lived, they
travel a distance of a few millimeters in the detector.
As a consequence, their secondary vertex is dis-
placed from their primary vertex, which facilitates
their reconstruction.

Muons are reconstructed independently in the
silicon tracker (muon tracker track) and in the muon
stations (standalone muon), making use of the
residual magnetic field in the iron return yoke (B =
2 T). They are subsequently combined with tracks
found in the silicon tracker to form global muons.

Figure 4: Schematic representation of the CMS detector iden-
tifying dimensions and different constituents.

Events are selected using a two-level trigger sys-
tem composed by a Level 1 (L1) trigger and a
High Level Trigger (HLT), which reduce the event
rate to around 100 kHz and 1 kHz, respectively, be-
fore data storage. The L1 trigger is made from
custom electronics and uses information from the
calorimeters and the muon detectors to select the
most interesting events. The HLT relies on ≈
100 commercial processors and has access to the
complete silicon tracker information, allowing more
precise selections to be made online.

Events used in the analysis were collected with
triggers requiring that two opposite charge muons

and an additional track are found in the event and
form a 3-body displaced vertex. Some of the re-
quirements applied at HLT are: single muon pT >
4 GeV and |η| < 2.5; di-muon pT > 6.9 GeV; di-
muon invariant mass in the ranges [2.9-3.3] GeV
(J/ψ); [3.3-4.05] GeV (ψ(2S)) and [1-2.9] ∪ [4.0-
4.8] GeV (non-resonant channel) and additional
track with pT > 0.8 GeV and |η| < 2.5.

4. Datasets and offline selections
In this analysis, we use pp collision data at

√
s =

13 TeV, collected by the CMS detector during the
years 2016, 2017 and 2018, corresponding to a
total integrated luminosity of L = 139.5 fb−1. Be-
sides data samples, the analysis also uses Monte
Carlo (MC) simulation samples. Pileup events are
added to represent the number of multiple vertices
per event as seen on data (pileup weight). The sim-
ulated samples are used to estimate background
contributions, to compute the detector efficiency
and perform studies of systematic uncertainties.

The fiducial region of the analysis is defined by
the presence of a B0 candidate with pseudorapid-
ity |ηB | < 3. For |ηB | > 3, the probability of de-
tecting the four final state particles resulting from
the B0 decay is very low and therefore a filter to
these events is used in the MC simulations, to save
computing time and disk space. This cut does not
introduce any q2 dependence on the efficiencies.

The detector acceptance is defined by the re-
gion of phase space within which the final state
particles are potentially detectable. A set of re-
quirements is applied on the generated MC in or-
der to reject events falling outside the acceptance
of the CMS detector: |η(µ+, µ−,K±, π∓)| < 2.5,
pT (µ+, µ−) > 2.5 GeV and pT (K±, π∓) > 0.4 GeV.
Events passing these selections are referred to as
accepted events.

The signal and control channels B0 →
K∗0µ+µ− , B0 → J/ψK∗0 and B0 →
ψ(2S)K∗0 are reconstructed through their decay
into the fully charged final state K+π−µ+µ−. Only
events passing the triggers described in Sec. 3 are
considered. B0 candidates are formed by combin-
ing two opposite charge muons with a K∗0 meson.
The two muons and at least one track should be
matched to the objects firing the HLT. The selec-
tions applied at HLT are re-applied in the offline
analysis.

Some of the requirements applied to muons are
the following. Single muon pT > 4 GeV and |η| <
2.5. Number of track layers with measurements >
5. Number of pixel layers with measurements > 0.
Muon track passing the high-purity flag [8] in order
to reject tracks that do not correspond to a charged
particle (fake tracks). Some of the requirements
applied to the two hadron tracks are the following.
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pT > 0.8 GeV and |η| < 2.4. In 2017 and 2018,
the pT of the offline track matched to the one fir-
ing the trigger is required to be > 1.2 GeV. Pass
the high-purity flag [8]. The two tracks must suc-
cessfully fit to a common vertex to form a K∗0 me-
son. The cut mKK > 1.035 GeV, where mKK is
the invariant mass of the two hadron tracks with
kaon mass assigned is applied in order to reject
B0

s → J/ψ(µ+µ−)φ(K+K−) events. The muon
and the hadron candidates are fitted to a common
vertex and a minimum χ2 probability of 1 % is re-
quired.

Since both the B0 → K∗0(K+π−)µ+µ− and
B̄ → K̄∗0(K−π+)µ+µ− decays occur in the colli-
sions, leaving the same signature in the CMS de-
tector: two opposite charge muons and two oppo-
site charge tracks; a flavour-tag is necessary to dis-
tinguish between the two. The K∗0 invariant mass
is computed for both K+π− and K−π+ mass hy-
potheses, and at least one of the two combinations
is required to lie in a 3σ mass window from the
K∗0 nominal mass [17], where σ is its natural width
(50 MeV). The flavour-tag assignment consists on
selecting the combination whose invariant mass is
closest to the K∗0 nominal mass [17]. This assign-
ment does not always result in the correct flavour
for the tracks and, consequently, there is a frac-
tion of mis-tagged events in our signal. Henceforth,
events with the correct flavour will be referred to
as right-tagged (RT) and the ones with mis-tagged
flavour will be referred to as wrong-tagged (WT).
The mis-tag fraction (fM ) is defined as the ratio
between the number of WT events and the total
number of signal events and is determined from
simulation. The mis-tag fractions are around 12-
13%, depending on the q2 bin and year.

The analysis also contains background events
which contaminate our signal. A multivariate anal-
ysis was performed [10] in order to reduce the
amount of background. A Boosted Decision Tree
(BDT) discriminator was used to separate signal
from background events. The training was per-
formed on signal MC and on background events
from the data sidebands. The BDT cut used in the
analysis was chosen by maximising the expected
S/
√
S +B, where S is the signal yield extracted

from a fit to the signal MC and B is the background
yield extracted from a fit to the left and right data
sidebands, extrapolated to the signal region. The
working points giving the best S/

√
S +B values

are: BDT score > 0.99 (2016), > 0.97 (2017) and
> 0.975 (2018).

Additional cuts are performed in the analysis in
order to reject peaking and partially reconstructed
backgrounds. Peaking backgrounds are decays
that do not correspond to our signal and can re-
sult from e.g. other b-hadron decays, giving rise

to structure in the mass spectrum. Partially re-
constructed backgrounds are formed by decays
similar to our signal where an additional particle
in the final state is missed in the reconstruction.
The presence of these decays is studied in the
J/ψ channel. B+ → J/ψK+ peaking background
events andB+ → ψ(2S)K+ partially reconstructed
events, with ψ(2S) → J/ψπ+π−, in which the soft-
est pion is missed, are rejected. Furthermore, a
cut based on the di-muon invariant mass was per-
formed in order to reject events from the resonant
B0 → J/ψK∗0 and B0 → ψ(2S)K∗0 channels that
can leak into the adjacent signal q2 bins.

The combinatorial background is present is ev-
ery physics analysis and describes events in which
the four particles in the final state do not all come
from the same interaction point. Consequently, the
4-body invariant mass can have a random value.
This constitutes the main source of background in
our analysis and nees to be modelled accordingly,
as explained in the next section.

5. Yields extraction

The yields YS and YN in Eq. (1) are extracted from
an extended unbinned maximum likelihood fit to
the K+π−µ+µ− invariant mass distribution. The
signal shape, containing both RT and WT com-
ponents, is described by a combination of crystal-
ball and Gaussian functions, whereas the combi-
natorial background is described by an exponential
function. In the case of the J/ψ channel, there is an
additional background component describing un-
removed partially reconstructed backgrounds. The
shape of this component, taken from MC simula-
tions, is given by a complementary error function.
For all years, the fraction of partially reconstructed
events with respect to signal is fixed to the value
obtained from a fit to the 2018 data distribution
ferf = 0.0672 ± 0.0018, where this value was left
free to float.

Since in data there is not enough information to
separate RT from WT events, a fit to the RT and
WT MC is firstly performed. Subsequently, the fit
to data is done applying Gaussian constraints on
all parameters, except on the RT mean and yields,
using the values and uncertainties of the parame-
ters extracted from the MC fits.

The data fit results in year 2018 are shown in
Fig. 5. The total fit (in black) can be seen super-
imposed with the data points. The RT and WT
components are painted in green and red, respec-
tively. The exponential curve of the combinatorial
background is shown in blue and the component
describing the partially reconstructed events in the
J/ψ channel is shown in cyan. The q2 ranges cov-
ered by each q2 bin can be seen in the top left
region of each plot, alongside the signal yields.
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Figure 5: Data fit results in year 2018. The q2ranges covered by each q2bin can be seen in the top left region of each plot. The RT
and WT components are shown in green and red, respectively. The combinatorial background is shown in blue and the partially
reconstructed background in the J/ψ channel in cyan.

A toy MC study was performed in order to check
whether the estimates for the signal yields are un-
biased and whether we can trust their statistical un-
certainties. 5000 toy samples were generated and
fitted with the same model used to fit the data. We
obtained the pull distribution

Pull(Y ) =
Y toy
i − Y data

σtoy
i

, (4)

where Y toy
i is the signal yield obtained from the fit

to the toy MC sample with index i, σtoy
i is the cor-

responding statistical error and Y data is the signal
yield obtained from the fit to data.

If the estimator for the signal yield Y data is un-
biased, we expect to obtain statistically compati-
ble estimates in each repeated measurement. The

distribution of pulls for an unbiased fit should fol-
low a Gaussian distribution with unit width, centred
upon zero. Shifts in the mean can suggest a bias
in the fitting procedure, while deviations from a unit
width can suggest that the statistical uncertainty
returned by the fit is not reliable. The fit bias is
accounted for in a systematic uncertainty, as ex-
plained in Sec. 8.

6. Detector efficiency
The detector efficiency is defined as the ratio be-
tween the number of signal candidates that are ac-
cepted, reconstructed and selected over the total
number of signal events produced in the collisions,
within the fiducial region of our analysis. The effi-
ciencies εS and εN of both signal and normalisation
channels, are used to correct the measured signal
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yields YS and YN obtained in Sec. 5, so that we can
compare our experimental results with the theory
predictions.

In order to take into account the effect of the
pileup re-weighting mentioned in Sec. 4, the detec-
tor efficiency is described by the product between
two terms: the selection efficiency (Nsel/Dsel) and
the acceptance (Nacc/Dacc) as

ε =
Nacc

Dacc
× Nsel

Dsel
. (5)

The acceptance is the fraction between the num-
ber of accepted signal candidates (Nacc) over the
total number of signal candidates within the fidu-
cial region of the analysis (Dacc). The selection
efficiency is the fraction between the number of re-
constructed signal candidates passing all the anal-
ysis selections (Nsel) over the number of accepted
signal events (Dsel). Nsel and Dsel have the pileup
weight, whereas Nacc and Dacc do not.

The efficiencies are computed using MC sim-
ulations, which are generated with values for
the angular parameters appearing in the B0 →
K∗0µ+µ− decay rate in Eq. (3) that are close to the
SM predictions. Since probing the flavour anoma-
lies is one of the goals of our study, the efficiencies
are integrated over the angular variables weighted
by the B0 → K∗0µ+µ− decay rate. The angular
parameters are taken from a 4-dimensional likeli-
hood fit to the K+π−µ+µ− invariant mass and the
three angles θK , θl and φ describing the decay.
Both the angular parameters obtained from the fits
to data and MC are used. The data signal angu-
lar parameters are taken from Ref. [16] while the
remaining ones are from Ref. [10].

The detector efficiency for year 2018 can be
seen in Fig. 6, for each q2 bin. The acceptance is
the same for the three years.

0 2 4 6 8 10 12 14 16
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Figure 6: Averaged efficiencies for each q2 bin in year 2018.

7. Monte Carlo validation
Since the efficiencies obtained in the last section
rely on the MC simulations, we need to validate the
MC by comparing it with data. Since the MC used

contains only signal events, before this comparison
can be made, the signal and background distribu-
tions in data need to be separated. This has been
achieved by making use of the sPlot method [18].
The data and MC signal distributions were then
compared for a set of control variables. The largest
discrepancies between data and MC were found
for the pseudorapidity of the B0 meson (”bEta”).

In Fig. 7, the comparison between data and MC
can be seen for the B0 meson pseudorapidity in
year 2018, for the J/ψ channel. The signal data
and MC distributions are shown in red and green,
respectively, and they are both normalised to the
”bEta” range. In the bottom panel, the bin by bin
ratio between the two distributions can be seen.
These data/MC ratios are used to quantify the data
vs MC discrepancies in a systematic uncertainty,
as will be explained in Sec. 8.

Figure 7: Comparison between data signal distribution (in red)
obtained with he sPlot method and the MC (in green), for the
B meson pseudorapidity in year 2018 for the J/ψ channel.

8. Systematic uncertainties
Systematic uncertainties originate from the as-
sumptions and methods used to extract the yields
(Sec. 5) and to compute the efficiencies (Sec. 6)
necessary to obtain the B0 → K∗0µ+µ− branch-
ing fraction defined in Eq.(1). The uncertainties
of the input branching fractions B(B0 → J/ψK∗0)
and B(J/ψ → µ+µ−) are also considered as part
of the systematic error, being 3.94 % and 0.55 %,
respectively.

The systematic uncertainties associated with the
yields have two sources: fit variations and fit bias.
The former is estimated by using different fit con-
figurations, other than the nominal presented in
Sec. 5, to extract the yields and it quantifies the ef-
fect the assumptions made in the nominal fit has in
the yield results. The latter quantifies how reliable
the yields obtained with the nominal fit are.

We used the following fit variations

• Scale factor: all the fit parameters, except the
RT mean and the yields, are fixed to the values

7



found in MC. A ”scale factor” parameter is mul-
tiplied by all the widths to allow for possible dif-
ferences in the mass resolution between data
and MC. This parameter is left free to float in
the two resonant q2 bins and is fixed to the val-
ues obtained in the J/ψ channel for the signal
q2 bins. The largest value for the scale fac-
tor is found in the J/ψ channel, in year 2017,
where the data prefers a shape 10% wider
than in MC.

• Mistag fraction: nominal fit in which the frac-
tion of WT events is fixed to the values ob-
tained from a fit to the MC containing both
RT and WT events, applying the same Gaus-
sian constraints used to fit the data. It allows
for possible differences in the amount of WT
events in data and MC.

• No erf: the component describing the partially
reconstructed events in the J/ψ channel is re-
moved.

• Largest/lowest ferf : nominal fit in which the
fraction of partially reconstructed events with
respect to signal (ferf ) is fixed to its estimated
largest and lowest limits, respectively. In or-
der to estimate these limits, several fit config-
urations were performed in which ferf was left
free to float. The variation giving the largest
values for ferf is the one that has the largest
number of degrees of freedom: the RT param-
eters are unconstrained. The variation giving
the lowest values for ferf is the one that has
the lowest number of degrees of freedom: the
scale factor variation.

The yield uncertainties associated with the fit varia-
tions are estimated in the following way. The differ-
ence between the signal yields obtained with each
variation and the nominal fit is computed. Only
the maximum difference between the variations ”no
erf”, ”largest ferf ” and ”lowest ferf ” and the nomi-
nal fit is considered in the J/ψ channel. The sys-
tematic error is then given by the quadratic sum of
each independent variation.

In the signal q2 bins, the largest contribution to
the systematic error comes from the scale factor
variation, whereas in the normalisation channel, it
comes from the ”no erf” variation, in which only
a single exponential is used to describe the back-
ground. The largest error of 3.99 % is found in q2

bin 3 in year 2017 and the lowest error of 0.62 % is
found in q2 bin 6 (ψ(2S)) in year 2016.

The total yield systematic uncertainty is given by
the quadratic sum of the two considered sources:
fit variations and fit bias. The fit bias error is given
by the product between the mean of the signal yield
pull distributions obtained with the toy MC study

(see Sec. 5) and the yield statistical uncertainty.
The fit bias errors do not change significantly the
yield systematic uncertainties. The largest bias of
0.53% is found in q2 bin 0, in year 2016, where the
statistical error is the largest. The yield statistical
and systematic uncertainties are propagated to the
branching fraction.

The ratios between the B0 pseudorapidity sig-
nal distribution from data (sPlot ) and MC in the
J/ψ channel are used to compute a weighted effi-
ciency εwei, in which the selection efficiency term
(Nsel/Dsel) in Eq. (5) is re-weighted with the val-
ues of the data/MC ratios. The branching fraction
is then computed with ε and εwei and a system-
atic error is estimated as the difference between
the two. This error quantifies the discrepancies
between data and MC presented in Sec. 7. The
largest error of 1.4% is found for q2 bin 0, in year
2018, whereas the lowest error of 0.03% is found
for q2 bin 7, in year 2016.

Since the method used to compute the efficien-
cies in Sec. 6 makes use of the angular parame-
ters from Refs. [10, 16], their statistical uncertain-
ties need to be accounted for in a systematic un-
certainty. For this purpose, two additional ”effi-
ciencies” ε+ and ε− are computed. The former,
uses the nominal values plus statistical uncertain-
ties of all the angular parameters simultaneously,
whereas the latter uses their nominal values minus
statistical uncertainties. Two additional branching
fractions are calculated using ε+ and ε−. The dif-
ference between the two and the nominal branch-
ing fraction is computed and the systematic error
is defined as the maximum difference with respect
to the nominal value. The largest error of 1.26% is
found for q2 bin 5 in year 2017, whereas the lowest
error of 0.11% is found for q2 bin 1 in year 2017.

Finally, the finite size of the MC is also consid-
ered for the final systematic errors of the results. It
corresponds to the efficiency statistical uncertain-
ties as given by the TEfficiency class. The largest
error of 0.42% is found for q2 bin 0 in year 2016,
whereas the lowest error of 0.16% is found for q2

bin 5 in year 2018.

9. Results and discussion
The analysis is validated by comparing the ratio be-
tween the branching fractions of the two resonant
channels, B0 → ψ(2S)K∗0 and B0 → J/ψK∗0 ,
with the current world average [17]. The PDG value
is given by

RPDG =
B(B0 → ψ(2S)K∗0 )× B(ψ(2S)→ µ+µ−)

B(B0 → J/ψK∗0 )× B(J/ψ → µ+µ−)
,

(6)
where B(B0 → ψ(2S)K∗0 ) = (5.9 ± 0.4) × 10−4,
B(ψ(2S) → µ+µ−) = (80 ± 6) × 10−4, B(B0 →
J/ψK∗0 ) = (1.27 ± 0.05) × 10−3 and B(J/ψ →
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µ+µ−) = (5.961± 0.033)× 10−2. We compute this
ratio as

R =
Y

YN

εN
ε
, (7)

where Y , YN are the B0 → ψ(2S)K∗0 and
B0 → J/ψK∗0 signal yields, respectively, ob-
tained as explained in Ch. 5 and ε, εN are the
B0 → ψ(2S)K∗0 and B0 → J/ψK∗0 averaged ef-
ficiencies, respectively, computed as described in
Sec. 6.

In Fig. 8, the obtained results can be seen with
the respective statistical (black) and systematic
(red) uncertainties. The world average value [17]
is shown in the bottom and the dashed blue line in-
dicates its nominal value for reference. The single
year results as well as the three years combined
result in the top can be seen. The three years com-
bined result is in agreement with the world average
value within 0.2σ, therefore validating the analysis.

0.059 0.06 0.061 0.062 0.063

 0.0013 ± 0.0018 ±PDG: 0.0619 

 0.0015± 0.0006 ±2016: 0.0618 

 0.0021± 0.0004 ±2017: 0.0615 

 0.0017± 0.0003 ±2018: 0.0603 

 0.0012± 0.0002 ±All years: 0.0608 
Statistical Uncertainty

Systematic Uncertainty

Figure 8: Single year and three year average (top) results for
the ratio between the branching fractions of the two resonant
channels, B0 → ψ(2S)K∗0 and B0 → J/ψK∗0 , with the
respective statistical (black) and systematic (red) uncertainties.
On the bottom, the world average value can be seen with the
dashed blue line indicating its nominal value for reference.

The combination of the branching fraction re-
sults from the three years is performed using the
weighted average

B̄ =

∑3
i=1 wiBi∑3
i=1 wi

, (8)

where Bi denotes generically the branching frac-
tion of each of the three years, the weights wi are
defined as wi = 1/σi, where σi is the statistical
uncertainty of each measurement.

In Fig. 9, the three years averaged result can be
seen in black. Both the statistical and systematic
error bars are shown in the plot. The former has a
horizontal tick in the end, whereas the latter does
not. The two grey bands indicate the q2 ranges
of the two resonant channels, B0 → J/ψK∗0 and
B0 → ψ(2S)K∗0 . Superimposed in the plot are
the previous CMS [9] (lilac) and LHCb [15] (grey)

Run 1 results as well as the SM predictions [5, 14]
(pink shaded region). At low q2, below the charmo-
nium resonances, the B0 → K∗0 form factor calcu-
lations come from LCSRs [5] whereas at high q2,
they come from lattice QCD [14].
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Figure 9: Three years average result (black) superimposed
with the previous CMS [9] (lilac) and LHCb [15] (grey) Run 1
results as well as the SM predictions [5, 14] (pink shaded re-
gion). The two grey bands represent the q2 ranges of the
B0 → J/ψK∗0 and B0 → ψ(2S)K∗0 resonant channels.

From Fig. 9, we can see that our results are con-
sistent with the previous CMS [9] and LHCb [15]
Run 1 measurements while having an increased
precision. The factor of increase in the precision
of the results in comparison with the previous CMS
analysis can be seen in Tab. 2. Our results are
also consistent with the SM, where the largest dis-
crepancy in q2 bin 7 is 2.9σ away from the the-
ory prediction. In Tab. 3, the averaged branching
fraction results for all q2 bins can be seen with the
respective relative statistical and systematic uncer-
tainties. The systematic uncertainties are, in gen-
eral, comparable with the statistical uncertainties.

Table 2: Factor of increase in the precision of the branching
fraction measurement (three years averaged result) in compar-
ison with the previous CMS Run 1 calculation [9].

q2bin 0 1 2 3 5 7
Factor 3.39 3.96 3.80 2.80 3.06 4.77

Table 3: Differential branching fraction - weighted average

q2 dB/dq2 [10−7 GeV−2] Stat. error (%) Syst. error (%)
0 0.47 ± 0.02 ± 0.02 3.99 3.71
1 0.34 ± 0.01 ± 0.01 2.95 3.75
2 0.36 ± 0.01 ± 0.01 3.28 3.80
3 0.40 ± 0.01 ± 0.02 2.25 3.81
5 0.51 ± 0.01 ± 0.02 1.75 3.82
7 0.43 ± 0.01 ± 0.02 2.10 3.56

10. Conclusions
In this thesis, we measured the differential branch-
ing fraction of the B0 → K∗0µ+µ− decay as a func-
tion of the di-muon invariant mass squared (q2),
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using the B0 → J/ψK∗0 resonance as normali-
sation channel. We used pp collision data at

√
s =

13 TeV collected by the CMS detector in Run 2 dur-
ing the years 2016, 2017 and 2018. The analysis
was performed independently for each data-taking
year and q2 bin.

The analysis was validated by computing the
ratio between the resonant B0 → J/ψK∗0 and
B0 → ψ(2S)K∗0 branching fractions and compar-
ing it with the current world average [17]. Our value
was consistent with it within 0.2σ, therefore vali-
dating our analysis The B0 → K∗0µ+µ− branch-
ing fraction results were also found to be consistent
with the previous CMS [9] and LHCb [15] measure-
ments in Run 1 and with the SM predictions [5, 14],
being the most precise to date.

The B0 → K∗0µ+µ− is a rare beauty decay
which can only proceed at loop order in the SM,
which makes it very sensitive to NP. Tensions with
the SM have been reported in one of the angular
parameters appearing in its decay rate, P ′5. Other
tensions in the flavour sector have also been re-
ported in other observables / decays, being com-
monly referred to as flavour anomalies. The B0 →
K∗0µ+µ− branching fraction can enter in global fits
which help constraining NP scenarios and investi-
gating the source of these alluring flavour anoma-
lies.

With the future efforts of both experimental and
theoretical communities, with the former trying to
reduce the experimental statistical errors, by in-
creasing the luminosity of the experiments and the
latter trying to reduce the large theoretical uncer-
tainties of form-factor dependent observables, if
the statistical significance of the flavour anomalies
passes over the 5σ barrier, they will be the first es-
tablished NP seen at the LHC.
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