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Resumo

Este trabalho aborda o problema da digitalização de documentos sob a responsabilidade do Archives

and Records Management Service das Nações Unidas. Estas colecções são únicas, reflectindo a

história da organização desde 1945, o que motiva a sua digitalização, para que possam ser preservadas

e mais facilmente acedidas. Até agora, mais de 10 milhões de imagens e mais de 5 TB de dados foram

criados. Uma grande parte já está disponı́vel online, mas ainda há um longo caminho a percorrer

para digitalizar o que ainda está em papel e para isso o ideal seria ter um workflow automatizado para

processar as imagens digitalizadas, produzindo conteúdo para um conveniente acesso digital. Assim

sendo, esta tese visa construir esse workflow automatizado para processar imagens digitalizadas dos

documentos, de forma a que possam ser publicadas e acedidas online.

Palavras-chave: Documento, PDF, OCR, Workflow, Arquivo, Imagem
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Abstract

This work addresses the problem of the digitization of paper documents under the responsibility of

the Archives and Records Management Service of the United Nations. Those collections are unique,

reflecting the history of the organization since 1945, which motivates its digitization, to promote its easy

access. So far, more than 10 million images and more than 5TB of data was created, a large part already

available online, but there is still a long way ahead to either digitize what is still in paper and to have an

automated workflow to process the digitized images and produce objects for convenient digital access.

This thesis therefore aims to build an effective automated workflow to process those digitized images for

optimal online publishing and search.

Keywords: Document, PDF, OCR, Workflow, Archive, Image
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Chapter 1

Introduction

In the spring of 1945, it was held in San Francisco, USA, the United Nations Conference on Inter-

national Organization. As a result of this convention, the Charter of the United Nations [1] was created,

allowing the foundation of the organization known today as the United Nations (UN)1. Apart from this

important document, many more documents were produced during that convention, making it necessary

to create a documents’ service unit, which primary and mostly exclusive job was to maintain custody of

those documents.

In the present date, the Archives and Records Management Service (ARMS)2 of the United Nations is

the result of that service that was initiated 75 years ago, being responsible for the large number of doc-

uments produced during these years of United Nations existence [2]. With the rise of new technologies

and globalization, it became almost mandatory to find a better way to preserve these documents (all of

them are unique and some of the documents are very old and therefore very fragile).

As a solution, ARMS started to digitize and process some of the documents [3]. Most of these docu-

ments are classified for security reasons. However, some of them are declassified and made available

to the general public from time to time. When that happens, ARMS uploads those documents into their

public database, which is available to everyone with Internet access. So far, more than 10 million im-

ages and more than 5 TB of information have been made available, but the process to do this still takes

a considerable amount of time and resources (which can be allocated to different tasks), and there are

many more documents ready to be digitized, processed and uploaded.

1.1 Motivation

As mentioned above, the workflow currently being used by ARMS is not fully automated, taking up

more time and resources than desired.

There are steps of the workflow that will always have to be handled by humans, such as handling the

physical documents and digitize them. Nonetheless, all the document processing, for it to be ready to be

uploaded in the public database can be performed automatically. Although the existing workflow already

1https://www.un.org/
2https://archives.un.org/
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uses software to perform some of these steps, there are intermediate steps that still have to be done

by a staff member. In addition, this software that is used for text recognition, does not always provide

excellent results.

It is, therefore, necessary to build a solution that allows the work of processing digitized documents to

be more efficient (consuming less time and resources) and more effective (producing better results and

providing a better experience to the users that will have to deal with it).

1.2 Objectives

With the collaboration with ARMS, the main objective of this project is to propose a solution of an au-

tomated workflow to process the digitized images, taking into account the challenges presented above.

The final solution has to be as automated as possible, consuming the least resources and providing the

best result: a legible document similar to the original one, which can be uploaded to the digital archive

of the ARMS and accessed by people all around the world.

One of the main focus of this dissertation is the Optical Character Recognition (OCR), which is the step

of the workflow that is lacking a better solution. Other tasks, like PDF compression and improvement,

or image pre-processing, although no less important, will have to remain for future improvements that

may be made to this workflow. It is important to mention that the purpose was not to create a new OCR

solution but to make use of the available ones, together with other tools, to come up with the best results

possible.

1.3 Structure of the documment

This document is organized into six different chapters. Chapter 1 introduces this dissertation, with

its motivation and primary objectives. Chapter 2 covers the basics of the file formats relevant to this

thesis, namely the PDF, TIFF, and JSON. Chapter 3 covers some existing solutions for Optical Character

Recognition (OCR) and the main steps of their functioning. Chapter 4 describes the problem tackled in

this dissertation, presenting the existing solution used at ARMS and also explains what the proposed

solution for the presented problem is. Chapter 5 is where the demonstration and evaluation of the

proposed solution are made. Finally, Chapter 6 presents the main challenges while developing this

same solution, as well as the conclusions that were reached.

2



Chapter 2

Relevant file formats

In this dissertation, it is assumed that the documents to be processed by the workflow are already

scanned and in digital form. In ARMS, the format chosen to save the files is TIFF. Therefore, the input

format of the workflow will be a TIFF image, and the output format will be a PDF file. Both these

formats will be covered in this chapter. In addition, the JSON format that is relevant to the scope of this

dissertation will also be mentioned.

2.1 Tagged Image File Format (TIFF)

Created in 1986 by Aldus Corporation as a standard method for storing black and white images

originated by scanners, the Tagged Image File Format (TIFF) is one of the most used image file formats

used nowadays, especially by graphic artists, photographers, or the publishing industry.

As its name implies, “Tagged” refers to the format’s file structure since tags are used to carry important

information (such as size, resolution, applied image compression, etc.) to the program displaying the

file. There are 70 different tag types, which allows a great level of flexibility when reading this type of

file [4]. The ability to support a full range of image sizes, resolutions, and colors, the use of lossless

compression techniques (allowing the files to maintain their resolution without loss of detail), and the

fact that each file can contain several images are the biggest strengths of the TIFF and the reasons why

it is still widely used. When it comes to weaknesses, the large file size (resulting from the use of lossless

compression and the amounts of tags needed to transport the image data) can prevent their use when

choosing what type of format to use.

In the specific context of this project, the Tagged Image File Format is the format used when the image is

digitized and before its processing. When scanning the documents, ARMS uses a resolution of 400DPI,

producing files with a larger size but ensuring a very good level of detail of the images, which is relevant

when performing the OCR on the document.

About its structure, a TIFF file is composed by an header, an Image File Directory (IFD) and directory

entries [5].

The header of a TIFF image is 8-byte long and points to an IFD. The image file directory is composed

3



by information about the image, and pointers to the actual image data. The information present in the

header includes: the byte order used within the file, a number chosen to identify the file as a TIFF file (in

this case is the number 42) and the offset of the first IFD.

The image file directories can be placed anywhere after the file header, and the reader just has to follow

where the pointers point. These are composed by a 2-byte count of the number of directory entries,

followed by a 12-byte field entries sequence and a 4-byte offset of the next IFD (if exists). Each TIFF file

must have at least one IFD and each IFD must contain at least one entry.

Finally, the directory entries, as stated above, are 12-byte long divided in 2-bytes for the tag that identifies

the field, 2-bytes to identify the Type field, 4-bytes to idenfity the number of values present and the last

4-bytes are for the Value Offset, which is the file offset of the Value for the field. In the context of a TIFF

file, a field is a logical entity consisting of a TIFF tag and its value.

In terms of the file structure, a multi-page TIFF file is composed by more than one Image File Directory,

with each IFD defining a subfile.

In Figure 2.1, is possible to observe the TIFF file structure, as explained above.

Figure 2.1: General structure of a TIFF file [5]
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2.2 Portable Document Format (PDF)

After the invention of the PostScript language in the ’80s, the company Adobe Systems presented

the first version of the Portable Document Format (PDF) in 1993. This file format was created to fulfill

the need for a graphic visual interface to the PostScript, which was only a standard page description

language that was sent to the printing devices to be converted into printed pages. The appearance of

this powerful format represented a change in the way documents were exchanged, being standardized

in 2008 as ISO 32000.

In this dissertation’s context, the Portable Document Format is the desired format for the documents that

result from the automated workflow.

In terms of the PDF file structure, it can be considered that PDF is divided into four different components

[6]: Objects, File Structure, Document Structure, and Content Stream.

The ‘Objects’ component contains the set of object types that PDF uses to represent objects. The type

of objects included in PDF are Boolean values, numbers (real and integers), strings, names, arrays,

dictionaries, streams, and the null object. Objects that need to be referred by others are called “indirect

objects” and have to be labeled with a unique object identifier. This identifier consists of a positive integer

and a non-negative integer. For example, the indirect object Project can be defined as:

1 0 obj

(Project)

endobj

When this object is referred by another object, the reference should be “1 0 R”, where ‘R’ is a keyword

for referencing.

Within the many existing objects, there is one that is worth referring to in the context of this project,

which is the Optional Content Group, as known as, Layer. These objects consist of sections of content

that can be displayed or hidden in the document. The existence of these layers allows the distinction

between three types of PDF files: digitally created PDF files where both the text characters and the meta-

information have an electronic character designation; scanned PDF files that are image-only and the

searchable PDF files that often result from the previous ones after an OCR process is performed, where

an extra layer of text is added to the existing image layer. There is software capable of inspecting a PDF

file content, providing an overview of its general structure, like PDFXplorer 1. Figure 2.2, for example,

shows the difference between the structure of a only-image PDF file page (left) and the structure of the

same PDF file page with an additional text layer (right). As it is possible to observe the object “8 0 obj”

on the right, which is similar to the object “7 0 obj” on the left, contains one more entry, referring to the

text contained in that specific page.

The way the objects are stored, accessed, and updated in the document is defined by the ‘File Structure’.

The file structure is composed of four different elements: a header, identifying the PDF version; a body,

where the objects are contained; a cross-reference table to store the information regarding the indirect

objects and a trailer that provides the location of the cross-reference table and of other special objects. In
1https://www.o2sol.com/pdfxplorer/overview.htm
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Figure 2.2: Example of general structure of a PDF file, extracted from PDFXplorer software

the case of the PDF file being updated, instead of re-writing the document and changing the existing file

structure, the changes are appended to the end of the file, creating an additional smaller file structure.

The third component is the ‘Document Structure’, and its purpose is to determine how the object types

can be used to represent the several components of a PDF document. A PDF document can be con-

sidered as a hierarchy of objects that are contained in the section ‘body’ of the File Structure (Figure

2.3). The root of this hierarchy is the object “catalog”, which is a dictionary, as most of the other objects

included in this hierarchy. The relationships between parent, child, and siblings of the hierarchy are

examples of the indirect references that were mentioned before.

Some of the ‘sons’ of the object ‘catalog’ include the Page Tree, which defines the order of the pre-

sentation of the pages within the document, the Outline Hierarchy, which defines the hierarchy between

sections and subsections, or the Article Threads, that allows the representation of logically related items

that are not physically sequential.

Finally, the last component, ‘Content Stream’, contains all the instructions needed for the graphical part

of the pages. This component is represented in the same way as other PDF objects, however, its access

is done differently. Each page of the document must have one or more content streams associated.
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Figure 2.3: PDF document structure [6]

7



2.3 JavaScript Object Notation (JSON)

JSON, which stands for JavaScript Object Notation, is a text format for storing and transporting data.

Its syntax is derived from the Javascript object notation, however JSON format is text only. It is built

on two structures: a collection of name-value pairs and an ordered list of values. Both are universal

and programming language-independent data structures, so the code for reading and generating JSON

exists in most of the programming languages, and the data can be easily exchanged between platforms.

JSON can be useful as a mean of data exchange used by APIs, producing files for configuring systems,

or a way of keeping persistent data.

As it was mentioned before, JSON is composed of name-value pairs, being a name, a string enclosed

in quotation marks, while a value can either be a string, a number, a Boolean expression, an array, or

even another object. The name-value pair has to follow a specific syntax, with the name being followed

by a colon, followed by the value. Each name-value pair is separated by a comma. An example of a

name-value pair would be:

“name” : ‘John Doe’

A JSON Object Literal is an unordered group of name-value pairs and is surrounded by curly braces

({}). For example:

{“name”: ‘John Doe’ , “age”:99}

In Figure 2.4, it is possible to observe an example of some JSON objects in a file (on the right) and how

the same data is showed in a JSON viewer (on the left).

Figure 2.4: Example of JSON objects and their visualization
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Chapter 3

Optical Character Recognition

One of the fundamental parts of this dissertation is to convert scanned images into searchable doc-

uments and to do so, there is a very useful technology called Optical Character Recognition (OCR).

As its name implies, this solution allows recognizing characters contained in a scanned document or

image, turning it into text that can be manipulated by a machine. This chapter briefly describes the core

concepts of an OCR system, its different phases and enumerates some of the existing software capable

of performing this type of job.

3.1 OCR review

As mentioned above, an OCR system’s main problem is the optical recognition of processed charac-

ters by a machine.

The first attempts to create an optical character recognition system date back to 1912, with the invention

of the optophone [7]. This device’s purpose was to help the blind by scanning text present in a document

and producing different sounds according to the characters being read. Thirty-nine years later, in 1951,

Gismo, a machine that was able to convert printed messages into machine language to be processed

by a computer, was invented, and it is still considered the first “modern” optical character recognition

machine. In 1954, Reader’s Digest1 magazine was the first company to have this kind of machine

installed to convert typewritten sales reports into punched cards to be used as an input for the computers.

After Gismo, other machines were created, and even if they were available for the public in general, their

high cost prevented a significant number of sales.

At the end of the 20th century, with the improvement of hardware solutions (and its decreasing cost),

constructing machines to perform OCR was no longer useful, so software packages that could execute

the same job started to become available. This shift in the way OCR systems were produced resulted in

cheaper solutions and, at the same time, in an increase of systems sold [8]. As of now, there are plenty

of solutions available in the market, either they are paid or open-sourced.

Both handwritten and printed characters can be recognized by a typical OCR system, with the perfor-

1https://www.rd.com/
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mance of their recognition being directly linked with the quality of the input documents (the better the

input, the better are the results) and the quality of the software being used (since each software uses its

own way to recognize characters).

Some of the typical problems an OCR system can face are variations in the fonts being used, defor-

mations on the document being used as an input, or images and graphics mixed with the text. The

usage of different fonts was partially solved with the creation of two standardize fonts, easing the OCR

procedure: OCR-A (American version) and OCR-B (European Version). The characteristics of these

two types of fonts include the same thickness and width and the distinct shape of every character [9].

While the usage of these fonts, which are typically present in credit cards and bar codes, can improve

the accuracy of the optical recognition, it still does not solve the recognition of handwritten characters

and other types of fonts that were used in older documents.

Although important steps were made in recent years, there is still no perfect system, so there is always

room for improvement. For example, handwriting, historical fonts, and the non-Latin alphabet are the

focus of a great variety of studies being done that aim to improve the recognition of these types of

characters. In addition, some topics like deep learning and voting systems can also play an important

role in implementing new and better OCR solutions [10].

3.2 OCR reference architecture

Since its scanning, an image suffers different types of processing during an OCR workflow until it

reaches the final result. Depending on several factors, such as the input/output type or the software

being used, an OCR architecture may differ from system to system.

Accordingly to Ray Smith, the creator of Tesseract (one of the OCR software mentioned in the ”Examples

of existing solutions” section), the existing architectures of OCR systems can be divided into four different

categories [11] : Traditional-naive, Traditional-mature, Modern-naive and Modern-mature. (Figure 3.1)

The traditional-naive systems are the ones composed by a traditional pipeline that starts with a series of

steps that make hard decisions on one domain and passes the results to the next part of the pipeline.

The traditional-mature are an improvement of the previous ones, where the pipelined systems have

additional steps that revisit some of the earlier decisions that were taken, with additional information

obtained in other parts of the pipeline. Some examples of this are the adaptive character classification

or the use of document dictionaries.

In other hand, the modern-naive OCR systems, try to avoid making decisions at an early stage and push

all the hard problems into a monolithic statistical module, such as a Hidden Markov Model (HMM). The

system then expects this module to solve everything at once.

Finally, the modern-mature systems are characterized by increasingly complex models that consider all

the printed information structure, since using post-processing modules to revisit earlier decisions would

be against the main idea of using HMM-based system.

10



Table 3.1: Different OCR system’s architectures, according to Ray Smith [11]

The architecture used as a reference for this dissertation can be split into four main steps (Figure 3.3),

and each one can be divided into several other sub-steps.

The first main step is called Pre-Processing. Considering that digitized images can present a great

range of different layouts, fonts, and colors, there is a need to prepare them to obtain a better result

when performing the OCR. Some of the most common methods that are used in the pre-processing of

the images by the state-of-art software are binarization (Figure 3.1), in which the main goal is to convert

the source image into a binary one (only black and white pixels); deskewing (Figure 3.2), by adjusting

the rotation of the document, making sure it is straight or simply cropping or rescaling the images[12].

Figure 3.1: Example of binarization

The second step is segmentation. Depending on the software used and the user requirements, different

types of segmentation can be performed. Usually, there are three types of segmentation: page seg-

mentation, line segmentation, and word segmentation. The first one aims to distinguish between areas

of the image that contain text from those that do not. After that, line segmentation splits those found

regions into lines of text. Finally, the lines are segmented, resulting in groups of words [12].
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Figure 3.2: Example of deskewing

The third step is the recognition itself. During this step, segmented words are recognized by a trained

model, resulting in a textual representation of the original image. The method used to recognize words

differs from the OCR engine (subsection ”Examples of existing software” of this chapter describes the

operation of three different OCR solutions) [12].

And finally, the fifth step is post-processing. After the words are recognized, the output is ready. However,

some sub-steps can be applied during this phase, such as using dictionaries, which will prevent the

output from containing non-existing words (sometimes it can be a problem since more technical or made-

up words are not present in the dictionary). Considering that the output is normally given in plain text,

the post-processing step can also include converting or assembling the final result into more complex

formats (such as PDF, for example) [12].

Figure 3.3: Main steps of an OCR reference architecture

3.3 Examples of existing software

Throughout the Web, several different tools allow users to perform OCR. Not every software available

provides the same result accuracy, and some of the solutions available are paid. However, there are

already some free and open-source tools that allow users to convert their images or scanned documents

into text with no cost, still achieving good results. This subsection describes two open-source tools

(Tesseract and OCRopus) and a paid software (Adobe Acrobat Pro DC) commonly used to perform

OCR.

3.3.1 Tesseract

Created by Hewett-Packard in 1985, this OCR system is currently being developed by Google. The

package available in open-source is composed of an OCR engine (libtesseract) and a command-line
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program (tesseract), not including a GUI application. According to Tesseract’s documentation, this tool

can recognize more than 100 languages and be trained to recognize even more [13]. Its latest stable

version is 4.1.1, which was released on December 26th of 2019. Compared with the previous version,

a new neural net (LSTM) based OCR engine was added [14]. Even though the introduction of this new

engine can result in higher accuracy, it also requires more computing power and trained data. Due to

this fact, Tesseract developers still allow users to use the engine developed in the previous version. To

recognize the words in an image, the Tesseract engine (version 3) conducts a step-by-step process [15]

(Figure 3.4) that works as follows:

1. It makes use of its built-in routines for pre-processing the images.

2. Then, a connected component analysis is performed, storing the outlines of the components found.

Those components are gathered into Blobs which are then organized into text lines.

3. The engine then analyses the lines to find fixed-pitch text.

4. If the text found was fixed-pitch, the lines are split into words, and these are split into characters

right away. However, if the spacing between characters is non-fixed-pitched (or proportional), the

text is only separated into words, making use of definite spaces and fuzzy spaces. For example,

this can occur in italic words, where the spacing between words and characters is not always the

same.

5. After the word and line finding is done, the recognition is done in a two-pass process. During

the first pass, a static classifier is used. The successfully recognized words are passed into an

adaptive classifier, which will use that data to recognize the words that are left more accurately.

The second pass is used for the cases when the adaptive classifier finds useful information too

late. By running the second pass over the page, it is possible to recognize words at the top of the

document that were not recognized well enough in the first pass.

6. In the final step, some fixing is performed. This happens for the cases where some decisions are

fuzzy or need some correction from an early step, like x-heights, incorrect spacing or words that

need multi-word context to resolve.

Figure 3.4: Tesseract main steps

The possible outcome formats include plain text, hOCR, PDF (searchable or not), or TSV.
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3.3.2 OCRopus

More than just an OCR system, OCRopus is a set of document analysis tools that also includes a

functional OCR engine. Its development started in 2007 as a Google-sponsored project in collaboration

with the Image Understanding and Pattern Recognition (IUPR) research group, headed by Professor

Thomas Breuel. The first version released under an Apache license was based on three existing com-

ponents: a high-performance handwriting recognizer deployed by the US Census Bureau, the Tesseract

OCR engine, and software for layout analysis. After some iterations of the project, Tesseract was no

longer the default text recognition tool used because of its inability to cope with the statistical natural

language models used by OCRopus, being replaced by a model using Recurrent neural network (RNN).

This is a modular system built with several different scripts: it is necessary to run separate commands to

perform the different steps of the process (Figure 3.5): pre-processing, segmentation, recognition and

post-processing.[16].

1. During the first step, a pre-processing and cleanup of the original image occurs.

2. The segmentation is the second step, and it is done primarily by finding individual letters and

calculate their x-height, creating a “scale”. After this, the system uses these calculations to try to

find the lines contained in the text. First, by removing the components which have a big difference

compared to the “scale” and then by detecting the top and bottom edges of the remaining ones.

Whatever is in between that top and bottom is considered a line.

3. After the segmentation is done, the third step is character recognition. As mentioned before,

OCRopus uses an LSTM Recurrent Neural Network to predict which letters are contained in the

image. This implementation uses columns of pixels as input and scores for each possible letter as

output. When recognizing a character, the model assumes that the one that has a higher score

corresponds to the correct letter.

4. Results can be improved if new training models are included, which OCRopus developers encour-

age users to do, providing tools to do so. The creation of this new training models, together with

the assembling of the information into the final hOCR output, can be considered as the forth main

step of the process.

Figure 3.5: OCRopus main steps

According to the OCRopus documentation, the default parameters and settings consider that the image

being used has 300DPI, is black and white, and contains standard font size. If the input differs from

these settings, the recognition quality can be affected.
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The latest version of this software was released as Ocropus3 in May of 2018. Compared with the initial

version, this new one enables new deep network structures usage and deep learning techniques, and

GPU support. These new additions can improve the results, providing faster training and, therefore,

faster predictions.

The output format of OCRopus is hOCR.

3.3.3 Adobe Acrobat Pro DC

Adobe Acrobat Pro DC is part of the Adobe Acrobat DC software family, together with Adobe Acrobat

DC Standard and Adobe Acrobat Reader DC. It was firstly released in 2015 and compared with the

previous Adobe versions, this one includes new features, such as a new interface or cloud storage

support.

In addition to standard tasks like view, create or modify PDF files, this paid version of Adobe PDF

editor, also allows the transformation of scanned files into editable PDF documents. With an easy user

interface, Acrobat can recognize text in any PDF or image file, individually or in a group of multiple files,

with a couple of clicks. After the OCR process is finished, by default, the recognized text is saved inside

the original file and in case the original file was an image, a new PDF file is created with both the image

and the text layer.

Since Adobe Acrobat Pro DC also allows editing the content in a PDF file, if the recognized text is not

completely correct, it is possible to manually correct it, however it is a time-consuming and laborious

process.

Adobe Acrobat Pro DC is a commercial solution, so the specific way in which the optical character

recognition is performed, is not disclosed.

3.4 hOCR data schema

The hOCR microformat [17] was originally developed by Thomas Breuel with the goal of creating a

representation that would make it easier to store, share, process, and display OCR results while reusing

as much existing technology as possible. Thus, it was built on top of HTML but with specific features

that better represent document layout analysis.

Using the DIV and SPAN tags that do not have any specific meaning in HTML, it is possible to associate

style and other information with text regions inside an HTML document. These tags allow some standard

attributes, namely the class, style, and title attributes. The class attribute is used to identify the particular

class or application to which the tag belongs (in this case, the class can either be ocr or ocrx). The

style attribute is used for associating style information with its regions of text (for example, typographic

and layout information). Finally, the title attribute can contain arbitrary text, and it is used to encode

tag-specific information. In the specific case of the hOCR format, the DIV and SPAN tags are called

elements, and the information contained in their title attribute is called properties.

The hOCR elements can be divided into five categories [18]: Typesetting, Float, Logical, Inline, and
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OCR engine-specific elements.

• Typesetting elements are those that describe the areas of a page that can be grouped. As in other

typesetting systems (like Microsoft Word or LibreOffice), each page in this model is divided into a

number of areas. Some examples of typesetting elements are ocr page, ocr columns, ocr carea,

or ocr line.

• Float elements can be described as those outside the regular reading order, like images, tables,

or page numbers. Some of these elements are ocr float, ocr image, or ocr page no.

• Logical elements, as the name implies, are used to structure the hOCR document logically. Some

examples are ocr document, ocr title, ocr author, and ocr abstract.

• Inline elements are composed of elements that should flow like text. Some examples are unrec-

ognized characters and words (ocr glyph) or mathematical and chemical formulas (ocr math and

ocr chem).

• Finally, the OCR engine-specific elements are the elements that are not transposable between

different OCR engines. These elements are differentiated by the use of the prefix ocrx. Some

examples are ocrx, ocrx line or ocrx word.

When it comes to the hOCR properties, they can provide useful information such as:

• Physical page number (ppageno)

• Logical page number (lpageno)

• OCR-engine specific font name (x font)

• OCR-engine specific font size (x fsize)

• Bounding boxes (bbox), which are rectangular boxes around the element with their coordinates

[18]. The bounding box is represented in the blue rectangle of Figure 3.6. The numbers used for

its representation are the coordinates of the upper left corner of the element (10,20) and the lower

right corner coordinates (160,30). In this example, the property is ”bbox 10 20 160 30”.

Figure 3.6: Example of bounding box propery
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• Baseline (baseline). As shown in Figure 3.7, the baseline is represented by two numbers, the

first being the slope (0.86°) and the second the constant term of an equation, which considers the

relationship between the baseline and the lower-left corner of the bounding box [18]. The baseline

is crossing the y-axis in the -18 coordinate and the slope angle is arctan(0.015)=0.86°, so the value

of the baseline property would be ”baseline 0.015 -18”.

Figure 3.7: Example of baseline property

An example of a hOCR file can be seen at Appendix A.
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Chapter 4

Problem analysis and proposed

solution

This chapter, is divided in two parts. In the first part, the problem presented in this dissertation will

be analyzed and discussed to justify the decisions taken during the final solution design. This part then

is divided into two different sections. The first one is an overview of the existing workflow currently being

applied at ARMS to digitize their documents, and contextualize the problems that need to be tackled.

The second section describes which are the requirements for the implementation of a functional workflow

that could solve those problems.

The second part of this chapter aims to present the proposed solution for the problem presented above.

The design and development of a final solution can be divided into two different steps: first, a proof-

of-concept was designed and produced, taking into account the main steps that have to be performed

in such workflow. This simple workflow should be developed to lay the foundations on what the final

solution could be. Secondly, a completer workflow was designed and developed based on the feedback

and needs of the stakeholders. Therefore, this part of the chapter is divided into two different sections.

The first section contains an overview of the proof-of-concept developed before the final version. In

contrast, the second section describes the final version, with a detailed description of each step of the

process.

4.1 Existing solution

Currently, the Archives and Records Management Section of the United Nations have their own

workflow to digitize and process documents. The existing workflow can be divided in four different tasks,

as can be seen on Figure 4.1.

This workflow is performed by a member of the staff. This member has the support of an IT team in

case there is an issue with the software or any of the IT hardware.

It starts with the digitization of the documents. However, since this step is out of the scope of this
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Figure 4.1: Existing solution at ARMS

dissertation, it will not be included in the proposed solution, and it will be assumed that the documents

are already digitized. After the digitization, the documents that were scanned are saved as TIFF images.

After that, the TIFF images are converted to a PDF file with defined settings. This is done so that the

OCR can be performed in the next task. Both of these tasks are possible by using the Adobe Acrobat

Pro DC software. At the end of this task, the result is a searchable PDF file.

The last step of the workflow is post-processing, it is optional and depends on two conditions that can

be divided into two sub-processes, as can be seen on Figure 4.2 and Figure 4.3. The first is the final

file size: if the file is too large, it is compressed or separated. Otherwise, the file is saved. The second

condition is the naming convention used: if it is the desired one, the file is saved. If not, it has to be

renamed before that happens.

Figure 4.2: Resizing process

The majority of the problems that occur during the processing of a document are between its digitization

and its final state, mainly during the OCR task. This happens because the software used, despite offering

that functionality, is not perfect for text recognition on documents. Although it can recognize the regions

containing text (i.e., the segmentation seems reasonable), the recognized text is often just “garbage”

characters. It also does not offer much flexibility on parameters available since the only settings that can
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Figure 4.3: Renaming process

be pre-defined are the language in which the text is written and the format in which the final file should

be saved. In addition to that, it has some other points of failure, such as crashing during the processing

of a document without providing additional information on what caused it. This issue may not be very

relevant for the regular user, but this lack of information on the current state of the process makes it

difficult to bypass any of the problems that may arise.

Another problem that the existing workflow has, is its low efficiency since the intermediary steps between

each task (for example, place the TIFF image to be converted to PDF or prepare the document to be

OCR’ed) have to be performed by a member of the staff manually.

Ideally, the automated workflow should work as a black box. The user (in this case, the staff member)

should only be required to place the digitized document in the workflow, select the desired parameters

and start the workflow. While the documents are being processed, the user could perform other unre-

lated tasks without worrying about intermediary steps. In the end, a similar file to the original one is

ready, although this is a PDF file and contains the recognized text.

4.2 Requirements

After presenting the existing solution, the focus of this dissertation is to improve it. Nevertheless, at

the same time, this one has to be considered the minimum acceptable solution possible, so whatever

the proposed solution will be, it has to provide the same or better results than the existing one.

Some of the requirements for a new solution are:

• The OCR accuracy should be improved, and new specific features may be added for the specific

needs of ARMS.

• The user interface should be easy to use so that a user with basic IT knowledge can perform the

tasks needed to use the workflow. A user guide explaining how to install and use the workflow

should also be prepared.

• The computers in ARMS have Windows 10 installed, so the proposed solution must be able to run

in this operating system. Also, it should only use free-to-use and open-source software.
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• The workflow should be modular enough in case new functionalities or parameters have to be

added. It also has to keep track of the state of the process so that it can start from where it

stopped in case of interruption.

Scanning is outside the scope of this dissertation, so the focus is on improving the steps between

scanning and the final result. The goal of the workflow is that given an image or a set of TIFF images,

these after being processed by the workflow, with the definition of certain parameters by the user and

without intervention in the intermediate steps, result in a PDF document with a text layer, so that it is

searchable. This final file should also have the ideal size to be uploaded to the public database and be

accessed/downloaded by the general public.

Building a workflow capable of processing all of the documents handled by ARMS with great accuracy,

is a difficult task. These documents are very inhomogeneous, containing different sizes, different text

structures, and different fonts. Some of the scanned documents are very old, and therefore barely

legible, some of them even difficult to recognize by the human eye. However, it is important that the

workflow is able to process the majority of the documents.

These requirements were collected during video meetings with the ARMS staff, that occurred every two

weeks during the development of this dissertation. Besides gathering the requirements, these meetings

would also serve to update the progress.

4.3 Proof-of-concept

By analyzing the problem presented in the previous section, it was clear that the presented solution

would have to follow the following general steps:

1. Split the multiple-image TIFF files

2. Process each page, applying OCR

3. Merge all pages back into a single PDF

The first step is needed because after the digitization, the scanned images are stored in TIFF files, the

majority of them containing more than one image. Since every image needs to be processed indepen-

dently, they have to be split first. The second step is applying the optical character recognition to every

single image, recognizing the text in each of them. The result of this step could already be one PDF file

for each TIFF image, containing the original image and a layer with the recognized text. Finally, the last

step would be merging all the separated pages back into a single file.

It was then necessary to create a first version of the workflow to be able to determine what kind of

adjustments could be made afterwards, better fitting the workflow to the needs of the stakeholders. For

that reason, a proof-of-concept was developed.
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4.3.1 Technologies used

The scripts were written in Python (version 3), and all the libraries and packages used would have

to be compatible with this coding language. This was the chosen programming language due to its

simplicity and vast library support. The developing environment was a Linux virtual machine, running

Ubuntu 16, with 6GB of RAM and 20GB of disk space.

For the OCR processing, after testing some of the existing solutions, Tesseract was the chosen one. This

open-source software provides good results when recognizing text, it is easy to integrate with Python,

and it is well documented.

4.3.2 Development

The approach chosen to build this proof-of-concept was the creation of scripts for each part of the

process. These scripts were then coordinated by another main script that would make the connection

between them. This way, modularity can be assured, and it would make it easier in case new steps or

features needed to be added.

For the purpose of developing this proof-of-concept, six different scripts were created: one for each step

of the process (split.py, ocr.py, and merge.py ), two auxiliary scripts to keep track of the state of the

process, and manage the creation/deletion of folders/files (docManager.py and folderManager.py ) and

one main script to manage all the other scripts (workflow.py ). In addition, a JSON file called docs.JSON

was also created to keep data persistency related to the state of the workflow.

In addition to the scripts, the workflow also followed a predefined directory structure, as seen in Figure

4.4.

Figure 4.4: Proof-of-concept directory structure
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4.3.3 Execution

Following the predefined directory structure created for this workflow, the docs folder was where the

documents to be processed should be placed. After the documents were placed there, the user only

had to run the following command on the Command Line:

$ python3 workflow.py

When executing this command, the workflow execution would start.

First, the docManager searches the docs folder looking for files with the “.tif” or “.tiff” extension. Even

though they both refer to the Tagged Image File Format, some workflow steps could not deal with the

“.tif” version, so if the document had this extension, the script would change it to “.tiff”.

After that, the docs.JSON file is updated with a new entry related to the document being processed. An

entry, similar to the one showed in Figure 4.5, was composed by the name of the original file, the number

of pages that were left to split, the number of pages that were left to OCR and a 1 (not merged) or a

0 (merged) to keep track of the merging process. If an entry related to that specific document already

existed in the JSON file, the docManager would gather the execution state (i.e., where the workflow

stopped in the previous processing of this document) and continue from there, since these fields are

updated every time the workflow progresses.

Figure 4.5: Example of a JSON entry

Additionally, a folder with the same name as the original document is created in the tmp folder. All

the temporary files are kept in that new folder, such as the split pages and the OCR’ed PDF pages.

Considering that a new document is being processed, the first step is the splitting. The split.pyscript

performs this step. This script uses the Python Image Library (PIL) to handle the multi-image TIFF files,

specifically the Image module. Using the seek() and save() functions, it was possible to split the TIFF

multi-image files into separated ones containing only one TIFF image per file. Next, these files are

saved, following the naming convention “page ” + “#number of the page” in the tmp folder.

The next step would be the OCR. For that purpose, the ocr.py was created. This script used the pytesser-

act library. This library is a Python wrapper for the Tesseract engine that can be used as a standalone

invocation script since it can read all image types supported by the PIL library, including TIFF. For its

usage, the user is required to install Tesseract in the host computer. One of the available functions of

this library is the function image to pdf or hocr(), that given an image and an extension (has to be PDF

of hOCR), produces a searchable PDF, invoking Tesseract to recognize text. Since this is the desired

outcome, this is the function used in this script, applied to every split image on the previous step. The re-

sult is one searchable PDF file for each TIFF image, all stored in the tmp folder. The naming convention

for each saved file is “#number of the page.pdf”.
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Finally, the last step is merging all the single PDF files that resulted from the OCR processing. This step

is performed by the merge.py script. Using the module PDFFileMerger of the PyPDF2 library, it was

possible to gather all the single PDF files and merge them back into a multi-page searchable PDF file.

The naming convention for this file was applying the same name as the original document.

In the end, all the temporary files are deleted, and the workflow is completed.

4.4 Final version

Even though the first version of the workflow was functional and delivering what it was asked for, a

legible document similar to the original one, which can be uploaded to the digital archive of the ARMS, it

was still too simplistic. It did not have any major improvements compared to the existing solution, except

for a significant improvement in the recognized text, which confirmed the idea that Tesseract software

would provide satisfactory results, and also reduction on the amount of user interaction needed.

For that reason, a new version started to be designed and developed, having the first version as a start-

ing point. In the end, this final version is the proposed solution that this dissertation aims to contribute

with.

After analyzing the flaws and the room for improvement on the proof-of-concept, it was decided that the

proposed solution would have to have the following new characteristics:

• Additional pre-processing on the split pages;

• More flexibility on the OCR process;

• Change the way the PDF file was generated;

• Handle concurrent calls better.

An additional pre-processing was necessary because Tesseract software (and most of the OCR soft-

ware) performs better if the image has better quality. As stated in Tesseract documentation:

“Tesseract does various image processing operations internally (using the Leptonica library) before

doing the actual OCR. It generally does a very good job of this, but there will inevitably be cases where

it isn’t good enough, which can result in a significant reduction in accuracy.” [13]

It is possible to see the result of the internal image processing of Tesseract, so an idea would be pre-

senting that result to the user, and in case the image seems problematic, additional techniques could be

applied.

More flexibility on the OCR process should also be provided. In the proof-of-concept, the Tesseract

software was running with the default settings, not taking advantage of its full potential. Adding the

option to choose the language in which the text is written or choose the page segmentation mode are

two options that can be included.

The way PDF files were generated should also suffer a change. In the way it was done before, the result

of the OCR processing were already single-paged PDF files, and the merge process would only have to
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merge all those pages back into a single multi-page PDF file. This led to some of the final results being

poor, and it did not allow much flexibility in the way the PDF files were generated.

Finally, the way the workflow kept the state of execution should also be improved, since it could lead

to errors. Using only one JSON file to keep the data related to the state of execution could lead to

concurrent calls on the file, leading to misunderstandings between writing and reading values. The new

solution should either create at least one JSON file for each one of the files that were processed or find

another way of keeping data persistency.

In the end, after analyzing these issues, the proposed design has the following steps:

1. Split the multi-image TIFFs

2. Apply pre-processing to each image

3. Perform a first OCR run

4. Segment the images in order to find regions of text

5. Perform a second OCR run on the segmented images

6. Compare the results of both runs and chose the best ones

7. Generate a single PDF file

The first step is the same as in the first version since every image needs to be processed independently.

The second step is a new feature, and its focus is to improve the quality of the images so that the OCR

process can produce better results. Steps 3 to 5 are an attempt to improve the accuracy of the OCR

processing. The first OCR run is performed with the default settings, while the second run is performed

on segmented parts of the text, using specific parametrization. The goal is to create an additional

“opinion” of the software on what text should be recognized in those images. The sixth step is creating

some form of comparison to decide on which opinion is the right one. Finally, the last step merges the

results of the previous steps into a single searchable PDF file.

4.4.1 Development

The approach chosen to build this version was the same as the proof-of-concept, with the cre-

ation of scripts for each part of the process. These scripts were then coordinated by another main

script, that would make the connection between them. Compared with the previous version, instead

of six, eleven different scripts were created: one for each step of the process (split.py, preprocess.py,

segment.py, ocr.py, compare.py and merge.py ), four auxiliary scripts to keep track of the state of the

process, manage the creation/deletion of folders/files and act as parsers (docManager.py, folderMan-

ager.py, parser r.py and parser w.py ) and one main script to manage all the other scripts (workflow.py ).

In addition to the scripts, and like the previous version, this workflow also followed a predefined directory

structure, as seen in Figure 4.6.
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Figure 4.6: Final version directory structure

Compared to the previous version, one more folder was created, called tessdata. Trained data for

specific languages being processed by the OCR, other than English should be placed here after being

retrieved from the Tesseract repository.

User interface

One of the goals when designing this workflow was to create a user interface. This interface should

be easy to use and should not require any extraordinary IT knowledge to complete the tasks needed

to run the workflow. However, during the design of this solution, cooperation with another master’s

dissertation emerged, with the intention of assisting in this project and giving their contribution in other

fields of the workflow. Therefore, design and development decisions had to be made together with the

others involved. One example of this collaboration is the creation of a user interface, which was no

longer part of the scope of this dissertation. Therefore, the interaction with this version of the workflow

is done through the command line.

tesserocr

In the first version of the workflow, the chosen tool to use Tesseract was the python library pytesser-

act. This library is just a wrapper of the tesseract-ocr command-line interface, which means that every

time the function to recognize the text is called, it loads the model and processes the image. This library

was not fast enough and did not allow much flexibility when choosing specific parameters.

After some research, another Python tool that dealt with the Tesseract was discovered. The name of
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this tool is tesserocr, and it also consists of a Python wrapper, but this one is a wrapper around the

Tesseract C++ API. By interfacing directly with the API, there is more flexibility, and other advanced

features can be used. The trade-off is understanding its behavior since using it is more complex than

the previous solution. Some features allowed with this tool are the introduction of new trained data for

specific languages (more than 100 options available), the access to information and decisions being

made by the OCR engine, or the definition of the page segmentation method to be used. The options

available to segment the pages can be seen on Figure 4.7.

Figure 4.7: Available segmentation methods on tesserocr

4.4.2 Execution

As mentioned above, the execution of the final version is slightly different from the first version. Whilst

the docs folder still exists, it is not mandatory to place the documents there. To run the workflow, the

following command should be used in the Command Line:

$ python3 workflow.py path to file

Another feature that was added to this version was the introduction of parametrization, being possible to

define some parameters when running the workflow. In this particular version, there are seven different

parameters that could be defined, but more can be added in the future. The available parameters can

be seen in Appendix B.

When executing the previous command with or without any of the parameters, the workflow execution

starts.

Prologue

The workflow starts its execution by creating a process (Figure 4.10). This process can correspond

to the execution of a single file or the execution of several files in a specific folder, in case the –folder

parameter was used.
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The creation of a process is characterized by the creation of a JSON file in the tmp folder, as well as the

creation of a folder in the tmp and results folders, with the name of the original file (or the name of the

original folder), which is also the name of the process by default. The JSON file contains only one entry

with two different fields: the name of the process and the already processed files included in this process

(which is empty at the beginning of the execution). An example of an entry can be seen in Figure 4.8.

Figure 4.8: Example of a JSON entry

The purpose of this file is to keep the state of the workflow in case there is an interruption and to prevent

overwriting in case the workflow is used again with the same files. Every time the workflow is started,

it checks if a process with the same name already exists. If the answer is yes, it continues the process

from where it stopped unless the –force parameter is used. In that case, all the progress until then is

deleted, and the workflow starts from the beginning.

To keep track of the state of a specific file, another JSON file is created inside the corresponding folder of

each process. There is one JSON file for each file in that process. This data file contains only one entry

with the following fields: name of the file, path to the original file, and status. The status field contains six

other fields corresponding to each step of the process, namely split, preprocess, segment, ocr, compare

and merge. Figure 4.9 shows an example of an entry of the JSON file.

Figure 4.9: Example of a JSON entry
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Figure 4.10: Prologue
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Splitting

Like in the first version of the workflow, after the prologue, the first step is splitting the pages in case

there is a multi-page TIFF image (Figure 4.11). This splitting is performed by the split.py script. The way

it is done is also similar to the one in the proof-of-concept. The script uses the Python Image Library

(PIL) to handle the multi-image TIFF files, specifically the Image module. With the seek() and save()

functions, it is possible to split the TIFF multi-paged files into separated ones containing only one TIFF

image per file. These files are saved, following the naming convention “page ” + “#number of the page”

in the tmp folder.

Input: multi-paged TIFF image with n pages

Output: n TIFF images , with n= number of pages

Figure 4.11: Splitting process

Pre-processing

One of the steps that was added to this version was pre-processing (Figure 4.14). In this step,

performed by the preprocess.py script, additional pre-process techniques are applied to the split TIFF

images. There are two options when running this script. In the default option, the thresholded images

produced by the internal process of the Tesseract API are saved on the tmp folder. The other option

occurs when the –prep parameter is used. When selecting this option, four additional techniques are

applied, using the cv2 library, in the following order:

• Grayscale image: using the cvtColor() function, the color of the image is converted from RGB to

grayscale;

• Noise removal: using the medianBlur() function that removes the noise in the image by applying a

slight blur;

• Thresholding (additional): like the default option, this technique applies additional thresholding,

using the function threshold();
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• Dilation: by using the dilation() function, it is possible to add pixels to the boundaries of objects in

an image. This technique allows improving the quality of the text contained in the images

Examples of the performance of these techniques can be observed in Figure 4.12 and Figure 4.13. The

images resulting from this step are the ones that are going to be used on the rest of the workflow, except

the merge step, where the original images are the ones used.

Figure 4.12: Noise removal

Figure 4.13: Before dilation (left) and after (right)
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Input: n TIFF images

Output: n TIFF processed images

Figure 4.14: Pre-processing process

Segmentation

This step that was also introduced in this new version and is performed by the segment.py script,

can be divided into two different sub-steps (Figure 4.15). The first sub-step to perform the segmentation

of the images is a first OCR run. This run is done with the default settings of the Tesseract API and

results on an hOCR file for each one of the images corresponding to the different pages. These hOCR

files are stored in the tmp folder.

In the second sub-step, with the information gathered in the hOCR files, all the text lines in the images

are cropped and saved as separated images. After that, the information regarding all the recognized text

lines is stored in a JSON file, called regions.JSON. There is an entry for each one of the images, each

entry containing the corresponding information. The information gathered includes the id of the text line,

the bounding box values (bbox property), the coordinates of the text line in the image, the path to the

original image, the text contained in that line, and the path to the corresponding hOCR file. Additional

fields like the recognized text and the words confidence are also created but remain empty until the next

step. An example of an entry on the JSON file can be seen on Figure 4.16.

Input: TIFF image

Output: n hOCR files, with n=original TIFF images + n TIFF images, with n=number of segments

found
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Figure 4.15: Segmentation process

Figure 4.16: Example of an entry on regions.JSON file

OCR

The OCR step (Figure 4.17), which is actually the second time the Tesseract API is called to do text

recognition, is performed by the ocr.py script. This time the recognition is done on the text segments

collected in the previous step. By calling the Tesseract API, with the ”Page Segmentation Mode” param-

eter set to PSM.SINGLE LINE, it is expected that the recognition results will be more accurate because

the system is being told that the images being processed contain only one line of text. In addition to the

recognized text, the corresponding word confidences are collected as well. In the end, the regions.JSON

is updated on all the text and word conf fields.

Input: n TIFF images, with n=number of segments + regions.JSON

Output: updated regions.JSON
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Figure 4.17: OCR process

Comparison

Now that there are two different OCR runs, there is a necessity to compare which one contains the

best results. To do so, there is a step called Comparison (Figure 4.18), performed by the compare.py

script.

In this step, the text recognized in the first OCR run, made on the Segmentation step and stored in the

hOCR files, and the text recognized in the previous run and stored in the regions.JSON file is compared.

This script compares all the text lines found in both runs and checks if the word confidences are different

between the corresponding bounding boxes. If the word confidences is different, the highest one is

chosen. This leads to a change on the hOCR file, where the recognized text and their corresponding

word confidences are updated.

To parse and update the hOCR file, two additional auxiliary scripts were created. The first one was the

parser r.py, that uses the bs4 library, usually used for scrapping information out of web pages. This

script allowed parsing the content contained in the hOCR files. The second script was the parser w.py

that used the xml library, specifically the ElementTree module, used for creating XML data, to write into

the hOCR files.

In the case where the –comp parameter was used, this step did not occur, and only the recognized text

of the first OCR run would be considered. This parameter could be used in cases where time efficiency

is more important than accuracy.

Input: n hOCR files + regions.JSON

Output: n updated hOCR files

Merging

Finally, the last step was merging all the data back into a single PDF (Figure 4.19). This step was

performed by the merge.py script. This script is an adaptation of an open-source script that is part of
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Figure 4.18: Comparison process

the hocr-tools repository 1.

As opposed to the first version of the workflow, where the merge step only had to merge single page

PDF files back into a multi-paged one, this time, the merge step works differently.

After the hOCR files being ready, their content is parsed again to gather the recognized text and its

location on the image. Using the open-source version of the Report Lab tools, which includes a Python

library, a PDF file with two layers is generated: the first layer is the original TIFF image, while the second

layer is the recognized text in its correct position, written in an invisible font. This is done for each hOCR

file and its corresponding TIFF image, creating the individual pages of the PDF file. In the end, a PDF

file with all the pages is generated, resulting in the desired outcome of the workflow.

Input: n hOCR files + n original TIFF images

Output: PDF file

4.4.3 Deployment

As it was mentioned before, the environment of development of this solution was Linux. However, the

workflow was designed to work in all platforms, specifically on Windows10, as stated in the requirements.

When the deployment was done to this operating system to test its feasibility, it was found that one of

the components of the workflow, although compatible with Windows machines, was too complex for

someone with basic IT knowledge to install. This component that was part of the Tesseract software

would not allow the workflow to be natively installed on ARMS computers.

1https://github.com/ocropus/hocr-tools
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Figure 4.19: Merging process

To solve this setback, it was necessary to add another task to the development of the proposed solution:

create a virtual environment to run the workflow. Taking this into account, and after considering between

two solutions, the creation and configuration of a virtual machine or the creation of a Docker container,

the latter was chosen.

After some research about this technology, a Dockerfile containing all the steps necessary to install and

configure all the components of the workflow was produced, enabling the deployment of the workflow on

Windows computers.

The Docker image, besides all the required software and packages that needed to be installed, also

included the creation of a Docker volume, which is a file system mounted on the Docker container in

order to preserve the data generated by the running container. In other words, it works as a shared

folder between the virtual environment and the host computer. This feature is useful so that the users

will not have to worry about transferring the images to be processed into the virtual environment, since

they only must be placed in a specific folder and then be accessed by both the host and the virtual

environment.
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Chapter 5

Demonstration and assessment

This chapter aims to demonstrate how the workflow works, as well as validate its results. This

chapter is divided into two parts. In the first part, the processes described in the previous chapter will

be demonstrated. In the second part, an evaluation of the results obtained during the testing of the

developed workflow will be made. The workflow assessment was done in two ways: through tests in the

development environment, both in terms of efficiency and effectiveness and through real-world use on

ARMS computers. The results of these assessments will be presented in this chapter.

5.1 Demonstration

This section presents a demonstration of the behavior of the workflow during the different steps. If the

results of each step are the desired ones, that step can be validated as working. In addition to the main

steps, the auxiliary steps, such as the ability to keep the state of execution, will also be demonstrated

and validated. The chosen image to validate the results is a multi-page TIFF with 13 pages and 74,7

MB.

5.1.1 Split a multi-page TIFF image

The first step to be validated is the ability to split multi-page TIFF images into individual ones. For

this task to succeed, when running the workflow, the image given as input should be split into several

pages. Those pages should then be stored in the corresponding sub-folder of the tmp folder. As it

is possible to observe in Figure 5.1, after running the workflow, the first task that is performed is the

splitting. It is also possible to observe on Figure 5.2 that the individual pages of the original image are

stored independently.
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Figure 5.1: Splitting task

Figure 5.2: Result of splitting task
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5.1.2 Pre-process an image - Simple

For the pre-processing to work correctly, the system should process the original images obtained in

the previous step and produce a thresholded version of them.

In Figure 5.3, it is possible to see that the workflow performed the pre-processing step, and in Figure 5.4

the images were processed and stored in the correct place.

Figure 5.3: Pre-processing task

Figure 5.4: Result of pre-processing task

5.1.3 Pre-process an image - Additional

Similar to the previous task, the original image should be processed and stored when applying this

step of the workflow. The difference is that the use of the –prep parameter enables additional processing

on the images.

As seen on Figure 5.5, after introducing the correct command and the splitting step, the document

applied the pre-processing step. To confirm that the pre-processing is different from the default one,

the individual images have to be opened and checked. As observed in Figure 5.6, the image on the

left (default pre-processing) and the image on the right (additional pre-processing) belong to the same

original image but have different final versions.
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Figure 5.5: Additional pre-processing task

Figure 5.6: Result of additional pre-processing task

5.1.4 Segment an image

The next step to be validated is the segmentation of the images obtained in the previous step. For

this step to be validated, three different tasks have to be performed correctly. First, a first OCR run is

performed, which results in creating an hOCR file for each page. The second task is the segmentation

of text lines present in the images, which result in cropping and storing those lines. The third task is

creating the regions.JSON file where the information about the segmented images is stored

In Figure 5.7, it is possible to observe that the workflow is performing the segmentation step. At the same

time, on the corresponding sub-folder of the tmp folder, the hOCR files are being generated, which

validates the first task (Figure 5.8). In the other sub-folder, responsible for storing the segmentation

results, it is possible to check that the segments are being cropped and stored (Figure 5.9). Thus, the

second task is also validated. While those segments are being found, task 3 is being performed. The

regions.JSON was already created and is being constantly updated. In Figure 5.10, it is possible to

check the final version of the regions.JSON file.
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Figure 5.7: Segmentation task

Figure 5.8: First result of segmentation task

Figure 5.9: Second result of segmentation task
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Figure 5.10: Third result of segmentation task

5.1.5 Perform second OCR run on the segmented image

After the segmentation and the first OCR run, the next step to be validated is the second OCR run.

To be considered successful the segmented images have to suffer OCR processing, updating the fields

“text” and “word conf” in the regions.JSON file.

In Figure 5.11, it is visible that the workflow is performing the OCR step. Before it is concluded, the

correspondent fields on the JSON file are empty (Figure 5.10). After this step is concluded, the “text”

and “word conf” fields are already filled (Figure 5.12).

Figure 5.11: Second OCR task

5.1.6 Compare results from OCR

The fifth step to be validated is the comparison of both results obtained during the OCR runs. As

described before, after the first and second runs of the OCR, it is necessary to compare both results to

choose the best one. The first OCR run results are stored in the hOCR files, while the second OCR run
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Figure 5.12: Result of second OCR task

results are stored in the regions.JSON. For this step to be considered successful, it is necessary to find

one text line where the result of both OCR runs differ. If this step works, the result with the highest value

of word confidence is the chosen one.

It is essential to mention that what is being evaluated in this step is not the OCR accuracy but if the

criteria to choose the best results (in this case, the highest word confidence value) is performing well.

In Figure 5.13, the hOCR result shows that in this specific line of text, the word found with the id=”word1 100”

was ’palticipatiny’, and the correspondent word confidence was 19. In Figure 5.14, it is possible to ob-

serve the result obtained in the second OCR run for the same text line. Finally, in Figure 5.15 is visible

that the workflow just performed the comparison step. If this step was successful, the text line result

mentioned above should have been changed in the hOCR file.

As seen on Figure 5.16, the result was changed, and the step can be validated.

Figure 5.13: Result from first OCR task
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Figure 5.14: Result from second OCR task

Figure 5.15: Compare results from OCR task

Figure 5.16: Result of compare results from OCR task

5.1.7 Merge results

The final step of the workflow is merging the results into a single PDF file. To perform this step, the

hOCR files and the original images, obtained in the splitting phase, are merged into a PDF file with two

layers: text and the original image. As observed in Figure 5.17, the workflow is performing the merging

step. The source files and images to perform the merge are stored in the respective sub-folder of the

44



tmp folder. After the merge is completed, all the source files and images are deleted, and a PDF file with

the same name as the original document is generated in the results folder (Figure 5.18).

Figure 5.17: Merging task

Figure 5.18: Result of merging task

5.1.8 Continue from interruption

After demonstrating and validating the main steps of the workflow, it is also essential to check if some

of the other features are functioning. One of those features is the ability of the workflow to keep the state

of execution so that after the workflow is interrupted, it is able to continue from where it stopped.

In Figure 5.19, it is possible to see that the workflow was interrupted during the pre-processing step.

After that, if the workflow is started again, it should continue from the pre-processing step instead of

starting from the beginning.

Thus, the behavior was the expected one, and this step can be validated.

5.1.9 Forced start

In contrast to the previous task, where the workflow must continue from where it stopped, to validate

this one, the workflow should start the processing from the beginning, even if it was at an advanced

stage.
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Figure 5.19: Continue from interruption task

Figure 5.20 shows that the workflow was interrupted during the pre-processing step. When the command

to run the workflow is introduced again, this time with the –force flag, the workflow starts from the

beginning, validating this task.

Figure 5.20: Forced start task

5.1.10 Skip comparison

The last task to be validated is the proper functioning of the –comp parameter, which allows the

workflow to skip the OCR and comparison steps. This means that when this parameter is used, only

one OCR run is performed. Therefore, the workflow should only execute the splitting, pre-processing,

segmentation, and merge steps to validate this task.

On Figure 5.21, which shows the execution of the workflow with the –comp parameter, it is possible to

see that both the OCR and the comparison steps were skipped, and for that reason, this task can be

validated.

5.2 Assessment

The assessment of the developed workflow can be split into two different phases. First, after the de-

velopment ended, the workflow was deployed and installed in the ARMS computers to test its feasibility

in a real-world environment. Second, at the same time, another phase to evaluate the workflow was
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Figure 5.21: Skip comparison task

performed in the same environment as it was developed. This evaluation was performed both in terms

of efficiency and effectiveness.

5.2.1 Real-world environment

The assessment on a real-world environment is fundamental since it is this assessment that will tell

if the workflow can be used by ARMS.

Installation and setup

To perform this evaluation, two sessions were scheduled to install the workflow. One session with a

staff member responsible for digitizing and processing the digitized images (next referred to as User1),

and another session with a staff member responsible for other tasks, not directly related to the processing

of the digitized images (referred to as User2). Prior to these sessions, the code was made available in a

GitHub repository, together with a user guide prepared specifically for this purpose.

In addition to the source code, the only thing that was required to install previously was the Docker

desktop software and the Linux kernel update package.

The sessions to install the workflow were performed using the shared screen feature of the Microsoft

Teams software. To assess how easy it was to install it, the users were required to try to perform the

installation by themselves, following the steps on the user guide. However, if there were questions, they

could be answered to ensure that the workflow would work.

The first session with User1 took about thirty minutes. Issues related to the installation and setup of the

Docker desktop software in ARMS computers were the reason why it took so long. These computers

have a strict policy on the type of software that can be installed, for security reasons, so administrator

privileges were needed.

Another issue raised during that installation session was that the first version of the user guide required

the user to introduce some commands on the Windows command line. Since the user did not have

enough IT knowledge to perform those actions, two bash scripts were prepared to ease its work. One

bash script to build the Docker image from the Dockerfile, that only has to be used once, and another

bash script to run the Docker, that has to run every time the workflow is used.
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For the second session, the user guide was changed to introduce the recently created bash scripts.

After these changes and with the previous experience obtained in the previous session, it was easier to

solve the issues that could arise during the installation and setup of the workflow. For that reason, the

session took less time, being completed in about fifteen minutes.

The use of Docker containers to deploy the workflow ended up being a good idea since it turns the

process a lot easier, taking less time to do it. In addition, instead of having to install all the libraries and

dependencies, only the Docker software has to be installed.

Testing

The testing of the workflow in a real-world environment was performed for two weeks. Unfortunately,

due to delays in the elaboration of this thesis, it was not possible to perform extensive testing with an

appropriate results collection.

The workflow was tested with a few scanned documents by User1, and the feedback was given by e-mail

and through one of the biweekly meetings.

The user reported two different bugs on the execution of the workflow and one processing error. Both

bugs were related to problems in the development of the workflow and were quickly fixed. The processing

error happened during the processing of one of the samples, and it was caused by one faulty TIFF image

that was causing the workflow to crash.

Positive feedback was also given, and accordingly, to the user who performed the tests, the OCR results

are better than those obtained by the previously used software, Adobe Acrobat Pro DC.

In addition to that, the user also stated that running the workflow without the –prep parameter produced

very bad results when compared with the results obtained with that parameter. However, the option to

use the workflow without this parameter was kept for when the scanned documents are already legible

and do not need that extra step.

5.2.2 Development environment

Besides the functional assessment made on real-world environment, a more extensive testing had to

be performed to measure the performance of the proposed solution. For this purposed, a batch of files,

containing TIFF images, were prepared, and made available by the ARMS team, to be tested during and

after the development of the workflow.

The performance was measured in two different ways. It was measured in terms of efficiency, where the

chosen metric was the time each step takes to process. It was also measured in terms of effectiveness,

where the OCR accuracy is assessed based on what the expected result is. The environment used

to obtain the results was a machine running Windows10, with an Intel(R) Core (TM) i7-10510U CPU

@ 1.80GHz 2.30 GHz and 16GB RAM. The workflow was running inside a Docker container, running

Ubuntu18.

The results on the assessment of the efficiency and effectiveness of the developed workflow are pre-

sented in the next two subsections.
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Efficiency

As stated above, the chosen metric to measure the efficiency of the proposed solution was the

time the workflow took to perform each task. For this evaluation, nine different files were chosen from

the available batch. Although it is difficult to obtain a set of documents that represent the majority of the

documents usually processed by ARMS, these documents were chosen based on their size and number

of pages, with the objective of obtaining a greater representation of what the documents processed by

the workflow may be. The size of each file (in megabytes) and their number of pages can be seen in

Table 5.1. As it is possible to observe, the documents vary from 111,22MB and 6 pages to 2058,21MB

and 120 pages.

Table 5.1: Files used in the assessment

The metric to be assessed was the time each task took to finish. For that purpose, the source code

of the workflow was changed, to retrieve that information. The obtained values were then saved into an

Excel file.

The obtained values were collected after the workflow was used with three different parametrizations:

with the default parameters, with the –prep parameter and with the –comp parameter. The use of –prep

parameter was important to see if improved images resulted in an improvement of the execution time. On

the other hand, the use of the parameter –comp only serves to compare the final execution time, since

two steps (second OCR pass and comparison) are skipped. Figure 5.22 shows the average execution

time of each task for the three different parametrizations (individual results are available in Appendix C).

The total times for each parameter can be checked in Table5.2.

By looking at the results obtained it is possible to reach the following conclusions:

• Overall, the workflow usually performs faster if the –prep parameter is used. It performs the slowest

using the default parameters.

• The only task where the –prep parameter takes longer than the others, is the Pre-processing.

• The segmentation task takes much more time if no additional pre-processing is provided.
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Figure 5.22: Average processing time using three different parametrizations

Table 5.2: Total processing time using three different parametrizations

Effectiveness

The accuracy of the OCR was the chosen metric to measure the effectiveness of the workflow.

However, since the majority of the documents at ARMS do not present well-structured text, it is difficult to

calculate specific metrics like the Character Error Rate (CER) and the Word Error Rate (WER) using the

original images. In addition to that, measuring the OCR accuracy implicates the manual transcription of

the images to obtain the ground truth (i.e., the expected result), which is a laborious and time-consuming

task.

To perform this assessment, three images were cropped so that the OCR system processed only well-

structured text. Next, those images were processed by the workflow developed in this dissertation and

by the Adobe Acrobat Pro DC software. After that, the results of each run were compared with the

expected result after manually transcribing the images.

In addition to the visual comparison, the comparison method was the calculation of the Character Error
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Rate and the Word Error Rate. These metrics use the Levenshtein distance [19] to calculate differences

between two different strings. The CER calculates the differences on a character level, while the WER

calculates it on a word level (which is more relevant in this project’s scope). The closer these values are

to zero, the fewer errors there were when recognizing the text. The calculation of these values was done

through a Python library called fastwer.

The chosen images were selected accordingly to their legibility. The first image (Figure 5.23) contained

black text on white background, providing good legibility. The second image (Figure 5.24) was less

legible since it had black text on beige background. Finally, the third image (Figure 5.25) was even less

legible due to its light blueish text on beige background.

Figure 5.23: Image 1 used in the assessment

Figure 5.24: Image 2 used in the assessment
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Figure 5.25: Image 3 used in the assessment

To compare the results, the workflow was used with two different parameters: the default parameters

and the –prep parameter. This way, it was possible to infer how helpful the latter could be.

The obtained results when using the workflow with the default parameters, the –prep parameter and

when using the Adobe Acrobat Pro DC software, can be seen in Table 5.3.

When analyzing the results, it is possible to conclude that in the set of images used, the proposed

solution of this dissertation provided better results than the Adobe Acrobat Pro DC software, when

recognizing the text contained in the images. Regarding the use of the –prep parameter, the results

have shown that it can be useful in a certain type of images. However, it does not always provide better

results than the default parameter, that is why it is necessary to keep both options available.

All the text recognized by the different options used, can be seen in Appendix D.
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Table 5.3: CER (%) and WER (%) of the three experiments
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Chapter 6

Conclusions

This chapter aims to present what conclusions have been reached after completing this dissertation

while outlining what can be done in the future to improve it.

It is divided into three different sections. The first section presents the main challenges faced during the

course of this project. After that, a discussion of the results obtained is provided. Finally, the last section

goes through the future work that can be done in order to improve the solution proposed in this thesis.

6.1 Main challenges and lessons learned

Although there are already solutions available in the market capable of performing optical character

recognition, the goal of this dissertation was broader than that. This was, in fact, one of the components

of the workflow, but it also had to be able to fulfill all the ARMS requirements, performing other tasks in

the most automated way possible. Although this sounds like an easy task, it turned out to be quite a

challenge.

To begin with, I had no knowledge about this topic, so I had to deepen my knowledge of these matters,

namely about the PDF and TIFF formats and the existing text recognition technologies.

The second challenge was to understand what types of documents were processed by ARMS. After

being provided with some examples of TIFF images, there was an attempt to characterize the type of

documents used, creating a type-collection. However, this work ended up being left behind since the

type of files processed is so inhomogeneous that it would be almost impossible to create a workflow that

would respond to the specific needs of each type of document. Many times changes were made to the

design because the results were better that way, only to test other types of images and realize that this

was not the ideal solution after all. So, the solution was to design a more general workflow with some

parameterization to adjust to existing needs.

The third challenge was to understand how the text recognition process works. Understanding how

images should be prepared so that the process occurs in the best possible way, how decisions are made

within the system, or how the collected information is processed are fundamental steps in developing a

solution of this type. However, the Tesseract software, namely the Python wrapper of its API, tesserocr,
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is relatively well documented, which allows exploring all the functionalities of this technology.

The fourth major challenge was to find a way to deploy the workflow since there was an incompatibility

between the development environment and the environment in which the workflow would be used. It was

then found that the best fitting technology was the Docker software. For that purpose, it was necessary

to explore this technology to set up a container to deploy and install the solution in ARMS’s computers.

Finally, one of the lessons learned from this dissertation was focusing on the planned goal. Although

there is always the need and desire to add new features, it is better to have a workflow that works from

start to finish, but that is simpler than a workflow with several extra features, but that cannot deliver what

it promised. With limited time to develop this dissertation and while trying to balance the relationship

between complexity and efficiency of the final solution, it was a challenge to achieve this final result.

6.2 Discussion of the results

As mentioned earlier, it was necessary to develop a new workflow for processing documents scanned

for ARMS since the current workflow lacked automation, and sometimes satisfactory results. It was with

this in mind that this dissertation was composed.

After presenting the problem, it was necessary to start outlining what would become the final solution.

For this, it was essential to deepen the knowledge about the relevant file formats, namely PDF and TIFF.

Furthermore, after this study, it was also essential to know the state of the art of OCR technology since

this is one of the fundamental parts of the workflow. After gathering all this knowledge, an analysis of

the existing solution and the stakeholder requirements was made to design a solution.

In an initial phase, this development resulted in a simple workflow with the goal of serving as a proof-of-

concept. The goal of this design choice was to have a complete (i.e., workflow that functioned from start

to finish) to present to the ARMS team.

Since this workflow was too simplistic and had the potential to add other functionalities, the initial work-

flow started to be incremented until it reached a final version. In this final version, new functionalities

such as pre-processing the images or using two different segmentation types were added.

Upon completion of this final version, it was deployed to the computers of the ARMS team in order

to test the feasibility of using this workflow. At the same time, performance assessments were made,

to measure the efficiency and effectiveness of the workflow. The results of these evaluations were

satisfactory, although there is room for improvement (the ”Future Work” section of this chapter presents

some solutions for improving the existing solution).

In conclusion, this dissertation was able to deliver what it set out to do, namely a complete workflow

capable of processing a set of digitized images, resulting in a PDF file with a text layer, ready to be

uploaded to the ARMS public database.
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6.3 Future Work

It is important to emphasize that although this project was developed in partnership with ARMS to

meet their needs, nothing prevents this project from being used in other contexts requiring a workflow of

this type. Furthermore, the fact that it was built in a modular way allows new functionalities to be added

and changing existing ones.

However, even though this is a functional workflow, improvements can be made to ensure that this can

be the de facto workflow used by the ARMS staff. In order to improve the proposed solution, there was a

collaboration with another dissertation, which is already adding ways to improve the use of this workflow,

namely a more appealing interface for the user. One of the functionalities available in this interface will

be the possibility of manually correcting the results obtained by the OCR.

Another topic that could be explored in the future is improving the pre-processing techniques used since

this is a fundamental part of the workflow. Creating a trained model capable of characterizing the existing

document types and applying the best techniques automatically would be an interesting idea to explore.

On the topic of trained models, it would also be good to create specific dictionaries with frequently used

terms in ARMS documents so that there are fewer errors in recognizing textual content.

Through the evaluations made of the existing solution, it was also apparent that the following features

need to be improved:

• Improve the size of the final PDF files using compression techniques.

• Explore multithreading so that the processing can be done faster.

• Create better heuristics to compare the decisions made since the highest word confidence does

not always correspond to the correct result.
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Appendix A

Example of hOCR file
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Appendix B

Available parameters
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• –comp - Disables the line segmentation comparison, as explained in the “Segmentation” subsec-

tion. Usage:

$ python3 workflow.py path to file –comp

• –folder - Instead of running the workflow in just a single file, all the files in the specified folder are

processed. Usage:

$ python3 workflow.py –folder path to folder

• –force - If the workflow was interrupted, instead of continuing from where it stopped, it starts from

the beginning. Usage:

$ python3 workflow.py path to file –force

• –help - Shows how to run the workflow and shows the existing parameters.Usage:

$ python3 workflow.py –help

• –lang - This parameter is used to tell the workflow in which language the documents are written.

More than one language can be selected. Default is English. This parameter is important for

the OCR processing, and its use is recommended. Available languages have to be downloaded

previously. Usage (example for portuguese and english):

$ python3 workflow.py path to file –lang por –lang eng

• –prep - Performs some additional pre-processing techniques to the images, as explained in the

“Pre-processing” subsection.

$python3 workflow.py path to file –prep

• –tmp - Keeps the temporary files instead of deleting them at the end of the workflow

$python3 workflow.py path to file –temp
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Appendix C

Individual results of efficiency

assessment
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Appendix D

Individual results of effectiveness

assessment
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Image 1 

 

Expected 

- The Secretary-General has consistently exerted best efforts to facilitate the achievement of a 

peaceful, just and honourable settlement of the conflict between Iran and Iraq. His Excellency 

Mr. Olof Palme has visited the area five times, most recently in February 1982. - Iraq has 

accepted all Security Council resolutions, while Iran has rejected them charging that the 

Council, which had failed to condemn the initial Iraqi incursion and to demand its withdrawal, 

was biased against Iran. Iran showed some co-operation with the Council during negotiations 

leading to resolutions 540 (October 1983) and 552 (June 1984), but felt that its concerns were 

not heeded and rejected both resolutions. - Iran maintains its conditions for ending the war, 

which are: 

 

Adobe 

 

- The Secretary-Ge neral ha s con sis tently exer ted be st effort s to f aci li tate the achi 

evement of a peaceful, just and honourab le settlement of the conflict between Ir an and Iraq. 

His Excellency Mr. Olof Pa lme ha s visited the area fi ve times , most recen tly in Februar y 

1982. - Iraq has accepted al l Secur ity Council r esol utions, while Iran has rejec ted them 

chargin g that the Cou ncil , which had failed to conde mn the initial Irqi incursion and to 

demand its withdrawal, was bia se d against I ran. Iran showed some co-operatio n with the 

Council during negotiation s lea di ng to re solut ions 540 (Oct ober 1983) and 552 (June 1984), 

but felt that it s concer ns were not heeded and rejected both res olu tions. - Iran maintains its 

condition s for ending the war, which are: 

 

--prep 

 

The Secretary-General has consistently exerted best efforts to facilitate the achievement of 

peaceful, just and honourable settlement of the conflict between Iran and Iraq. His Excellency 

Mr. Olof Palme has visited the area five times, most recently in February 1982. Iraq has 

accepted all Security Council resolutions, while Iran has rejected them charging that the 

Council, which had failed to condemn the initial Iraqi incursion and to demand its withdrawal, 

was biased against Iran. Iran showed some co-operation with the Council during negotiations 

leading to resolutions 540 (October 1983) and 552 (June 1984), but felt that its concerns were 

not heeded and rejected both resolutions. Iran maintains its conditions for ending the war, which 

are: 
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Default 

 

The Secretary-General has consistently exerted best efforts to facilitate the achievement of 

peaceful, just and honourable settlement of the conflict between Iran and Iraq. His Excellency 

Mr. Olof Palme has visited the area five times, most recently in February 1982. Iraq has 

accepted all Security Council resolutions, while Iran has rejected them charging that the 

Council, which had failed to condemn the initial Iraqi incursion and to demand its withdrawal, 

was biased against Iran. Iran showed some co-operation with the Council during negotiations 

leading to resolutions 540 (October 1983) and 552 (June 1984), but felt that its concerns were 

not heeded and rejected both resolutions. Iran maintains its conditions for ending the war, which 

are: 
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Image 2 
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Subject: Germans impersonate UNRRA Officers. The following memorandum is forward in 

pursuance of your original instruction. It takes the form of a resume of a report forwarded to us 

from Team 40 under the subject heading “Impudent Impersonation Attempt at Luedenscheid – 

Imprisonment of Imposters” and is covered by letters from Brig: T. J. King District Director, l 

Corps; Col. I.R. Bruce, UNRRA D.L.O., 49 Inf. Div, and Geo. N. Bauer, supply officer, Team 40. 

It is considered of some concern to note the allegation (unrefuted) that one subject has been 

“accommodated by UNRRA Team 23”. 
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Imprisomment of Imposters* and is covered by letters from Brig: T.J. King, District Director, 

Corps; Col. I.R. Bruce, UNRRA D.L.0., 49 Inf. Div., and Geo. HN. Bauer, supply officer, Team 

40. It 1s eonsidered of some coneern to note the allegation (umrefuted) that one subject has 

been "accommodated by UNRRA Team 23° 
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Image 3 

 

Expected 

A. The general situation of foreign personnel and armed units in the Congo 31. In the few weeks 

before the independence of the Congo, and in the panic that followed the riing of the Congolese 

soldiers and gendarmes of the former Force Publique against their Belgian officers in July of 

1960, the majority of the foreign nationals in the Congo either left the country or, in a later 

phase, took refuge in the Katanga. Those who departed included most of the military officers 

and non-comissioned officers and the incumbents of key positions in the Ministries and 

Departments of the Government, in the parastatal organizations, and in the large financial, 

mercantile and industrial enterprises which had held a position of the great influence on 

governmental policy before independence.32.  In the Katanga, conditions rapidly returned to 

“normal”; foreigners resumed their posts in the administration, or entered new ones; and, in 

particular, there was a steady build-up in the numbers of foreign personnel serving in the armed 

forces. Elsewhere in the Congo, after the further political crisis in September, a progressively 

increasing return flow of Belgians and other foreign nationals also took place. A large number of 

them, especially those with technical qualifications, returned to their previous posts or ere 

transferred to others. The inflow was most marked in the urban centres, and especially in 

Leopoldville and the provincial capitals. The most important aspect of this trend, from the point 

of view of the Delegation’s mission, was the re-entry into the cabinets of most of the central 

ministries, and also into some of the government departments, of a number of foreign (mainly 

Belgian) personnel who were given or assumed responsibilities for advising on matters of 

government policy.33. The Delegation knew, as it entered upon its discussions with the 

Congolese authorities, that some of these foreigners were the original incumbents of their posts; 

others were newcomers, recruited in Belgium or on the spot. Some entered the civil service, or 

resumed their posts in it, through the normal channels of the Ministry of Foction Publique. 

Others were engaged by “Ministers” on their own responsibility; their names do not appear on 

the civil service lists, and they 
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