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Abstract

Nowadays, IT organizations face ever-changing consumer demands, competitiveness, regulatory envi-

ronments, and sophisticated external threats. As a result, they seek a competitive advantage by using

DevOps and its capabilities, such as improving user experience, increasing productivity, and team col-

laboration.

However, DevOps adoption remains inconsistent, emphasizing the need to provide relevant data

and insights to management in their decision-making process to enhance efficiency while applying Dev-

Ops capabilities. Unfortunately, there is a lack of systematization between the effective use of these

capabilities and the ideal metrics for each one.

Therefore, Design Science Research is done with two Multivocal Literature Reviews to elicit the main

DevOps metrics and capabilities and semi-structured interviews to build an outcome-based capability

evaluation matrix, focusing on metrics (KPIs) for promoting DevOps adoption. A definition of DevOps

capability and another for metrics is identified, along with 37 DevOps capabilities and 24 main metrics

are defined and categorized.

It is concluded that cultural capabilities have the highest overall impact. Empowering teams to make

decisions and organizational culture are top categories. Capabilities are, dynamic and have been grow-

ing and changing over the years, being defined by the ability of an organization to perform practices.

The five top metrics that an organization should start by measuring are, in order, M03-Deployment Fre-

quency (DF), M01-Mean Time To Recover/Restore (MTTR), M42-Team happiness, M02-Mean Lead-

time for Changes (MLT) and M04-Change Failure Rate (CFR).
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Resumo

Atualmente, as organizações de TI, enfrentam exigências dos consumidores, competitividade, am-

bientes regulamentares e ameaças externas sofisticadas em constante mudança. Como resultado,

procuram uma vantagem competitiva utilizando DevOps e as suas capacidades, tais como melhorar a

experiência do utilizador, aumentar a produtividade, e a colaboração em equipa.

No entanto, a adoção do DevOps continua a ser inconsistente, enfatizando a necessidade de

fornecer dados e conhecimentos relevantes à gestão no seu processo de tomada de decisões para

melhorar a eficiência enquanto se aplicam as capacidades do DevOps. Infelizmente, existe uma falta

de sistematização entre a utilização eficaz destas capacidades e as métricas ideais para cada uma

delas.

Assim, Design Science Research é realizada com duas Multivocal Literature Reviews para obter as

principais métricas e capacidades DevOps e entrevistas semi-estruturadas para construir uma matriz

de avaliação de capacidades baseada em resultados, centrada em métricas (KPIs) para promover a

adopção de DevOps. É identificada uma definição de capacidade DevOps e outra para métricas, com

37 capacidades DevOps e 24 métricas principais sendo definidas e categorizadas.

Conclui-se que as capacidades culturais têm o maior impacto global. Equipas capacitadoras para

tomar decisões e cultura organizacional são categorias de topo. As capacidades são, dinâmicas e têm

vindo a crescer e a mudar ao longo dos anos, definidas pela capacidade de uma organização para

realizar práticas. As cinco principais métricas que uma organização deve começar por medir são, por

ordem, M03-DF, M01-MTTR, M42-Team happiness, M02-MLT e M04-CFR.

Palavras Chave

DevOps; Capacidades; Competências; Métricas; Desempenho; Adoção.
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This chapter aims to contextualize the research as well as present the motivation for performing it, as

well as its objectives, deliverables, scope and relevance. This chapter also includes the outline of the

remaining thesis in Section 1.4.

1.1 Motivation

In today’s world, IT organizations are increasingly challenged with ever-changing customer require-

ments, competition, regulatory environments and sophisticated outside threats [10].

Therefore, in organizations where software development is part of the core business, having a com-

petitive advantage by doing things better than competitors [11], like delivering and supporting this soft-

ware quickly, with reliability and in a predictable form has become increasingly important [12].

However, this process generates a complexity and inefficiency, associated with the silos between

development and operations [13]. The need for frequent software delivery, without sustained builds,

proper testing and release automation, generates burnout and pain in the engineers doing operations,

decaying software delivery performance [14] and reliability.

In reaction to this broken process we witness the emergence of Developer(Dev) and Operations(Ops)

(DevOps), an organizational approach that stresses empathy and encourages greater collaboration be-

tween engineering teams involved in the software delivery [15], in order to reduce development time,

enhance deployment rates, increase stability, optimize Mean Time to Recover and reduce cost of de-

ployment and implementation [16].

Management needs to have a clear vision of the steps to take ahead based on information and met-

rics in order to increase efficiency [11], therefore the success of applying DevOps capabilities, mentioned

in Section 2.2, can be exposed if we find a strong relation to existing DevOps metrics. Furthermore, the

successful implementation of the complex [17] process of DevOps capabilities demands control by a

rigorous systematization for self-assessment, which in turn should result in growth of the maturity levels

that will lead to improved levels of performance [18].

An effective way to control and assess these levels of maturity and adoption would be to use very

specific metrics that assess existing capabilities, informing, for example, whether a given software deliv-

ery process within the pipeline is performing optimally or could be improved.

This would support management decision-making process by supplying relevant information that

conveys whether the adoption of DevOps is improving within the company, so that management can

take appropriate action if needed.
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1.2 Problem

To the best of the author’s knowledge, no study has been conducted that compares various DevOps

capabilities or practices with existing DevOps metrics [19], so the problem of this thesis is identified as

follows:

Problem. The assessment of the desired success of each DevOps capability or practice is irregular due

to a lack of systematization between the successful application of these capabilities or practices and the

ideal metrics for each one.

1.3 Objectives and Deliverables

While DevOps adoption success is irregular, as a few impediments exist, shown by Smeds et al. [20] and

measuring its maturity can be hard, relating different DevOps capabilities with existing DevOps metrics

will support management decision process towards increasing performance in the Software Develop-

ment Life Cycle (SDLC) within the organization. The main objective of maturity models is to evaluate

and improve the organization’s practices by creating an improvement roadmap [21] and finding the re-

lation between DevOps metrics and DevOps capabilities or practices will facilitate adopting DevOps

successfully.

However, since there exists a lack of systematization of the different DevOps capabilities or practices

in existing DevOps metrics, the intent of this research is to explore a relationship between the metrics

and the capabilities/practices, in order to elicit the main DevOps metrics for each DevOps capabili-

ty/practice, align the relations impacting positively each found metric and create an evaluation matrix of

the DevOps capabilities/practices. For that purpose, the following research questions are used towards

the mentioned goal:

RQ1. What are the main DevOps capabilities or practices?

RQ2. Where are capabilities and practices mentioned?

RQ3. How authors distinguish capabilities from practices?

RQ4. What are the main DevOps metrics?

RQ5. What is the purpose of each metric?

RQ6. Why is each metric important?

RQ7. How are DevOps capabilities categorized?

RQ8. How are the main metrics categorized?

RQ9. What DevOps capabilities have a positive impact in which main metrics?

4



1.4 Thesis Outline

In Chapter 1 the motivation, research problem, the objectives and deliverables of this research are

exposed.

The remainder of the document is structured as follows. In Chapter 2 a theoretical background

is given about DevOps, DevOps Capabilities and DevOps Metrics. In Chapter 3 a literature review

done prior to this research is summarized giving evidence of no prior work done targeting the same

goals and assessing the need for this research. In Chapter 4 the research methodology is defined

to be Design Science Research (DSR), the build process is explained and methods of research are

determined to be Multivocal Literature Review (MLR) and Semi-structured Interviews. In Chapter 5

details the investigation done using MLR and leading to 93 documents utilized in the discovery and

definition of 37 DevOps capabilities. In Chapter 6 a DevOps metrics MLR is performed returning 114

documents from several sources that were analyzed, and 58 metrics were extracted leading to a filtered

total of 22 main metrics in which 4 are the most relevant. In Chapter 7 a capability matrix is proposed

based on the results from the two previous chapters and by conduction 21 semi-structured interviews. In

Chapter 8 the capability matrix is evaluated over ten iterations of semi-structured interviews and a final

validated version of the artifact is achieved. In Chapter 9 contains the conclusion of the research with

limitations and future work.
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This section provides a theoretical background for the topics discussed in this research, namely DevOps,

DevOps capabilities and DevOps metrics.

2.1 DevOps

DevOps is an acronym for the Developer (Dev) and Operations teams (Ops), these engineering teams

work collaboratively to eliminate so-called “information silos” [9]. No standard definition exists for Dev-

Ops. Blog posts on the topic are common, but they mostly differ on a concrete concept of the term. Jab-

bari et al. [22] proposed that DevOps is a development methodology aimed at bridging the gap between

Development and Operations, emphasizing communication and collaboration, continuous integration,

quality assurance and delivery with automated deployment utilizing a set of development practices. It

can also be seen as a conceptual framework that is based on the capabilities, mentioned in page 10,

focused on the acronym Culture, Automation, Measuring and Sharing (CAMS) [23]. Later, Jez Hum-

ble added to these four pillars, the Lean (L) pillar, becoming the acronym Culture, Automation, Lean

principles, Measuring and Sharing (CALMS) [24].

Sousa et al. [25] in his paper about DevOps foundations and perspectives, emphasizes the new

approach to software delivery that occurs through collaboration between development teams and oper-

ations, illustrated in Figure 2.1, as opposed to the traditional approach that is separated in organizational

silos. This characteristic of good cooperation between IT Development and IT Operation teams is crucial

in order to ensure successful deployment and operations of IT systems [26].

The	First	Way:
Systems	Thinking	

The	Second	Way:
Amplify	Feedback	Loops

The	Third	Way:
Culture	Of	Continual
Experimentation	And
Learning

Figure 2.1: The Three Ways: The principles underpinning DevOps (adapted) [1]

DevOps is also a culture, movement, or practice emphasized on collaboration and communication,

focused on improving the software release cycle speed to production and build automation of new soft-

ware components, while keeping high quality, mentioned in Lwakatare et al. [27], where a literature

review on the term DevOps concludes that DevOps is a change of mindset substantiated with a set of

automated practices to encourage cross-functional team collaboration.
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Lastly and according to Riungu-Kalliosaari et al. [28], DevOps is a set of practices aimed to reduce

the time that a change made to a system takes to go into normal production, while ensuring high quality

and the least friction and blame between teams as opposed to trust and empathy.

2.2 DevOps Capabilities

Wu et al. [29] defines operational capabilities as being “sets of skills, processes, and routines, devel-

oped within the operations management system, that are regularly used in solving its problems through

configuring its operational resources”. These can be strongly impacted by dynamic capabilities [30–33]

as the processes that transform a firm’s operational routines [31].

As seen in the research performed by Erich et al. [34–36] focused interviews on DevOps leading to

principles and practices were done in six organizations [36]. The key extracted areas related to DevOps

where: “culture of collaboration, automation, measurement, sharing, services, quality assurance, and

governance”. At that time, it was concluded that there existed very few academic studies evidencing

DevOps principles and practices effectiveness. Notably, the term capability was already mentioned

interchangeably with the meaning of DevOps ability to solve problems — “increased problem-solving

capabilities” or ability to do automated testing — “automated testing capabilities” [36]. Thus leading to

an ability or being capable of practicing something towards enabling DevOps.

2.3 DevOps Metrics

In literature, the first important questions leading to DevOps metrics being discussed are raised in

2010 [15]. How long would it take for an organization to deliver a single-line-of-code modification, and

if that process is consistent and reproducible. Metrics are still hard to quantify since they encompass

many aspects of the software delivery process, from analysis to development to release. Therefore,

improving measuring the software delivery process is relevant and pursued.

In a study about Developer(Dev), Security(Sec) and Operations(Ops) (DevSecOps) by Prates et

al. [37] goals include increasing the Number of Continuous Delivery Cycles Per Month related deploy-

ment frequency, lower Defect Density Defect or Defect Burn Rate indicating how quickly a team is

addressing defects.

According to Forsgren et al. [19], organizations ideally, should start by collecting a baseline using

surveys while continuing to build out system-based metrics, which should usually use data from different

systems of record in the software delivery value stream. This way, businesses may obtain a more

comprehensive perspective of their software delivery value chain and DevOps transformation efforts.
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The main research objectives of this thesis focuses on relating DevOps capabilities and metrics. Before

acknowledging the importance and uniqueness of this study, an initial search for related work, based on

the Systematic Literature Review (SLR) protocol [38], was done in order to identify any existing studies

that related these same topics.

3.1 DevOps Capabilities and Metrics SLR

This SLR targeted exposing sustained evidence of relevant literature for a set of research questions. In

November 2020, a report was done using relevant keywords in a search string against a few datasets

in attempt to discover earlier studies connected to this project that may already find answers to the

suggested research topics.

• Search String: (devops AND (metrics OR measures OR kpi OR indicators) AND (practices

OR capabilities)).

• Datasets: The search engines used were two brokers: Scopus1 and Web of Science2, in conjunc-

tion with IEEE3, ACM4 and EBSCO5.

The review protocol used starts with searching datasets with the string, applying inclusion and exclu-

sion criteria, screening abstracts, assess eligibility of full-text document and reaching a final document

set. The inclusion and exclusion criteria, filters documents written in English, peer-reviewed and scien-

tific papers, that explicit discusses DevOps, mentions DevOps metrics and Mentions DevOps capabilities

or practices.

In the initial search step, filter 1 (All fields; All documents) was used together with the search string,

both present in Table 3.1. On a second pass, filter 2 (Abstract; All documents) was used over the

existing search results, therefore reducing the number of documents that have an abstract mentioning

the keywords, narrowing down to a total of 74 papers. Applying inclusion & exclusion criteria filter 3, 59

articles remain. This leads to filter 4, which is defined to remove the duplicates from the list of results in

order to obtain the set of documents to have abstracts screened.

After the selected set of abstracts were screened, a full-text document assess was done and finding

17 documents that were eligible to analyze and extract any information relevant for this research. The

relation of final document set by database show that the most results remaining (5) came from ACM with

29.4%. For the cases of Scopus, Web Of Science, IEEE they all contributed with 4 relevant research

1https://www.scopus.com
2https://apps.webofknowledge.com
3https://ieeexplore.ieee.org
4https://dl.acm.org
5https://search.ebscohost.com
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Table 3.1: Selection filters to narrow related work, as part of the SLR protocol

Database Search String Filter 1 Filter 2 Filter 3 Filter 4 Filter 5 Filter 6

Scopus
(devops AND (metrics OR measures OR kpi OR
indicators) AND (practices OR
capabilities))

443 31 31 25 14 4

Web Of Science
(devops AND (metrics OR measures OR kpi OR
indicators) AND (practices OR
capabilities))

18 12 12 8 6 4

IEEE
(devops AND (metrics OR measures OR kpi OR
indicators) AND (practices OR
capabilities))

11 7 7 7 7 4

ACM
(devops AND (metrics OR measures OR kpi OR
indicators) AND (practices OR
capabilities))

667 7 7 7 7 5

EBSCO
(devops AND (metrics OR measures OR kpi OR
indicators) AND (practices OR
capabilities))

28 17 2 2 2 0

Total 1167 74 59 49 36 17

Filter 1 = All fields, All documents
Filter 2 = Abstract, All documents
Filter 3 = Peer-reviewed & relevant (inclusion/exclusion criteria)
Filter 4 = Remove duplicates
Filter 5 = After Abstracts Screened
Filter 6 = Full-text Document Assess

documents each, however EBSCO’s results were also found in the other databases, thus showing no

extra addition.

Important to note the distribution and growth of the selected papers shown over the years in relation to

the publication seen in Figure 3.1. This reveals a growing interest in the last three years with an increase

in volume of scientific research work related to DevOps metrics and capabilities. Thus, confirming the

research objectives, potential usefulness of this thesis might have in this topic.
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Figure 3.1: Relation of final documents publication year per type.

The first publication [39] from this set was a conference proceeding, that was followed by a journal

article and another proceeding in the next two years, until that in 2018, the interest for this subject as

grown considerably including in books and in the last year of 2020, seen in two conference proceedings
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and three journal articles, with a total of five publications in each of the last two years.

3.2 Related Work

At this last stage of the SLR, the research question is analyzed, aligned with the objective of this review

in face of the related work.

For assessing the full eligibility of all the related work and refine the level of relevance that could

be attributed to each of the papers the following it was searched for any metrics1 or DevOps metrics2,

any capabilities or practices3, and a relation of DevOps metrics with capabilities4. The results seen

in Table 3.2 go in line with the proposed objective in order to find what studies relate DevOps metrics to

DevOps capabilities, but returns zero results for the research question.

As seen in Figure 3.2, from the initial 36 publications that were read, only 20 mention or enumerate

DevOps metrics and 22 mention capabilities or practices. From those, only 17 match together to conform

to the acceptance criteria of at least mentioning DevOps metrics and capabilities or practices.
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Figure 3.2: Relation of final documents with criteria

Interestingly, only one of these papers refers to the work of Senapathi et al. in DevOps Capabilities,

Practices, and Challenges [4], managing quality assurance challenges of DevOps through analytics,

only mentions five of the capabilities with a strong focus on quality assurance in the DevOps competency.

From the full reading performed, summarized in the previous list, interesting material was identified,

but none of the articles was found to be relating directly DevOps metrics to DevOps capabilities.
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Table 3.2: Relation of DevOps metrics and capabilities from full-text review

Paper Title
Mentions

any
metrics1

Mentions or
enumerates

DevOps
Metrics2

Mentions
any

capabilities
or

practices3

Relates
DevOps
metrics

with
capabilities4

1. A DevOps Implementation Framework for
Large Agile-Based Financial Organizations.
[40]

yes yes yes no

2. A Taxonomy of Software Delivery Perfor-
mance Profiles: Investigating the Effects of
DevOps Practices. [41]

yes yes yes no

3. An agile framework for ITS management in
organizations. [42] yes yes yes no

4. DevOpRET: Continuous reliability testing in
DevOps. [43] yes yes yes no

5. DevOps and software quality: A systematic
mapping. [44] yes yes yes no

6. Devops enhancement with continuous test
optimization. [45] yes yes yes no

7. DevOps with continuous testing architec-
ture and its metrics model. [46] yes yes yes no

8. DevSecOps metrics. [37] yes yes yes no

9. Dogfooding: Using IBM cloud services to
monitor IBM cloud infrastructure. [47] yes yes yes no

10. Managing quality assurance challenges of
Devops through analytics. [48] yes yes yes no

11. Non-Intrusive Anomaly Detection with
Streaming Performance Metrics and Logs for
DevOps in Public Clouds. [49]

yes yes yes no

12. Omniscient devops analytics. [50] yes yes yes no

13. Self-Service Cybersecurity Monitoring as
Enabler for DevSecOps. [51] yes yes yes no

14. Test Automation Process Improvement in
a DevOps Team. [52] yes yes yes no

15. Towards a DevOps approach for software
quality engineering. [39] yes yes yes no

16. Towards the use of the readily available
tests from the release pipeline as performance
tests. [53]

yes yes yes no

17. Using Analytics to Guide Improvement
during an Agile–DevOps Transformation. [54] yes yes yes no
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In an initial report, a Literature Review has been conducted to identify the problem of this research,

reflected in Chapter 3. Here it is used the activities of Design Science Research (DSR) proposed by

Hevner et al. [2] as the main research methodology.

For the build phase [55] two MLR [3] are conducted as mentioned in Section 4.2 to help identify the

artifact. After having the initial artifact, it is planned to conduct the evaluation phase [56] using Semi-

structured Interviews mentioned in Section 4.3, in order to support the findings of the initial research and

improve the artifact.

4.1 Design Science Research

For the development of the proposed evaluation model for DevOps capabilities, Design Science funda-

mentals are applied for conducting this research in the field of Information Systems and Technologies, as

initially suggested by March and Smith in 1995 [55] and nowadays by Hevner et al. [2], as the standard

reference for the DSR methodology and in particularly the three cycles of Hevner [57].

This DSR is divided in two processes, build (process of construction of an artifact) supported by

two MLR in Chapter 5, plus Chapter 6, resulting in a proposal in Chapter 7 and evaluate (to determine

how well the artifact behaves) in Chapter 8. A DSR includes a set of synthetic and analytical techniques

and perspectives for conducting research, with applicability in information systems. The design is char-

acterized by specialized activities that produce an innovation [2], the design artifact or design theory as

a means to improve the current state of practice, as well as existing research knowledge.

Hevner et al. [2] proposes a series of guidelines in DSR in Information System:

1. Design as an Artifact: DSR must produce a viable artifact that could come in various types [55]

including constructs (vocabulary and symbols), models (abstractions and representations), meth-

ods (process stages to be followed to solve problems using IT), instantiations (implementations of

constructs and models) [58].

2. The Relevance of the Problem: The essential target of DSR is to create innovation-based an-

swers for significant and pertinent business issues.

3. Project Evaluation: The value, quality and viability of the design artifact should be thoroughly

shown through proper evaluation methods.

4. Research Contribution: Effective research in design science ought to give clear and evident

contributions in the territories in which the design artifact is applied, design fundamentals and/or

design methodologies.

5. Research Rigor: DSR relies upon the use of rigorous strategies in both assessing and building

the design artifact.
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6. Design as a Search Process: The quest for a successful artifact relies upon the utilization of

accessible means to accomplish the ideal outcomes while the laws in the environment of the

problem are as yet fulfilled.

7. Research Communication: The presentation of research in design and science must be effective

in both technology-oriented and managerial consultancy.

Baskerville et al. [59] underlines the dual mandate of the DSR, which is to use acquired knowledge

to solve problems, create changes, or improve existing solutions; and at the same time to generate

knowledge, perceptions and theoretical explanations. Hevner [57] calls the attention to the pragmatism

of DSR in cycles of relevance and rigor, in the creation of artifacts. The DSR methodology process in

the field of Information Systems, shown in Figure 4.1, is based on Develop/build and justify/evaluate [2].
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Figure 4.1: Adapted phases of the DSR process model [2]

1. Identification of the problem and motivation, defining the research problem and justifying the

value of a solution. In the Introduction its identified the problem scope by being the Lack of sys-

tematization of the different DevOps metrics in existing DevOps capabilities and a purpose was

defined.

2. Definition of objectives for a solution, inferring the objectives of a solution from the problem

definition and knowledge of the state of the problem and possible solutions. The objectives can be

quantitative or qualitative. For this work is proposed an evaluation model for DevOps capabilities.

3. Design and development of the artifact’s desired functionality and its architecture followed by its

creation. Such artifacts are potentially, with each defined broadly, constructs, models, methods,
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or instantiations [2]. This research targets the development of an evaluation model of Devops

capabilities. For this stage MLR is used, as explained in Section 4.2.

4. Evaluation of the solution, comparing the objectives and results. Observing and measuring how

well the artifact supports a solution to the problem. At the end of this activity, the researchers

can decide whether to iterate back to step 3 to try to improve the effectiveness of the artifact or

to continue on to communication and leave further improvement to subsequent projects [60]. This

stage uses the semi-structure interviews explained in Section 4.3.

5. Communication of the problem, the artifact, its utility, novelty and effectiveness, as well as the

rigor of its design to researchers and other relevant audiences. In this case, communicating in

papers and a dissertation.

4.2 Multivocal Literature Review

A MLR is a type of Systematic Literature Review (SLR), which aims to incorporate gray literature like

blogs, videos, web-pages and white papers, which are constantly produced by Software Engineering

(SE) practitioners outside academic forums, notwithstanding the published (peer-reviewed) writing like

journal articles and conference papers. Therefore, MLR is important for the expansion of the research by

including literature that normally wouldn’t be taken due to its “gray” nature [3], as show in the Figure 4.2

on page 21.

MLR
SLR
Formal

Literature

GLR
Gray

Literature

Figure 4.2: The relationship of SLR, GLR and MLR Studies [3]

While considering conducting a Literature Review from formal literature in the specific topic of Dev-

Ops, a few researchers already realized that “broadening” the scope and including Gray Literature (GL)

would add value and benefits to the review study. Some examples of successful DevOps research, in

the same area, using MLR already exist [37, 61, 62], thus corroborating the practical usefulness of this

method for the proposed research, expanding the diversity of sources that are available in a variety of

forms, reflecting different purposes and perspectives [63].

There are 3 objectives to be pursued with MLR for this research:

1. To map out the DevOps capabilities in detail from literature.
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2. To gather the DevOps metrics from literature in a rigorous manner.

3. Construct a base for achieving the main objective, of finding the relationships between the main

DevOps metrics and capabilities.

For the proposed research is identified the need to expand the research outside the boundaries of

scientific knowledge and therefore MLR gives us that opportunity, while still maintaining a rigorous qual-

itative analysis procedure [63] for reviewing that literature. The separation of several types of literature is

seen in Table 4.1 on page 22, where is listed ’White’ and ‘Gray’ literature sources into 1st tier, with high

credibility, and 2nd tier with moderate credibility. For DevOps, it is preferable to include 2nd tier, given that

there is valuable expertise and knowledge on those sources. However, it is also necessary to exclude

literature that corresponds to ideas, concepts and thoughts, like tweets, social networks or emails from

the 3rd tier.

Table 4.1: Spectrum of the ’white’, ‘gray’ and excluded literature (adapted) [3].

’White’ literature ’Gray’ literature Excluded literature

Published journal papers Preprints Ideas
Conference proceedings e-Prints Concepts

Books Technical reports Thoughts
Lectures
Data sets

Audio-Video (AV) media
Blogs

Multiple guidelines exist in literature to conduct SLR studies in SE. However, several phases of MLR

differ from those of traditional SLR. In particular, the process of researching and assessing the quality of

the source. Therefore, SLR guidelines are only partially useful for conducting MLR studies as seen in 5.1

and Figure 6.1. This process shows the planning, conducting and reporting as proposed by Garousi et

al. [3].

In following this process, it is expected that the gray literature will return substantial knowledge in

certain areas of this DevOps research, but of course, the inclusion of such literature brings certain

challenges as the evidence provided is often based on experience and opinion. For that reason, for this

research process systematic guidelines are used for performing MLR in software engineering (SE)

[64], to approach a structured search, similarly to SLR, collecting the materials by applying the inclusion

and exclusion criteria in the search results obtained from well-known search engines like Google, Google

Scholar and others.

1. The MLR planning phase consists of the following two phases.

• Establishing the need for an MLR in a given topic.

22



• Defining the MLR’s goal and raising its research questions.

2. Once the MLR is planned, we proceed to conducting the review in five phases.

• Search process for formal or GL is typically done via means of using defined search strings.

• Source selection normally includes determining the selection criteria and performing the

selection process.

• Study quality assessment of sources in order to determine the extent to which a source is

valid and free of bias.

• Data extraction design forms, procedures and logistics, with possibility of automated data

extraction and synthesis.

• Data synthesis with chosen qualitative and quantitative techniques.

3. Finally, reporting the review is the last phase.

• The reporting phase of an MLR is similar to the SLR guidelines of Kitchenham and Char-

ters [38], summarizing the extracted data from the selected literature and report findings.

4.3 Semi-structured Interviews

Here the capabilities, the metrics and their relations is evaluated, by conducting semi-structured inter-

views within different organizations. During these interviews, an interview protocol is used and partici-

pants are informed about the research goals, while asking for their consent to be interviewed.

Interviews with a semi-structured format are a common approach in development research. Often, it

is a good way to learn about the reasons behind people’s decisions and behaviors. It is also common

for them to give vital information that the researcher had not before [65].

In this process, questions are asked regarding the organization and DevOps capabilities and metrics

used, since the objective is to first have an insight into the organization’s DevOps practices. Thereafter,

the interview focuses on examining the artifact from the viewpoint of the listed capabilities and their

relation to the respective metrics.

Semi-structured interviews are specially indicated in the following situations [66]:

• To ask probing, open-ended questions and to know the independent thoughts of each individual in

a group.

• To conduct an evaluation on one-on-one interviews with key program managers, staff, and front-

line service providers.
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• To examine uncharted territory with unknown but potential momentous issues, and interviewers

need maximum latitude to spot useful leads and pursue them.

These kinds of interviews are a common method for qualitative research [66]. The researchers

and participants engage in a formal interview, using a developed “interview guide”. A list of questions

and topics, usually in a particular order, that are to be covered during the conversation. However, the

interviewer can also follow other topics in the conversation that can guide when he or she feels this is

appropriate [67].

The DevOps capabilities confirmed in the literature, together with the related metrics to be found, is

used to form an interview protocol in which the targeted evaluation model acts as a guide to elicit metrics

from capabilities.

Semi-structured interviews allow interviewers to go into further detail on subjects that come up in

talks with specific participants [68].

24



5
DevOps Capabilities Multivocal

Literature Review

Contents

5.1 Planning the MLR . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 27

5.2 Conducting the MLR . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 29

5.3 Reporting the MLR . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 34

25



26



In the build phase of DSR, the process of construction of the artifact is undertaken. In the case for this

research, two MLRs are used, as explained next.

5.1 Planning the MLR

This section corresponds to the first phase of the mentioned MLR process. It begins by explaining

the motivation for this work, followed by the objectives and the corresponding research question that is

intended to be answered throughout the research. Thereafter, a review protocol is presented.

The full process is shown in 5.1, which exposes the planning, conducting, and reporting as proposed

by Garousi et al. [3].

Establishing the need for an MLR 

Lack of consensus on the concepts of
DevOps capabilities and practices
among the DevOps research and

practice communities.
----------------------------------------------------
Defining the MLR’s goal and raising

its research questions

 Identify the main capabilities 
and practices

Identify their definitions 
and differences.

- What are the main 
DevOps capabilities?

- Where are capabilities 
and practices mentioned?

- How authors differ capabilities 
from practices?

Planning the MLR Conducting the MLR Reporting the MLR

Search process and Source selection

Includes search keywords 
on chosen search engines and 

having a pool ready for
inclusion/exclusion

----------------------------------------------------
Study quality assessment

Application of inclusion/exclusion criteria
----------------------------------------------------

Design of data extraction forms
Attribute identification and

generalization
----------------------------------------------------

Data extraction 
Starts the systematic mapping

----------------------------------------------------
Data synthesis 

Returns MLR results (answers to RQs)

Summarizing the extracted data 
from the selected literature

Organizing retrieved data 
into consumable form 

in charts, tables and lists.

----------------------------------------------------

Report findings

Writing the report

Elicit the main DevOps capabilities 
and practices, their definitions and

differences

Figure 5.1: DevOps capabilities Multivocal Literature Review (MLR) Steps [3]

5.1.1 Motivation

In software development organizations, that want to implement DevOps internally, management needs

to have relevant supporting information about this technological transformation, to assess the success

and increase efficiency [11] of applying capabilities [8, 20]. However, the concept of capabilities and

practices is still not well-defined within DevOps practitioners community.

As this topic has been further explored and analyzed from the industry side than from the scientific

side, with leading technology companies regularly publishing reports [69], a Multivocal Literature Review

expands the diversity of sources to identify the main capabilities and practices, their definitions and
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differences, in order to map the capabilities mentioned by DevOps practitioners, researchers and how

they distinguish between competencies and practices.

5.1.2 Research Questions

Based on the main purpose of this research, an investigation for scientific and ’gray’ related work was

done that addresses or explores the area of capabilities and practices, which can be translated into the

previously defined RQ1, RQ2, RQ3.

5.1.3 Review Protocol

In order to find other studies related to this work, that may achieve answers to the proposed research

questions, a search was conducted in April 2021 using various keywords. The search string used to

perform the search to retrieve the maximum number of studies and the chosen datasets are listed in this

section.

• Search String: (devops AND (practices OR capabilities)) .

• Datasets: The search engines used were, Google search1, Scopus2, Web of Science3, IEEE4,

ACM5 and EBSCO6.

The review protocol used the workflow shown in Figure 5.2. The first set of papers is obtained. In

a first phase, after the search is complete and snowballing is done, inclusion and exclusion criteria is

applied for refining the search results.

In order to facilitate searching and collecting high volumes of gray literature some code was de-

veloped as seen in Listing B.1 (Python code for consistent fetching of large number of Google search

results) to parse the data into two CSV files [70]. This way we can ensure obtaining clean results that

are not specific for the user, but general, this solving the problem of consistency in the returned results

because Google search returns customized results that are tailored differently for different users based

on their previous search history and preferences. Lastly, it facilitates the work of fetching the results into

spreadsheet files that are easily consumable in the MLR process.

The inclusion and exclusion criteria for this MLR is shown in Table 5.1. After that step, the abstracts

must be screened in order to evaluate the relevance they have to the research. Finally, the relevant

papers are to obtain the final selection of studies to perform the review.

1https://www.google.com
2https://www.scopus.com
3https://apps.webofknowledge.com
4https://ieeexplore.ieee.org
5https://dl.acm.org
6https://search.ebscohost.com
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Dataset searching with string

Snowballing

Inclusion and Exclusion Criteria

Abstracts Screened

Full-text document to assess eligibility

Final Document Set

Figure 5.2: Review protocol performed in this research.

Table 5.1: Inclusion and exclusion criteria applied in this research.

Inclusion Criteria Exclusion Criteria

Written in English Unidentified author
Published in and after 2013 No publication date

Full-text accessible Advertisement or Job Post
Mentions DevOps capabilities or practices

5.2 Conducting the MLR

In this section, it is described how the review is conducted, which is the second phase of the SLR. At this

moment, the search is performed using the search query over the selected databases and an analysis

is carried on top of the extracted data.

5.2.1 Selection of Studies

For reference, the complete summary of the review process is shown in the diagram in Figure 5.3 with

a visual representation of the applied MLR selection process. This reflects all the selection work done

through the methodical process of MLR.

In the initial search step filter 1 (All fields; All documents) was used together with the search string,

both present in Table 5.2. This is shown in Table 5.2, as part of the MLR protocol to find the final set of

article, which gives us a relation of the articles found in conjunction with the filters used.

The discrepancy from filter 1 to filter 2 is justified by the fact that initially the keywords could be found

anywhere within the returned item and some search engines return more literature than just academic

papers, like newspapers or reports. While in the case of Google search engine, this does not apply.

Thus, the results remaining the same.
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Figure 5.3: Followed Multivocal Literature Review process (adapted) [3].

On a second pass, filter 2 (Abstracts; All documents) was used over the existing search results,

therefore reducing the number of documents that have an abstract mentioning the keywords, narrowing

down to a total of 1463 publications.

In the next phase a snowballing [71] is conducted leading to extra 14 relevant publications found,

which increased the total amount of papers.

Applying inclusion & exclusion criteria filter 3, present in Table 5.1, 464 publications remain. This

leads to filter 4, which is defined to remove the duplicates from the list of results in order to obtain the

set of documents to have abstracts screened. For the cases belonging to gray literature, there is no

abstract. Therefore, all text was skimmed, making it possible to better assert an inclusion or exclusion

of that publication.

In the end, after all abstracts are screened, 93 publications remain for full-text document assess.

5.2.2 Data Extraction Analysis

After selecting the final set of publications, an analysis of the different components of the results is

presented here, in a relationship of the final set of documents based on the source data. This analysis

arises from the evaluation of the full text of the 93 publications eligible for extraction of any relevant

information for this research. An overview is also given of which years and categories of publications

were selected for full reading.

The relation of Gray and white literature final document set by database reflected in Figure 5.4 show

that 75 results came from Google search with 80,65% of gray literature. For the cases of Scopus, Web
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Table 5.2: Filters used in the MLR protocol.

Database Search String Filter 1 Filter 2 Sowballing Filter 3 Filter 4 Filter 5 Filter 6

Google (devops AND (practices OR
capabilities)) 243 243

+14

89 89 77 75

Scopus (devops AND (practices OR
capabilities)) 1855 342 157 42 40 2

Web Of Science (devops AND (practices OR
capabilities)) 224 174 91 29 24 1

IEEE (devops AND (practices OR
capabilities)) 178 146 67 67 14 8

ACM (devops AND (practices OR
capabilities)) 878 92 22 22 6 4

EBSCO (devops AND (practices OR
capabilities)) 560 475 38 38 6 3

Total 3929 1463 1477 464 287 167 93

Filter 1 = Query All fields, All documents
Filter 2 = Query Abstracts, All documents
Snowballing = Applied over starting literature search [3]
Filter 3 = Relevant (inclusion/exclusion criteria)
Filter 4 = Remove duplicates
Filter 5 = After Abstracts Screened
Filter 6 = Full-text Document Assess

Of Science, IEEE, ACM and EBSCO they all contributed with the total sum of 18 (19,35%) of relevant

research documents.

75
8

4
3
11

Google Search(80.65%)

IEEE(8.60%)

ACM(4.30%)

EBSCO(3.23%)

Scopus(2.15%)

Web Of Science(1.08%)

Figure 5.4: Distribution of the final set of documents per database.

Important to note the distribution and growth of the selected papers shown over the years in relation

to the publication seen in Figure 5.5. This shows a growing interest in the last three years with an

increase in volume of research work related to researching capabilities, confirming the potential interest

and usefulness of this research might have in the area.

The first publication from this set was Puppet Labs’ 2013 State of DevOps Report [72], that was

followed by the next 2014 State of DevOps Report [73] and a webpage on "Six Core Capabilities of a

DevOps Practice" from the New Stack website [74]. In 2015, 2016 and 2017, there is a continued growth

in webpages and conference papers in 2017.

The interest in gray literature has risen significantly in 2018, as evidenced by the enormous increase
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of webpages in that year, indicating that practitioner publications have evolved far quicker than scientific

research. Despite a brief reduction in publications in 2019, practitioners’ publications still continued to

grow in 2020 as we can see in Figure 5.5.
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Figure 5.5: Distribution of publications per type over the years.

It becomes important to note that the values for 2021 are lower because the search that created

the database for this paper occurred in March 2021, and therefore it is an incomplete year. Also, the

drop in publications in 2019 can be justified partially due to the global pandemic of COVID-19, where

much of the industry took a big hit. This change deeply impacted typical working routines, affecting both

well-being and productivity [75].

In order to get an overview of how the various capabilities have grown in the literature over the

years, Figure 5.6 can be observed.
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Figure 5.6: List of capabilities identified by number of publications over the years.
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It is noticed a big leap in 2020, namely in cross team collaboration, continuous integration, continuous

delivery, monitoring and test automation with around 20 mentions each.

Regarding collaboration, as mentioned by Kim et al. [76], this denotes an antithesis to a culture

of fear, and instead organizations embracing DevOps strive to have a high-trust, collaborative culture,

where people are rewarded for taking risks.

A trusting organizational culture that encourages information flow predicts software delivery perfor-

mance and technical organizational success [8]. The concept that a healthy culture with increased

information flow predicts exceptional achievements is not new; it is based on research by sociologist Dr.

Ron Westrum [77].

Also, continuous integration (CI) and continuous delivery (CD) seen in the same Figure 5.6 are the

corner stone of software delivery, denoting the huge importance of a CI/CD pipeline [4, 48, 78–83]. A

pipeline targets being a repeatable system composed of phases that code must pass through before it

can be deployed to production: First, programmers have to write the code, then, the team compiles the

code into a build to check for errors, next teams run tests to ensure that the new code will behave as

intended in the production environment and finally once the new code has passed the testing phase,

it is deployed to the end user [84, 85]. Therefore, continuous integration is the capability of multiple

developers to commit and merge their code [86,87]. Continuous delivery entails deploying code updates

to production as frequently as feasible.

Monitoring and test automation are within the top five most mentioned capabilities. Monitoring the

service the DevOps pipeline, the infrastructure or any other component of the SDLC [7,83,88,89] is as

important as developing the software itself. Test automation validates code correctness in production-like

environments, in order to have that code deployed into production quickly, safely and securely.

Finally, from the relation of these and the other capabilities over the years, it is shown that practi-

tioners are championing these principles, practices, and tools to minimize waste [83,90], enabling faster

feedback cycles [7, 91], exposing invisible technical debt [76], improving value in delivery, maintenance

and operational functions [83].

5.3 Reporting the MLR

At this step of the MLR, the DevOps capabilities are reported, and all three research questions are

assessed in light of the publications obtained using the research protocol.

5.3.1 RQ1 - What are the main DevOps capabilities or practices?

In this section, the MLR provides an answer to the first research question, by revealing a list of 37

capabilities. As seen in Table 5.4 this list is based on the literature review of the 93 publications, also
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considering the fact that some practitioners mention them as practices and others as capabilities as

shown in Figure 5.7. The list includes their name, the number of publications in which they have been

mentioned, and, most importantly, their definitions.

C01. Cross team collaboration and communication, mentioned in 81 publications. In order to enable

cross-functional collaboration between application teams, operations and security teams [4, 48, 82, 84,

90, 92–98] the organization has to identify the stakeholders, including customers [99], of every project

so that they join, have insights about various project phases and processes, and start making valuable

contributions.

C02. Continuous integration (CI), mentioned in 80 publications. Continuous integration takes tasks

like testing and building, and automates them [7, 100], driving teams to produce high quality software,

to reduce the cost of ongoing software development and maintenance [6, 88, 91, 93, 101–104], and to

increase the productivity of the teams. [4, 91]. The CI process creates canonical builds and packages

that are ultimately deployed and released [5].

C03. Continuous delivery and deployment automation, mentioned in 78 publications. While continu-

ous delivery automates the entire software release process with a manual step, continuous deployment

automates that step, deploying smaller changes [105] to production as soon as they are released from

acceptance testing [83,106], without manual intervention [5], releasing faster and more frequent, reduc-

ing the risk of production deployments and providing faster feedback to the teams [8,90].

C04. Proactive monitoring, observability and autoscaling, mentioned in 74 publications. It is critical

to monitor the infrastructure [44, 76, 83, 105, 107], whether it is in the cloud or in a local data center.

Combining proactive monitoring with autoscaling can automatically solve capacity issues [73,87,96,108]

and reduces the need to scale the system manually.

C05. Test automation and environments, mentioned in 62 publications. Getting quick feedback on

the impact of changes across the SDLC is fundamental to integrate quality into software [72, 76]. It is

important to have automated and correctly provisioned test environments along the pipeline [4,87,109,

110], reducing long lead times [100,106,111–113].

C06. Continuous improvement of processes and workflows, mentioned in 46 publications. Con-

tinuous improvement is enabled through a combination of continuous integration, deployment, testing,

workflows and monitoring [48], like, implementing branch-naming consistency, where all work originates

from the same source while developing on a branch referencing a ticket [114], or applying consistent

patterns across multiple applications [113].

C07. Version control system, mentioned in 45 publications. Version control and automation are

tightly intertwined [6,7,86,89] enabling efficiency and productivity [72,115,116]. Version control extends

versioning to all production artifacts [76], such as application code, configurations, system settings, and

scripts for automating build and environment setup [5,112].
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C08. Support learning culture and experimentation, mentioned in 44 publications. Organizations

that develop a learning culture [117–119] and comprehend its impact on organizational performance

encourage engineers to have the ability to work alone and experiment [6,109] to test business concepts

and new ideas, to write and update requirements during development [111,113].

C09. Trust/empower teams to make decisions and changes, mentioned in 42 publications. Trust is

essential in every relationship, but it is especially critical for DevOps [114] to improve software delivery

performance and job satisfaction empowering them with the ability to make educated decisions about the

tools and technologies they employ [44,73,98,103,111,117]. This helps to create greater outcomes [4,

87,120].

C10. Focus on people, process and technology, mentioned in 32 publications. People, process

and technology are the three pillars of a software development project. There must be a feeling of

community, sharing a common goal, and contributing to the common cause [103]. Improving the culture

is an ongoing journey [121,122]. DevOps unifies people, processes, and technology: when all three are

aligned toward the same business goals, innovation can be implemented more quickly [80,113,123,124].

C11. Configuration management, mentioned in 30 publications. Is practiced in one form or another

as part of any software engineering project. A Software Configuration Management (SCM) is a system

for managing the evolution of software products [125, 126], automating the configuration, monitoring,

managing, and maintenance of all entities of infrastructure and systems like servers, applications, stor-

age, networks, and all managed services [88].

C12. Cloud infrastructure and cloud native, mentioned in 30 publications. The US National Institute

of Standards and Technologies (NIST) defines five essential characteristics of cloud computing [127]:

On demand self-service, broad network access, resource pooling, rapid elasticity and measured ser-

vice [87, 128]. Each service may be deployed individually [129], with flexibility, tool sets, and scalability

for applications. Serverless architectures on clouds can dramatically reduce DevOps effort [86]. In a

pipeline—for example for worker nodes, deploying artifacts to test or even production environments [78].

C13. Artifacts versioning and registry, mentioned in 28 publications. Enable organizations to centrally

store artifacts and build dependencies as part of the software delivery process [7,98,130]. It is important

to version these artifacts in a repository manager [131–133], either they are promoted containers along

the pipeline, bundles, charts, packages or any other kind to make the changes visible, reliable and

repeatable [15,133] for all production artifacts [16,97,119].

C14. Loosely coupled architecture/ microservices, mentioned in 27 publications. Microservices are

an architecture design for building a single application with smaller services that run independently,

usually communicating via API calls [134]. Improves agility and helps organizations to easily grow their

product at a cheaper cost and in a shorter time [94]. Each service may be deployed separately and

decentralized. Produced and delivered using automated tools and automated procedures [90].
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C15. Database change management/ release alignment, mentioned in 25 publications. Database

change management [7, 135] and release alignment change management processes [102, 136, 137],

when well implemented, help developers and IT professionals to easily manage database updates,

system configurations, deploy new code quickly and fix incidents faster.

C16. Infrastructure as code, mentioned in 25 publications. With infrastructure as code [105, 120,

138–140], it is possible to express procedures in code [141] rather than setup infrastructure or software

manually. Using technologies like Chef, Puppet, Ansible, or Salt [142, 143]. That way it is possible to

use version control to keep track of all infrastructure modifications in a repeatable and more efficient

manner [144].

C17. Emergency response/ proactive failure notification, mentioned in 24 publications. Proactive

failure notification [7] focus on actionable notifications based on the values being monitored and that

have known failure thresholds, instead of a reactive system to alert when it has already failed [4, 95],

improving emergency response efficiency [145] and reducing risk of customer impact [44].

C18. Containerization, mentioned in 24 publications. Containers are efficient for app development

and hosting [86]. They allow DevOps, developers, and system administrators to swiftly, securely, and

effectively test, build, deploy, and manage applications [83]. This capability has become a new stan-

dard in DevOps pipelines, clusters, and applications [115, 134]. C19. Open source software adoption,

mentioned in 22 publications. Open source adoption correlates with DevOps success [81,87,100,146],

and the knowledge of open source solutions for testing and deployment is a must for a DevOps engi-

neer [86]. This model is well represented in the DevOps tool set [116,147] with impact in early DevOps

emergence [117]. Organizations assemble and contribute open source parts, which has become a

reliant software supply chain [76,111].

C20. Shift left on security, mentioned in 20 publications. Integrating security into the design and

testing phases of the software development process is key to driving IT performance. Including security

reviews of applications, including the infosec team [5,6,109]. Shift left on security is related to DevSec-

Ops [98] concept and emphasizes automating as much as possible security policies in order to acceler-

ate processes, decrease human error and aiding in quality improvement [148] and audits [113,149].

C21. Transformational leadership, mentioned in 20 publications. Is a style in which leaders inspire

and encourage teams to attain better levels of performance [90, 97]. Transformational leaders focus

on the growth and performance of their followers and organization [76, 112]. Effective leaders [113]

impact software delivery performance by pushing the use of technical and product management capa-

bilities [150].

C22. Trunk based development, mentioned in 19 publications. In trunk based development, each

developer works in small batches, merges that work into trunk at least once (and potentially several

times) a day [15,137], consistent with commonly accepted continuous integration practices [27,97,151].
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C23. Monitor systems to inform business decisions, mentioned in 19 publications. Inform busi-

ness decisions using visual dashboards [4, 89, 107, 113, 152] allows organization to track configuration

changes made to servers along with databases and deployments [123] that have taken place, along with

various metrics, logs, and graphs [153,154] to give a holistic view of changes happening in the system.

C24. Performance/Westrum organizational culture, mentioned in 19 publications. Ron Westrum de-

veloped a typology of organizational cultures that includes three types of organizations [77]. Pathological

organizations are characterized by low cooperation across groups and a culture of blame. Bureaucratic

cultures are preoccupied with rules and positions, and responsibilities are compartmentalized by de-

partment. Generative organizations are performance oriented [109], with good information flow, high

cooperation and trust, bridging between teams [76,155].

C25. Working in small batches, mentioned in 16 publications. Working in small batches with a

lightweight approval process helps ensure work can get through the system quickly [107] with shorter

lead times [7]. It enables fast flow through the development pipeline, fixing errors as they are discovered

vs. at the end [156] also allowing to deliver of MVPs, features, and bug fixes sooner, which also helps

enable the customer feedback loop above [98].

C26. Centralized log management, mentioned in 15 publications. Centralized logs for applications

with multiple servers facilitate debugging [87, 157] when sent to a common service that enables easy

centralization, rotation, and deletion [76,84,158].

C27. Lightweight/streamlining change approval, mentioned in 15 publications. Replace heavyweight

change-approval systems with peer review [150]. Lead times and release frequency improve consider-

ably [97] with negligible impact on system stability [73,150].

C28. Visibility of work in the value stream, mentioned in 14 publications. Understand and visualize

the flow of work [97,100] from idea to customer outcome in order to drive higher performance. Make the

value flow visible for everyone to understand where their piece fits into the whole flow [107, 150] from

the business all the way through to customers [6,155].

C29. Work in progress limits or Work in process limits, mentioned in 14 publications. Prioritize work,

limit the number of things that people are working on [10, 112], and focus on getting a few high-priority

tasks done [150]. Work in Progress (WIP) limits [107] are identified and enforced. Flow is defined [98].

Overload is limited [90].

C30. Customer/user feedback, mentioned in 13 publications. Drive better organizational outcomes

by gathering customer feedback [155,159] and incorporating it into product and feature design [107].

C31. Blameless postmortems/reduced fear of failure, mentioned in 12 publications. By removing

blame, fear is reduced, and by reducing fear, teams are empowered to surface and solve problems more

efficiently. Mistakes occur. Holding blameless postmortems [16, 73, 76, 87] is an effective technique of

learning from mistakes [150,160].
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C32. Data-driven approach for improvements, mentioned in 12 publications. Analyzing factual

data [140] can help an organization achieve performance. Sharing application graphs [157, 161], us-

age patterns with team members to get everyone aligned. Include scalability, testing, and deployment

to simplify the entire process [84].

C33. Job satisfaction, mentioned in 11 publications. Job satisfaction is the top predictor of organi-

zational performance [73, 92]. DevOps adoption also help avert burnout [112], a common reason why

technical people leave jobs [162].

C34. Test data management, mentioned in 10 publications. Managing test data can be challeng-

ing [107]. Define the right strategies for managing test data effectively along with approaches to provide

fast, secure data access for testing [148] like adequate data to run a test suite, acquiring data on de-

mand, conditioning and limiting the amount of test data needed in the pipeline [5].

C35. Chaos engineering, mentioned in 9 publications. Contemporary and distributed software pro-

grams must be capable of dealing with unexpectedly tumultuous environments [76,78,94,107,124]. As a

result, such systems must be built from the start to withstand unanticipated problems and shortcomings

in production contexts [163].

C36. Code maintainability, mentioned in 9 publications. Code maintainability [7,111] is essential for

making it simple for developers to identify, reuse, and alter code, as well as keep dependencies up to

date [164].

C37. Visual management capabilities, mentioned in 9 publications. Improves a company’s capacity

to assess progress toward goals, manage change and improvements [18]. Visual management of work

and pulling it through the system [17] is a critical part of the First Way of DevOps [76].

5.3.2 RQ2 - Where are capabilities and practices mentioned?

Based on the extended research enabled by this MLR, it is seen that capabilities have been mentioned

interchangeably as practices in 66 publications Table 5.3 and eight publications even distinguish prac-

tices from capabilities [4, 82, 95, 102, 112, 122, 123, 165]. The two terms are actually described across

several types of white and gray literature as seen in Figure 5.7.

It can be observed in the figure, that the webpages, overwhelmingly created by practitioners, have

the most mentions as practices, but also include a substantial number of mentions as capabilities. The

same happens in Techreport, Conference and Book, which are closer to the gray literature.

On the other hand, the scientific articles make more mentions as capabilities, which becomes a very

interesting finding of this research, as it reveals that practitioners are more focused on DevOps practices,

while the scientific community tries to organize capabilities in a way that abstracts more generic concepts

applicable to building skills and enablers. Nevertheless, the concepts are the same, only at different

stages of the process.
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Figure 5.7: Number of publications mentioning capabilities and practices among sources.

A different example of this same interchangeability can be observed on a seminal book, “Continuous

Delivery” [15] from 2010, that starts on mentioning the term capabilities. Despite not explicitly mentioning

the word “DevOps” it describes, however, in detail the deployment pipeline pattern, which is usually

central to DevOps capabilities. In page 109 of the book, the capability of deployment and production

release is described in detail, explaining how the process is automated, with speed, repeatability and

reliability in mind. Jezz Humble mentions that when the “capability” of automating the process as normal

events is available, releases are essentially without risk. Some other books also talk about capabilities

and are frequently cited in gray literature by researchers and practitioners [6,85,87,98,102,117,120,157]

like "The Phoenix Project" [17], "Accelerate: The Science of Lean Software and DevOps" [5], "Lean

enterprise : adopting continuous delivery, DevOps, and lean startup at scale" [150], and “The DevOps

Handbook” [76].

In Table 5.3 it is mentioned that one publication indicates a DevOps practice definition [123] to be a

subset implementation of a capability.

Table 5.3: Six publication properties identified from the MLR.

Property Publications Total

Interchangeably mentions capabilities and practices
[8,16,44,48,69,72,73,76,78–81,83,84,86–90,92–94,

97,99,100,103,104,106,110,113–119,121,124,128,
141,152,155,160,166–188]

66

Mentions capabilities directly [4,6,8,82,85,95,98,100,102,104,105,109,111,112,
122,123,135,146,165] 19

Presents different or reorganized capabilities compared to
Senapathi et al. [4] [6,8,95,98,102,104,105,109,111,122,123,135,146,165] 14

Distinguishes practices from capabilities [4,82,95,102,112,122,123,165] 8

Indicates a definition for capability [4,95,97,105,112,123] 6

Indicates a definition for practice [123] 1
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Six publications indicate various capabilities definitions like a higher level categorization of prac-

tices [105], are important to enhance software company’s profitability, productivity and market share

[112], capabilities are the core DevOps aspect which comprises capabilities such as “continuous plan-

ning, collaborative and continuous deployment, continuous integration and testing, continuous release

and deployment, continuous infrastructure monitoring and optimization, continuous user behavior moni-

toring and feedback and service failure recovery without delays” [95]. The previously mentioned research

done by Senapathi et al. [4] and 2017 State of DevOps report [97] defines them as a combination set

that can change over time, which includes categories of capabilities like "continuous delivery as the com-

bination of the capabilities" to be "deployment automation and automated testing, continuous integration

and trunk-based development, and version control for all production artifacts". These set of capabilities

have been changing over the years.

5.3.3 RQ3 - How authors distinguish capabilities from practices?

The differentiation of why some authors mention capabilities and other practices is discussed here and

defined in Section 2.2. It is largely observed that the word “capability” is used when the observation is

external or at a high-level overview. It is then a matter of perspective. When talking about a capability,

we see a third-party assessment of something that is being looked at from the outside, while observing

a group to see what they are capable of doing.

Whereas, a practice is seen from the standpoint of the internal team or group, realizing “I am doing

these things”. That ability converted to an action is then mentioned with the term “practice”. Therefore,

authors will speak about capabilities from an evaluation standpoint, and practices from a hands-on

approach perspective. The capability definition points to an organization’s "ability" to perform or achieve

a certain process, whereas a practice is referred to more at the level of DevOps practitioners and thus

more observed in the gray literature publications as discussed in Section 5.3.4.

Clear examples of this more formal research concept were presented earlier by Smeds et al. [20],

Senapathi et al. [4] and more recently in the book Accelerate [5], in DORA [7, 8, 111] and in several

journal articles or proceedings [44,82,90,95,95,105,112,123].

A capability is also mentioned as a "construct" [5, 146] and that there are "capabilities we are build-

ing" [76] in order to enable the organization for a certain practice. Organizations should target develop-

ing capabilities and habits in their people [189] as an enabler for continuous improvement and functional

skills.

The number of publications mentioning capabilities or practices is organized in Table 5.4.

Table 5.4: Number of publications mentioning capabilities or practices.
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Capability Mentions as practice # Mentions as capability # Total

Cross team collaboration and

communication

[16,44,48,72–74,76,79–84,86–88,90–94,96,97,

99–101,103,104,106,110,113,115–121,124,128,

134,141,144,147,152,155,160,166,168–170,172,

174,176–184,186,190,191]

66

[4,6,69,85,95,98,102,105,

109,111,112,122,123,135,

146]
15 81

Continuous integration
[16,44,48,73,74,76,78,80–84,86–94,96,97,99,100,

103,104,106,107,113–121,124,128,141,144,147,

152,155,160,169,170,173–175,177,179–188,190]

63

[4,6,8,85,95,98,102,104,

105,109,111,112,122,123,

135,146,165]
17 80

Continuous delivery and

deployment automation

[16,44,48,73,76,78,80,82–84,86–90,92–94,96,

97,99–101,103,104,106,107,110,113–119,121,

124,128,134,141,144,152,155,160,169,170,174,

175,177,178,180–186,188,190,191]

60

[4,6,8,69,85,95,98,102,

104,105,109,111,112,122,

123,135,146,165]
18 78

Proactive monitoring,

observability and autoscaling

[16,44,48,72–74,76,78,80,82–84,86–92,96,97,

101,103,106,107,113,115–117,119–121,124,128,

141,144,147,152,157,160,169–172,174,176–178,

180,181,183,184,186–188,190,191]

57

[4,6,8,85,95,98,102,104,

105,109,111,112,122,123,

135,146,165]
17 74

Test automation and

environments

[16,48,72–74,76,78,79,81–83,86,87,89–94,96,

97,100,103,104,106,110,113–117,124,141,144,

155,160,168,169,173–179,182–185]
49

[4,6,8,69,102,104,105,

109,112,122,123,146,165] 13 62

Continuous improvement of

processes and workflows

[16,44,48,72,73,76,78,84,87,88,90,92–94,97,99,

100,103,110,113–115,117,121,124,141,155,166,

174,176,181,182,184,185,187]
35

[4,69,85,102,105,111,112,

122,123,135,146] 11 46

Version control system

[16,44,48,72,73,76,78,79,82–84,87–90,92,94,97,

100,103,106,113,115,117,119,141,155,172,177,

179,183,186,187]
33

[6,8,69,98,102,104,109,

111,112,123,135,146] 12 45

Support learning culture and

experimentation

[16,44,72,73,76,80,81,83,84,90,92–94,97,100,

103,106,113,114,117–119,124,155,166,168,176,

177,181–183,186]
32

[4,6,8,98,102,104,109,

111,112,123,135,165] 12 44

Trust/empower teams to

make decisions and changes

[16,44,72,73,76,80–84,88–90,92–94,97,100,103,

113,114,117,119,121,155,166,174,176,181,183,

187]
31

[6,8,98,102,104,105,109,

111,112,135,146] 11 42

Focus on people, process

and technology

[16,73,76,79,84,85,88,90,92,94,97,100,103,113,

117,119,121,124,152,166,176,181,182,186,187] 25 [8,104,105,112,122,123,135] 7 32

Configuration management
[16,44,72,73,76,80,81,84,88–90,92,97,100,103,

113,155,168,170,174,176,178,181,182,184,187] 26 [102,112,123,146] 4 30

Continued on next column
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Table 5.4 – Continued from previous column

Capability Mentions as practice # Mentions as capability # Total

Cloud infrastructure and

cloud native

[44,48,76,78,81,82,84,87,94,97,99,100,103,

113–115,117,174,181,184,185] 21
[4,8,69,102,104,111,112,

122,135] 9 30

Artifacts versioning and

registry

[16,73,74,76,79,80,82,83,96,97,100,107,110,

113,119,120,144,155,169,179,181,183,186,187] 24 [69,98,112,146] 4 28

Loosely coupled architecture/

microservices

[16,44,76,79,82,87,88,90,92,94,97,100,113,114,

117,119,181,185] 18
[4,6,8,98,104,109,111,

112,135] 9 27

Database change

management/ release

alignment

[72,76,87,89,100,106,110,113,114,117,119,166,

170,174,186] 15
[8,69,85,102,104,105,111,

123,135,146] 10 25

Infrastructure as code
[16,76,78,79,82,87,88,90,93,94,97,100,106,113,

114,119,124,141,155,182] 20 [98,105,111,123,146] 5 25

Emergency response/

proactive failure notification [76,82,87,92,94,100,103,106,110,113,121,174,181] 13
[6,8,95,104,109,111,112,

123,135,165,187] 11 24

Containerization
[16,76,78,81,82,87,92,99,100,113–115,117,141,

181,183,185] 17 [8,69,104,111,112,122,135] 7 24

Open source software

adoption

[48,76,81,83,84,86,87,94,97,100,104,113,115–

117,120,134,146,147,181,185] 21 [111] 1 22

Shift left on security [44,76,81,82,84,97,100,103,113,181] 10
[4,6,8,98,104,109,112,

123,135,146] 10 20

Transformational leadership [16,73,76,84,92,94,97,100,113,155] 10
[4,6,8,98,104,109,111,

112,135,176] 10 20

Trunk based development [16,44,73,76,87,88,97,155,179] 9
[6,8,98,102,104,109,111,

112,135,146] 10 19

Monitor systems to inform

business decisions

[44,76,87,89,90,103,110,113,152,174,181,182,

184,187] 14 [4,8,104,123,146] 5 19

Performance/Westrum

organizational culture [16,44,73,76,84,87,94,97,103,113,184] 11
[6,8,98,104,109,112,123,

135] 8 19

Working in small batches [76,90,93,97,103,107,117,155] 8
[6,8,98,104,109,111,112,

135] 8 16

Centralized log management [73,76,82,87,100,113,115,121,152,157,183,184] 12 [8,104,112] 3 15

Lightweight/streamlining

change approval [76,84,92,97,100,103,113] 7
[6,8,98,104,109,111,112,

135] 8 15

Continued on next column
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Table 5.4 – Continued from previous column

Capability Mentions as practice # Mentions as capability # Total

Visibility of work in the value

stream [76,87,92,100,107,113,182] 7 [6,8,98,104,109,111,112] 7 14

Work in progress limits [16,76,90,97,107,117] 6
[6,8,98,104,109,111,112,

135] 8 14

Customer/user feedback [44,85,93,97,99] 5
[6,8,98,104,109,112,123,

135] 8 13

Blameless

postmortems/reduced fear of

failure
[16,73,76,87,92,93,113,160] 8 [102,111,135,146] 4 12

Data-driven approach for

improvements [16,48,88,90,97,100,113,117,155,178,184] 11 [111] 1 12

Job satisfaction [73,76,92,100,155] 5 [6,8,98,104,109,112] 6 11

Test data management [87,183] 2
[6,8,98,104,109,112,122,

135] 8 10

Chaos engineering [76,78,80,87,94,124,185,187] 8 [111] 1 9

Code maintainability [44,76,87,113,117] 5 [8,104,111,112] 4 9

Visual management

capabilities [76,84] 2 [6,8,98,104,109,111,112] 7 9

Concluded

It is now clear that, despite existing still some confusion while interchanging these two words, as

seen in Figure 5.7 and Table 5.4, we are, in reality, talking about the same fundamental concepts.

The usage of capabilities or practices is not consensual, and because this study is not about achiev-

ing that consensus, it is chosen to use the term capabilities; nevertheless, others might also use prac-

tices. A consensus between the two should be further researched in the future.

In Table 5.4 we can see the complete set of publications mentioning as capabilities or practices.

Notably, there are some that are mentioned more as a capability like "Trunk based development",

"Lightweight/streamlining change approval", "Work in progress limits", "Customer/user feedback", "Test

data management" and "Visual management capabilities".
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5.3.4 DevOps Capabilities Synthesis

A MLR was conducted, in order to identify and sort an updated list of capabilities or practices, their def-

initions in Section 5.3.1, in which publications they are mentioned in Section 5.3.2 and their differences

in Section 5.3.3. In extent, it is seen that the capabilities are, in fact, dynamic and have been changing

over the years.

The list of the most studied and approached capabilities was collected as it was proposed. Of which,

it is highlighted cross team collaboration and communication. In this collaboration, developers have

access to a self-service platform that provides a foundation for automation, standardization, and team

autonomy to enable the other three most mentioned capabilities: continuous integration; continuous

delivery and deployment automation; proactive monitoring, observability and autoscaling.

Table 5.5: Definition of DevOps capability.

A DevOps capability is here defined as the ability to do something [192] or by the quality,
or state of being capable [193]. On the other hand, technological capabilities are defined
as the information and skills - technical, managerial and institutional - that enable productive
enterprises [90, 150, 189] to utilize equipment and technology efficiently [194]. It consists of
the combined skills accumulated and developed by its members over time.

A DevOps practice, differently from the definition of capability given in Table 5.5, is defined as

the use of the mentioned capability by an individual or a group such as the engineering team. As a

result, authors will discuss capabilities from the perspective of evaluation, but refer to practices from the

perspective of a hands-on approach. Therefore, this research will use the term "capability" from now on,

since that is applicable to evaluating DevOps adoption.

In 2015, Smeds et al. [20], proposed a set of capabilities that were later referenced and augmented

in another research conducted by Senapathi et al. [4] in 2018. In this paper, the author discusses

and establishes what the DevOps technology enablers and engineering capabilities are, here presented

in Table 5.6.

Interestingly, from all the final publications gathered in this research only two of the scientific litera-

ture papers refer to the work of Senapathi et al. [4]. The mentioned papers are “A maturity model for

DevOps” [123] and “Managing quality assurance challenges of DevOps through analytics” [48], therefore

evidencing the low impact of the first definition proposals had in the long term.

These capabilities bring several types of advantages which can be grouped into technical, cultural

and business benefits, Kim et al. [76]. The technical outcomes are mostly in the practices of Continuous

Integration, Delivery and Reliability [195]. The cultural benefits reside in the improvement of communi-

cation and the creation of stronger feedback and collaboration between different teams [4,44,73,76,81–

83, 95, 96, 100–102, 114, 116, 121, 177, 186, 191] and, in result, to improve employee motivation, which

usually contributes to achieving the organization goals.
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Table 5.6: List of DevOps capabilities proposed by Senapathi et al. [4].

1. Collaborative and continuous development

2. Continuous integration and testing

3. Continuous release and deployment

4. Continuous infrastructure monitoring and optimization

5. Continuous user behavior monitoring and feedback

6. Service failure recovery without delay

7. Continuous Measurement

Finally, the business benefits are on the customer side and the faster delivery of value, and at the

same time ensuring greater business stability and increased innovation [150]. Evolving from the various

State of DevOps reports research done over the years [69, 112], 24 Key capabilities have been pub-

lished in the book Accelerate [5] in 2018, where the five categories were initially proposed can be seen

in Table 5.7.

Table 5.7: List of capabilities in five categories proposed by Accelerate [5,6].

Continuous Delivery Architecture Product and
Process

Lean Management and
Monitoring Culture

Version control Loosely coupled
architecture Customer feedback Change approval

processes
Westrum organizational
culture

Deployment automation Empowered teams Value stream Monitoring Supporting learning

Continuous integration Working in small
batches Proactive notification Collaboration among teams

Test automation Team
experimentation WIP limits Job satisfaction

Test data management Visualizing work Transformational leadership
Shift left on security
Continuous delivery (CD)

More recently the DevOps Research and Assessment (DORA) [8] team has redefined a set of ca-

pabilities seen in Table 5.8, that correlate to Accelerate [5], but expands and refines them based on a

several year research and data from practitioners worldwide. The correlation can be immediately noticed

in the way continuous delivery and architecture categories are merged into a single technical category

of capabilities.

The research here presented also identifies how an important capability such as collaboration

among teams was dropped from Table 5.8 cultural category, when compared to Table 5.7, despite

the fact being the most mentioned from all capabilities, 81 times out 93 publications seen in Figure 5.6.

But in general, it is noticed a growth in the number of technical and measurement capabilities, such

as database change management, monitoring systems to inform business decisions, cloud infrastructure

and code maintainability.
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Table 5.8: List of four capability categories proposed by DORA [7,8].

Technical Process Measurement Cultural

Version control Team experimentation Monitoring systems to inform
business decisions Westrum organizational culture

Trunk-based development Streamlining change
approval Monitoring and observability Learning culture

Continuous integration Customer feedback Proactive failure notification Job satisfaction

Deployment automation Visibility of work in the value
stream Work in process limits Transformational leadership

Continuous testing Working in small batches Visual management
capabilities

Continuous delivery
Architecture
Empowering teams to choose tools
Test data management
Shifting left on security
Database change management
Cloud infrastructure
Code maintainability
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Following the previous chapter, the process of construction of the artifact continues to the second MLR

that gathers the DevOps metrics needed for the research proposal.

6.1 Planning the MLR

This section represents the first phase of the MLR process. It begins with an explanation of why this work

is being done, then continues on to the objectives and research questions that are answered throughout

the study. The following stage is to create a review protocol.

The full process shown in 6.1 exposes the planning, conducting and reporting as proposed by

Garousi et al. [3].

Establishing the need for an MLR 

Lack of systematization of the DevOps
main metrics being discussed in the

DevOps community of researchers and
practitioners.

----------------------------------------------------
Defining the MLR’s goal and raising

its research questions

 Identify the main DevOps metrics

Identify their definitions 
and benefits.

- What are the main 
DevOps metrics?

- Where do metrics appear in
publications?

- What are the definitions and benefits of
each metric?

Planning the MLR Conducting the MLR Reporting the MLR

Search process and Source selection

Includes search keywords 
on chosen search engines and 

having a pool ready for
inclusion/exclusion

----------------------------------------------------
Study quality assessment

Application of inclusion/exclusion criteria
----------------------------------------------------

Design of data extraction forms
Attribute identification and

generalization
----------------------------------------------------

Data extraction 
Starts the systematic mapping

----------------------------------------------------
Data synthesis 

Returns MLR results (answers to RQs)

Summarizing the extracted data 
from the selected literature

Organizing retrieved data 
into consumable form 

in charts, tables and lists.

----------------------------------------------------

Report findings

Writing the report

Elicit the main DevOps metrics
and practices, their definitions and

benefits.

Figure 6.1: DevOps metrics Multivocal Literature Review (MLR) Steps [3]

6.1.1 Motivation

Management in software development firms that want to implement DevOps internally must have ac-

cess to suitable supporting information systems and metrics surrounding this transformation in order

to analyze the success and improve the efficiency [11] of using DevOps metrics. Management in soft-

ware development businesses that wish to adopt DevOps internally must have access to appropriate

supporting information and metrics regarding this technical change to assess success and enhance

efficiency [11] of applying DevOps metrics [28,37,40,136,196–198].

However, there exists a lack of systematization of the key DevOps metrics being debated in the

DevOps community of scholars and practitioners.
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6.1.2 Research Questions

Based on the primary goal of this study, a MLR is used to search for scientific and ’gray’ literature

that discusses or investigates DevOps metrics, which can then be captured into RQ4, RQ5, and RQ6

research questions.

6.1.3 Review Protocol

The first batch of papers has been procured as seen in Figure 6.2 following the completion of the search

and snowballing, inclusion and exclusion criteria is used to refine the search results in the first phase.

The review protocol used the workflow shown in Figure 6.2.

Dataset searching with string

Snowballing

Inclusion and Exclusion Criteria

Abstracts Screened

Full-text document to assess eligibility

Final Document Set

Figure 6.2: Review protocol performed in this research.

A search utilizing various keywords was done in April 2021 in attempt to identify additional studies

connected to this study that may reach answers to the specified research topics. This section lists the

search string used to get the most studies and datasets.

• Search String: (devops AND (metrics OR measures OR kpi OR indicator)).

• Datasets: The search engines used were, Google search1, Scopus2, Web of Science3, IEEE4,

ACM5 and EBSCO6.

1https://www.google.com
2https://www.scopus.com
3https://apps.webofknowledge.com
4https://ieeexplore.ieee.org
5https://dl.acm.org
6https://search.ebscohost.com
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To make finding and gathering large amounts of gray literature easier, the same python code from Sec-

tion 5.1.3 was used, present in Listing B.1 (Python code for consistent fetching of large number of Google

search results), to parse the data into two CSV files [70].

The criteria for inclusion and exclusion for this MLR is provided in Table 6.1. Following that, the

abstracts must be evaluated to determine their relevance to the investigation. Finally, the relevant articles

are reviewed in order to arrive at the final study selection for the review.

Table 6.1: Inclusion and exclusion criteria applied in this research.

Inclusion Criteria Exclusion Criteria

Written in English Unidentified author
Published in and after 2010 No publication date

Full-text accessible Advertisement or Job Post
Mentions DevOps metrics

6.2 Conducting the MLR

This section describes how the MLR’s second phase review is carried out. At this time, the search is

carried out over the specified databases using the search query, and an analysis is carried out on top of

the retrieved data.

6.2.1 Selection of Studies

EBSCO
(101)

Inclusion/Exclusion Criteria

Filter 1 - Dataset Searching with String
All fields; All documents (1969 papers)

Filter 2 - Dataset filter by Abstract
Abstract; All documents (453 papers)

Filter 4 - Removed duplicates
(226 papers)

ACM
(782)

IEEE
(49)

Web of Science
(67)

Scopus
(764)
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Filter 3 - Inclusion & Exclusion Criteria
Peer-reviewed & relevant (267 papers)

Filter 5 - After Abstracts
Screened: (178 papers)

Filter 6 - Full-text 
Document 

Assess 
(114

papers)

Google
(206)

Snowballing - Over start literature search
Peer-reviewed & relevant (472 papers)

Figure 6.3: Followed Multivocal Literature Review process (adapted) [3].
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In the first phase of the search, filter 1 (All fields; All documents) was combined with the search term,

both of which were found in Table 6.2.

The difference between filter 1 and filter 2 is warranted since the keywords could previously be

located everywhere within the retrieved item, and some search engines return more literature than simply

academic papers, such as newspapers or reports. In the case of the Google search engine, however,

this is not the case, thus the results stay the same.

In the second iteration of search results, filter 2 (Abstracts, All papers) was utilized and therefore the

number of articles which include an abstract mentioning the keywords was reduced to 453 publications

in total.

Table 6.2: Filters used in the MLR protocol.

Database Search String Filter 1 Filter 2 Sowballing Filter 3 Filter 4 Filter 5 Filter 6

Google
(devops AND (metrics OR
measures OR kpi OR
indicator))

206 206

+19

149 149 116 109

Scopus
(devops AND (metrics OR
measures OR kpi OR
indicator))

764 85 49 24 27 1

Web Of Science
(devops AND (metrics OR
measures OR kpi OR
indicator))

67 44 28 12 16 2

IEEE
(devops AND (metrics OR
measures OR kpi OR
indicator))

49 32 18 18 6 0

ACM
(devops AND (metrics OR
measures OR kpi OR
indicator))

782 20 13 13 4 1

EBSCO
(devops AND (metrics OR
measures OR kpi OR
indicator))

101 66 10 10 9 1

Total 1969 453 472 267 226 178 114

Filter 1 = Query All fields, All documents
Filter 2 = Query Abstracts, All documents
Snowballing = Applied over starting literature search [3]
Filter 3 = Relevant (inclusion/exclusion criteria)
Filter 4 = Remove duplicates
Filter 5 = After Abstracts Screened
Filter 6 = Full-text Document Assess

In the following stage, a snowballing [71] is performed, resulting in an increase in the overall quantity

of articles to 19 more relevant publications identified.

We remain with 267 publications after applying inclusion & exclusion criteria filter 3, present in Ta-

ble 6.1. This results in filter 4, which is defined to eliminate duplicates from the list of results in order to

acquire the set of documents to have abstracts examined. Because there is no abstract for instances

pertaining to gray literature, the entire material was skimmed, allowing a better assertion of inclusion or

exclusion of that publication.

After screening all abstracts, 114 articles are left for full-text document review.
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6.2.2 Data Extraction Analysis

Following the selection of the final collection of publications, an analysis of the different components

of the findings is provided here, in a relationship of the final set of papers based on the source data.

This study is based on an examination of the entire text of the 114 articles suitable for extraction of any

relevant information for this research. An overview is also provided of which years and types of articles

were chosen for complete reading.

The relationship of final document set by database, as represented in Figure 6.4, shows that the vast

majority of 109 results originated from Google search, with 95.61 percent of gray literature. Only two

publications are contributed by Web Of Science (1.75%). ACM, EBSCO, and Scopus each provided one

item, leading to a total of three publications (2.63%) of relevant research articles.

109
2

11
10

Google Search(95.61%)

Web Of Science(1.75%)

ACM(0.88%)

EBSCO(0.88%)

Scopus(0.88%)

IEEE(0%)

Figure 6.4: Distribution of final set of documents per database.

Finally, there were no matching papers for this study on IEEE. This validates the expectation that the

practitioner community will produce a wider range of findings when compared to the scientific literature.

In Figure 6.5 it is reflected how publications have been evolving over the years with the biggest

amount of generated literature appearing in webpages in the year 2020. The low number in 2021

reflects the fact that this research results were gathered in yearly March 2021.

Another interesting aspect to note is the early appearance in 2010 of the book “Continuous Deliv-

ery” [15] mentioning that metrics help improvements and efficiency in the continuous integration and

delivery processes. According to Jezz Humble, a well-implemented deployment pipeline should make

determining the cycle time simple. It should also display on how long it takes from check-in to each

stage of the procedure. This is an effective method for identifying bottlenecks in operations.

Since 2013, the same author has been consistently contributing to the topic, including in numerous

State of DevOps reports [16, 72, 73, 97, 100, 111, 113, 155] and in other relevant books. These impor-

tant contributions to DevOps metrics are also shared with Joanne Molesky and Barry O’Reilly in “Lean

enterprise : continuous delivery, DevOps, and lean startup at scale” [150] Gene Kim, Patrick Debois

and John Willis in the “The DevOps Handbook” [76] and congregating efforts with Nicole Forsgren in
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“Accelerate: The science of lean software and devops” [5] where important metrics are discussed based

on the investigation done in yearly surveys and Tech reports, which have been consistent since 2013.

In Figure 6.5 it is observed an increasing interest in the sector in the last several years, despite a

relatively low amount of research work done on studying metrics, demonstrating the potential appeal

and utility of this research in the field.
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Figure 6.5: Distribution of publications per type over the years.

The Tech reports from 2013 and 2014 had a special importance in ramping up the interest on DevOps

metrics topic and raising awareness for the fact that measurements are visible and actionable [72, 73].

While many companies were claiming to be data-driven, in the sense of gathering a lot of data, but

relatively few really used that data to make educated choices. Thus posing the questions if DevOps

analytics are being done on a regular basis and if action is being taken on them? It is proposed to

improve organizational clarity by linking performance measurements to organizational goals rather than

team or functional goals, and to turn data into meaningful, visible information that gives feedback to

teams on important quality, performance, and productivity criteria.

Finally, the number of gray literature articles increased considerably in 2020, as demonstrated by the

massive increase in web pages related content in that year, showing that practitioner writings grew far

faster than scientific research.

In order to get an overview of how the various metrics have grown in the literature over the years, Fig-

ure 6.6, Figure 6.7 and Figure 6.8 can be observed.

In this study, 58 DevOps metrics were discovered for discussion in Section 6.3. These metrics are

here listed from M01 to M58, within the following figures, in descending order, by the total amount of
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mentions, from the publications accounted for in Section 6.2.1.
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Figure 6.6: Top main metrics mentioned in publications over the years.

Because this MLR found 10 years with relevant publications out of the 12 years, it was accordingly

chosen to use the metrics that are cited 10 or more times as the key DevOps measure for this research,

present in Figure 6.6.

Therefore, in Figure 6.6 are shown the top 22 metrics, from M01 to M22. In this figure, a significant

jump in 2020 can be perceived, namely, in Mean Time to Recover/Restore (MTTR), Mean Lead-time for

Changes (MLT), Deployment Frequency (DF) and Change Failure Rate (CFR). These four metrics were

the most frequently stated, indicating that practitioners have agreed on their superior importance based

on the articles reviewed.

If we compare MTTR (96 mentions) with CFR (72 mentions), there is only and a difference of 24
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mentions, while if we compare MTTR with Service Availability and Uptime (30 mentions), there is a

notable difference of 66 mentions. Therefore, while each of these 22 metrics have 10 or more mentions,

there is a clear tendency of increased interest in M01,M02,M03 and M04.

Looking at the reasons pointed out during the 2020’s jump in gray literature it is found that Mean Time

To Recovery MTTR (M01) is an important metrics for DevOps teams [163, 199, 200]. The average cost

of downtime for companies rises year after year [201]. MTTR emphasizes critical business outcomes

that are directly related to customer experience, acquisition, and retention [202].

Mean Lead time (M02) is fundamental because it measures the time it takes for a code change to

reach production. It gives insight into the DevOps process’s efficiency, complexity, and the team’s ability

to meet customer needs [203,204]. Short lead times suggest immediate feedback, while long lead times

indicate inefficiency. The average time for a project to go from a concept to implementation is estimated

at hours [205,206].

Release Frequency (M03) approaches infinite in just-in-time manufacturing as batch size approaches

zero [207], therefore release frequency of software is a Key Performance Indicator (KPI) for software de-

livery teams [41,208–212]. A team that deploys more than once per week can fix outages in production

faster and deliver value to customers more frequently [213–215].

Change Failure Rate (M04) is the percent of changes to production that require an immediate fix to

resolve, thus a more complex metric [163]. If the issue generates an error, it’s straightforward to track

when compared to an issue affecting performance, making it important to differentiate feedback from a

real issue.

An increasing failure rate reveals processes problems in the delivery pipeline [216–218]. In current

industry benchmark all but low performers have a change fail rate between zero and 15 percent [140].

From the relation of these and the other metrics over the years, it is shown that practitioners are

championing these metrics in their publications. Given that we are reporting the MLR in Section 6.3, the

remaining main metrics are part of that reporting.

In Figure 6.7 the metrics are mentioned three to nine times in publications over the years. They are

ordered from M39 to M58, have less relevance than Figure 6.6 but still are important to briefly describe

here since they contain a fair number of references.

Out of the sixteen metrics exposed here, the most mentioned, with only nine mentions, is M23-

Number of Code commits where too many commits may be indicative of low quality or lack of direction in

development. If too low, it may be an indicator that the team is too taxed and non-productive [15,76,203,

205,210,219–222]. Next, M24-Mean time between failures (MTBF) is the average time between failures

in production [5, 15, 139, 142, 162, 223–225]. These 2 metrics might be challenged by practitioners due

to their questionable usefulness in DevOps adoption due to the misleading nature of dual interpretation

of their values.
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Figure 6.7: Metrics mentioned from three to nine times in publications over the years.

In the same line, with just seven mentions, it was found M25-Duration of build, including automated

tests, the time it takes for quality verification [15, 148, 159, 220, 226–228] and M26-Pipeline Adoption

measures the adoption of each definition done in using a DevOps pipeline [76, 143, 150, 224, 225, 228,

229], which are particularly interesting metrics, but still require possible further investigation.

Three other metrics are referenced six times, M27-Rework Rate (RWR) the proportion of items that

must be reworked [16, 97, 150, 230–232], M28-Pipeline success rate the value of successful jobs in the

CI/CD (Continuous Integration and Continuous Delivery) Pipeline [76,150,220,227,228,233] and M29-

Technical debt closed captures the resolution of a backlog of technology improvements that were first

implemented less than optimally [5,76,108,111,162,203].

From five publications, M30-Builds per day number of builds done per day [15, 76, 148, 220, 228].

Mentioned each with four references M31-Throughput is the amount of WIP that is put in production

in a given period [15, 76, 148, 220, 228], M32-Pipeline Uptime measures the availability of the CI/CD

Pipeline [76, 220, 227, 228], M33-Repository speed PR review duration and merge repository speed

score is based on the time from Pull Request submission to merge (review duration) over the last 30

days [210,213,220,228].
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And finally with just three references M34-Defect Volume is the Number of defects for a particular

application [15, 220, 230], M35-Touch Time is the amount of time spent adding value [229, 234, 235],

M36-Psychological Safety means that team members feel secure to take risks and can be open with

one another [111, 150, 236], M37-Cyclomatic complexity is a software metric used to determine the

complexity of a program [15, 142, 234] and M38-User satisfaction KPIs can be affected by improving

release frequency and quality [5,108,143].

The metrics in Figure 6.8 are ordered from M39 to M58 and have only been mentioned just one or

two times in publications over the years, therefore they have the least relevance of the three figures in

this section and in this MLR.
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Figure 6.8: Metrics mentioned just one or two times in publications per year.

Aside from the fact that these have gained low relevance over time, it is important to notice that

metrics M48 to M52 are all from the same publication [108] and the same happens in metrics M54 to

M56 only mentioned in one article [237], thus confirming that the lack of variety on these metrics still
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requires consensus within the practitioner’s community.

Therefore, in line with what was stated regarding the lists present in Figure 6.8 and in Figure 6.7

these metrics are not going to be taken into account.

6.3 Reporting the MLR

The DevOps metrics are provided at this stage of the MLR, and all research questions are evaluated in

light of the publications received through the study procedure.

6.3.1 RQ4 - What are the main DevOps metrics?

There are 22 main DevOps metrics found in this Multívocal Literature Review, gathered from all the

publications, selected for review. The metrics are the following:

M01. Mean Time To Recover/Restore (MTTR)

M02. Mean Lead-time for Changes (MLT)

M03. Deployment Frequency (DF)

M04. Change Failure Rate (CFR)

M05. Service Availability and Uptime

M06. Deployment duration time

M07. Mean Time To Detection (MTTD)

M08. Application response time

M09. Defect escape rate

M10. Cycle Time Value (CTV)

M11. Service Level Agreements (SLAs) and Service level Objectives (SLOs)

M12. Deployment size

M13. Production Error and Incident rate

M14. Customer tickets Volume and Feedback

M15. Mean time to failure (MTTF)

M16. Customer Usage and traffic

M17. Pipeline automated tests success/fail rate

M18. Westrum organizational culture measures

M19. Automated Test Code Coverage

M20. Work in Progress (WIP) /Load

M21. Unplanned Work Rate (UWR)

M22. Wait Time
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These are the main metrics, and in the following research question, a description of the purpose for

each of these metrics is provided.

6.3.2 RQ5 - What is the purpose of each metric?

From the investigation done in this MLR it is shown in Table 6.3 the list on the main DevOps metrics

including their ID, metric name, purpose description, the references that mention each specific metric

and the total of references discovered.

Table 6.3: Purpose and references for each main DevOps metric.

ID Metric Purpose References Total

M01

Mean Time To

Recover/Restore (MTTR)

Measures the mean of the time required to

recover or restore service from a failure in

production.

[5,10,15,16,19,41,44,72,73,76,97,100,

108,111,113,138–140,142,143,146,148,

150,154,155,159,162,163,199,200,202,

204–206,208–211,214,216–227,229–231,

233,235,236,238–275]

96

M02

Mean Lead-time for

Changes (MLT)

Indicates how long it takes for a change to

go from code committed to code

successfully running in production.

[5,10,15,16,41,72,73,76,97,100,108,111,

113,138–140,142,143,146,150,153,155,

159,162,163,199,200,204–206,209–212,

214–219,221–223,227–236,238,239,241–

243,245–256,258–261,263–272,276–281]

91

M03

Deployment

Frequency (DF)

Checks how often changes are deployed to

production.

[5,10,15,16,41,44,72,73,76,97,100,108,

111,113,138–140,142,146,148,150,153–

155,159,162,163,199,200,204–206,208–

211,213,214,216–220,222–224,229–231,

236,238,239,241–256,259–271,273,275–

277,279,281]

88

M04

Change Failure

Rate (CFR)

Informs how often a change in production

fails and must be immediately remedied.

[5,10,16,72,73,76,97,100,111,113,138,

140,142,146,148,155,159,163,199,200,

204,205,208–212,214,216–218,220,222,

223,229–232,236,238,239,242,243,245–

254,256,259,261–273,275,277,279]

72

M05

Service Availability and

Uptime

Shows the percentage a service is available

during a period of time.

[5,15,44,76,84,111,139,142,143,146,

150,159,206,210,213,214,220,221,230,

231,233,235,237,239,244,252,254,255,

260,267,277]

31

Continued on next page
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Table 6.3 – Continued from previous page

ID Metric Purpose References Total

M06 Deployment duration time

Informs on how long it takes to deploy a set

of changes.

[138,139,143,148,154,159,205,206,210,

214,217,220,227,229,230,235,239,246,

254,255,260,262,264,270,273,275,276,

279,281,282]

30

M07

Mean Time To

Detection (MTTD)

Measures the mean of the time required to

detect a failure in production.

[76,108,139,142,159,202,205,206,208,

210,214,219,221,223,224,229–232,235,

239,244,252,255,260,261]
26

M08 Application response time

How an application responds to increases

or decreases in user traffic and activity.

[5,76,100,139,153,154,162,205,206,210,

221,229,239,244,252,255,258,260,266,

267,271,274,277]
23

M09 Defect escape rate

Indicates the number of defects discovered

in production versus the number of defects

found during development.

[108,139,148,153,154,205,206,210,211,

214,217,220,223,230,239,255,257,260,

273,278]
21

M10 Cycle Time Value (CTV)

Provides information on the full Cycle Time

Value, beginning with the idea and finishing

with user feedback. .

[5,15,44,72,76,148,150,159,161,162,

208,215,220,225,227,230,234,240,257,

265,269]
21

M11

Service Level

Agreements (SLAs) and

Objectives (SLOs)

Sets customer expectations for service

availability with SLA and internal teams with

SLO.

[5,15,76,84,111,139,150,153,159,161,

206,214,221,230,231,235,252,255,260,

276,279]
21

M12 Deployment size

Shows the number of changes incorporated

in each production release.

[139,143,159,162,205,206,210,211,217,

220,228–230,239,255,260,267,271,277,

278]
20

M13

Production Error and

Incident rate

Measures the frequency of faults and

incidents in production following a

deployment.

[139,143,154,199,206,210,217,219–221,

224,231–233,255,257,258,260,276] 19

M14

Customer tickets Volume

and Feedback

Indicates the level of satisfaction of

customers using their feedback.

[139,143,159,205,206,210,211,214,222,

223,230,255,260,261,267,276,278,279] 19

M15

Mean time to

failure (MTTF)

Exposes the average time a flawed

deployment into a system will manage to

run until it fails.

[139,142,159,202,205,206,213,214,219,

222,224,229–231,241,255,260] 17

M16

Customer Usage and

traffic

Measures usage and traffic of

customer-facing applications when there

are defined business goals to increase.

[76,84,108,139,148,203,206,214,221,

227,255,258,260,266,267,277] 16

M17

Pipeline automated tests

success/fail rate

Shows the rate of success/failure of Pipeline

automated test jobs.

[5,76,150,205,206,210,217,220,226–

228,255,260,277] 14

M18

Westrum organizational

culture measures

Result of the Westrum cultural

assessment [77]

[5,19,76,84,95,111,143,146,150,155,

235,262,264,265] 14

M19

Automated Test Code

Coverage

Measures how many lines, statements, or

blocks of code are tested using the suite of

automated tests.

[15,76,139,148,213,214,220,225,227,

228,235,237,273] 13

Continued on next page
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Table 6.3 – Continued from previous page

ID Metric Purpose References Total

M20

Work in Progress (WIP)

/Load

Presents the number of open issues of each

type (story, defect, task).

[5,76,150,203,212,213,215,221,227,234,

235,281] 12

M21

Unplanned Work

Rate (UWR)

Indicates the amount of time spent on tasks

that weren’t in the initial plan. Shouldn’t be

over 25%.
[5,16,84,97,150,199,205,222,230–232] 11

M22 Wait Time

Measures the amount of time spent waiting

for the next step to add value. [76,150,203,212,215,222,225,229,234,235] 10

Concluded

The 22 key metrics presented here are among the initial 58 identified in this MLR. It was taken

into account not only the fact they were referenced ten times or more, as seen in Figure 6.6, but also

their impact in profitability, productivity, product or service quality, operational efficiency, customer hap-

piness, improvement of products or services supplied, and achievement of organizational and mission

goals [243] through DevOps adoption, which are all traits and advantages leading to 22 main metrics,

identified from the community.

6.3.3 RQ6 - Why is each metric important?

We now know what each metric is, but why is it necessary to measure each one? What is the significance

or importance of each metric? Here the MLR goes over why these DevOps metrics are important.

M01. Mean Time To Recover/Restore (MTTR) handling unexpected outages should be as quick as

possible and a focus for DevOps KPI monitoring, as it contributes to greater customer satisfaction, faster

application delivery, and better cost control [41,44,204,206].

M02. Mean Lead-time for Changes (MLT) is the hardest to measure of the top four key DevOps

metrics. It is important to know how long it takes to deploy a change, and understand delaying problems

like technical debt [72,100,243,269].

M03. Deployment Frequency (DF) happens many times per day for elite industry performers [111,

140], where there is continuous development, testing, and integration of small changes continuously

improving applications. Important to respond quickly to business requests for new features and to critical

issues [260,270].

M04. Change Failure Rate (CFR) should be as low as possible in DevOps. It is a critical metric

that businesses must monitor, since unsuccessful deployments result in revenue losses and dissatisfied

consumers [230,252].

M05. Service Availability and Uptime should be more than 99.999% of the time for users of the
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system, with a ratio based on availability, reliability and uptime. Achieving 100% availability is unreal-

istic, once planned downtime for maintenance is accounted for. Therefore, it is important to track and

distinguish from unplanned downtime [206,210].

M06. Deployment duration time allows to track the progress of the deployment. It can help identify

potential problems and allow a dramatic increase in revenue by using that extra time to develop more

value-added services [229,260,262] .

M07. Mean Time To Detection (MTTD) demonstrates the effectiveness of monitoring technologies

and intelligent alerting techniques, assessing whether current response efforts are appropriate. High

detection times may result in bottlenecks [139,230].

M08. Application response time that are long may indicate bottlenecks that require attention, since it

degrades user experience and satisfaction. The cause might be code, data access, protocol problems,

or a variety of other factors [154,206].

M09. Defect escape rate is an important DevOps metric to track how often defects make it to produc-

tion. Abnormally high defect rates could be the first sign of problems in testing, qualification or in team

performance. [206,214,255].

M10. Cycle Time Value (CTV) is the time it takes to go from idea to production, spanning all the steps

of build, test, stage, and push to production. Slowing down the cycle with manual testing or assessments

creates friction for developers and the business [230,257].

M11. Service Level Agreements (SLAs) and Objectives (SLOs) serve to define external and inter-

nal availability goals as commitments between providers, clients and internal teams, defining how fast

releasing is possible, while measuring that performance with Service level Indicators (SLIs) [111, 159,

161,195,230,283].

M12. Deployment size is important to keep an eye on the deployment artifacts that are shipped

to production with each release and track the amount of the bug fixes and feature requests delivered

[139,230,255].

M13. Production Error and Incident rate tells the DevOps team how often new bugs appear in running

applications. It is important to capture spikes in the error rate because these can indicate that something

is not right. Not all errors are equally impactful for customer’s trust [206,224,258].

M14. Customer tickets Volume and Feedback is a good assessment of a successful DevOps

adoption. Reduce customer tickets by preventing bugs from reaching production, and repair them as

fast as possible if they do, improving quality. Customer satisfaction leads to a competitive advantage

[4,139,206,223].

M15. Mean time to failure (MTTF) is an indication of how long on average the system or a component

can run before failing after deployment. It can indicate problems with the deployment or quality of the

software. For example, maybe there are not enough tests covering different scenarios that might contain
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bugs [142,219,224].

M16. Customer Usage and traffic metrics allow tracking user engagement with application features.

Increased engagement after an update may indicate users are pleased with the updates. If traffic reports

indicate too much or no activity, there might be an issue, suggesting a malfunctioning component is

generating the anomaly [139,255,260].

M17. Pipeline automated tests success/fail rate is another contributor to the speed of the DevOps

process. Automated tests are faster than humans, but it should deliver the right results. To increase

velocity, the team needs to make extensive usage of unit and functional testing. It is important to know

how often changes are causing tests to break [206,255,260].

M18. Westrum organizational culture measures results are key to fostering a performance-oriented

organizational environment stating Westrum et al. 2004 [77]. DevOps teams must be supported by

transformational leadership [98, 284] to enable this culture, thus empowering strategic alignment and

reducing conflict [146,155,262,285].

M19. Automated Test Code Coverage is a DevOps best practice for measuring the percentage of

unit or integrity tests coverage [139,220].

M20. Work in Progress (WIP) /Load is a lean manufacturing principle shown in the Toyota Production

System [189] that enhances teams overall throughput by limiting work in progress (partially completed

work). This increases total velocity [203,212,213].

M21. Unplanned Work Rate (UWR) tracks the amount of time spent on unplanned work. A high UWR

may indicate that efforts wasted on unexpected errors that were not identified early in the workflow.

The difference between acting on warning signs or having an unexpected outage [286] is defined as

unplanned work [16,230].

M22. Wait Time (queuing or waste) is an estimate of the time that the work item spends idle in a

non-productive state during its processing by the value stream. Wait time is in opposition to touch time

when value is created [76,212,229].

6.3.4 DevOps Metrics Synthesis

This study was run on DevOps metrics. To find literature, Google search, Scopus, Web of Science, IEEE,

ACM, and EBSCO were utilized, and 114 publications were recognized as relevant to this research area

after applying the inclusion and exclusion criteria and snowballing.

• A definition of DevOps metrics was identified.

• In this literature review, 22 main DevOps metrics were identified out of a total of 58 metrics.

• From the 22 main metrics, there are top four metrics that the community agrees being the most

important, and communities are focusing on them.
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Table 6.4: Definition of DevOps metrics.

A DevOps metric is defined as a quantifiable, business-relevant, trustworthy, actionable and
traceable [44,139,199,225,230] indicator that aids organizations in making data-driven deci-
sions to continuously improve their software delivery process [19,140,205,206,223,236,237,
248,251,258,261,267,268].

• The top four metrics are MTTR, MLT, DF and CFR.

It has been researched that these four key metrics have expected improvement outcomes from Dev-

Ops adoption. MTTR, determines the mean of the time required to recover or restore service from a

failure in production. MLT, indicates how long it takes for a change to go from code committed to code

successfully running in production. DF, ascertains how often changes are deployed to production. CFR,

measures how often a change in production fails and must be immediately remedied.

From the extensive MLR done, it is understood that DevOps metrics should aim to quantify the right

elements in order to understand if DevOps is working [162,226,251]. This is important to know, so that

DevOps adoption can be measured and does not become more hype than value.

Like in the case of “value stream mapping” [124, 269], organizations have begun to adopt measure-

ments techniques that will help identify areas that need improvement [15] and ensure produced software

offers continuous improvements to the customer experience. To assess if DevOps efforts are success-

ful, managers need consumable information based on a clear list of DevOps metrics comparing similar

value streams across a common set of KPI [150,212,262].

A key performance indicator (KPI) is a metric that helps understand how an entity is doing against

its own objectives [278,287]. These metrics are fundamental to leverage the rigor of measurement, not

only in DevOps, but also Software Engineering and Information Systems [11].

In Table 6.5 it is shown a few relevant properties that this MLR has identified from the publications.

The most important factor is that almost all authors state metrics help improvements and efficiency (104)

and a high number (86) associates the need of metrics with having pipeline automation in place.

This MLR benefited from the fact that more than half the publications (69) not only mention metrics,

but also try to organize and explains each stated metric. There are 49 publications that also try to define

what are DevOps metrics. Following those dispersed definitions this MLR is now able to propose a

unified definition of DevOps metrics in Table 6.4.

The DevOps metrics typically measure either throughput, stability or quality [199], while quantifying

a faster cadence (efficiency) and value addition (effectiveness) [215].

Metrics also enable DevOps teams to monitor and analyze collaborative workflows, as well as track

progress toward high-level goals such as higher quality, quicker release cycles, and improved application

performance [269].

It was found that DevOps metrics categorization is still dispersed and only a few authors try to cate-
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gorize metrics (28), represented in Table 6.5.

Table 6.5: Six publication properties identified from the MLR.

Property Publications Total

Mentions that metrics help improvements and efficiency
[5,10,15,16,19,41,44,72,73,76,84,95,97,100,108,111,113,138–
140,142,143,146,148,150,154,155,161–163,199,200,202–206,
208–221,224–226,229–239,241–246,248–252,254,255,257–281]

104

Relates Pipeline Automation to Metrics

[5,10,15,16,19,41,44,72,73,76,84,97,100,108,111,113,138,
139,142,146,148,150,153–155,159,161–163,199,200,202–204,
210,212,213,216–220,223–230,233–235,237–239,241–248,
251,253–257,259,263,265–270,273,274,276–280]

86

Organizes and Explains each Metric

[5,10,16,41,72,73,97,100,108,111,113,138–140,142,146,148,
155,162,199,205,206,210–212,214–216,218–221,223,224,226,
228–230,232,233,236,237,239,241,244,245,248,250–252,256,
259–263,266,267,269–273,275–279]

69

Defines what are DevOps metrics

[5,10,16,19,44,73,76,97,100,111,113,139,140,146,148,150,
155,163,199,200,202,205,206,208,215,218,223–225,229,230,
233,235–237,245,248,251,253,255,257,258,261,264,267–269,
272,276,278]

49

Tries to categorize metrics [5,16,41,44,72,73,97,100,108,111,113,139,142,146,148,155,
206,210,214,220–222,232,235,236,240,262,263] 28

Mentions associated Practice, Capability or Principles [5,10,16,72,73,95,97,100,108,111,113,146,155,161,230,233,
235,251,269] 19

The same is observed while trying to understand what metrics are associated with each practice,

capability or principles of DevOps (19). These two missing pieces of structured knowledge are intriguing

and a possible source of investigation in forthcoming studies.

In the various State of DevOps Reports [16, 72, 73, 97, 100, 111, 113, 155] a few important metrics

have already been used over the years, namely a few IT Performance metrics.

Specifically, in the State of DevOps 2019 report [111], metrics are mentioned to mirror the effective-

ness of the development and delivery process, and that they can be grouped in terms of throughput and

stability. Throughput of the software delivery process is measured using lead time for code changes

from check-in to release, along with deployment frequency. As for stability, it can be measured using

mean time to restore a system and change fail rate, a measure of the quality of the release process.

They provide a solid basis for an organization’s metrics activities [200].

However, these high-level metrics can be drilled down into a more refined state or expanded in order

to include others like Service Availability and Uptime — the time an application is available, Defect

escape Rate — the number of defects that are found during a given unit of time, or Mean Time To

Detection — the average time between when a problem arises in production and when it is detected.

As part of this research, the main metrics are being expanded and defined is a list for Section 6.3.1 and

Section 6.3.2, as mentioned in the objectives.

It was found that academic studies still demonstrate limited research in this area. However, the

industry shows a rising interest in the usage of DevOps metrics. As a result, the employment of DevOps

metrics should be thoroughly explored due to the possible influence on businesses.

For some of the most referenced metrics M02,M03,M04,M06 and M12 there seems to be a relation
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to the continuous delivery DevOps capability in the references [15, 44, 111, 217, 251, 265] which could

be of interest to conduct more investigation in future research towards exploring the relations to delivery

practices.
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This chapter focuses on the development of a proposed assessment model by eliciting the main DevOps

metrics for each DevOps capability using the two MLR done and a set of semi-structured interviews as

mentioned in Chapter 4.

Semi-structured interviews are a popular method in development research. They are very different

from formal interviews, which follow a rigorous pattern of predetermined questions, focusing on certain

themes but cover them in a conversational way [65].

7.1 Interviews with Practitioners

For the construction of the proposed artifact, this research used the results from the two MLR done

in Chapter 5 and in Chapter 6 and a first set of 21 semi-structured interviews out from the total of the 31

Interviews done to DevOps practitioners seen in Table 7.1 and in Table 8.1. Semi-structured interviews

were held online using Zoom1 or Jitsi videoconferences2 to broaden the possibility of reaching out to

more practitioners worldwide. Slots of 45 minutes were made available via a webpage created for

practitioners to signup for interviews at their preferred time and date, between May and July 2021.

The page informed participants of the research interview confidentiality, aimed to increase our under-

standing of how DevOps Capabilities can be further measured with their valuable opinion. The page also

mentioned the research questions involved. A link to a spreadsheet was shared with participants before

the interview showing the resulting lists of DevOps capabilities in Section 5.3.1 and metrics in Sec-

tion 6.3.1 from the MLR. In this process, a form was used to collect the characterization presented

in Table 7.1.

The first set with 21 interviews aimed to respond to the research questions present in this chap-

ter, leading to a proposed artifact seen in Section 7.2. The second set aimed to evaluate the artifact

in Chapter 8 by using 10 iterations of interviews.

7.1.1 Preparation

Preparation was done considering each practitioner’s specific session to expedite and facilitate the inter-

view process. After participants gave their consent to start the interview a spreadsheet with capabilities

and metrics resulting from the MLR, that was empty at first, was screen-shared, and subsequently got

populated and refined with answers, and the interviews followed a semi-structured framework show

in Table A.1 aimed to focus on the research problem present in Chapter 1.

Before conducting each following semi-structured interview, a close observation was done on the

previous interview results to have a thorough grasp of the issue and to reformulate appropriate semi-

1https://zoom.us
2https://jitsi.org
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structured questions if needed [67]. As a result, better open-ended questions relating to the problem

were included, to give the possibility for discovering new approaches to challenge and comprehend the

artifact’s evolution.

7.1.2 Practitioners Characterization

A total of 21 interviews were conducted in this section to build the research proposal. The practi-

tioners interviewed and seen in Table 7.1 were: three individual contributors, six team leads and two

principal engineers. The companies they work for are very diversified: Google, Noesis, Newdecision,

Siemens, Azores Governement, Inuits.eu, IBM, amazee.io, Acquia, Drupal Association, Manifold, Bloo-

midea, Deeper Insights, Facebook, Dropsolid and some freelancers. Twelve practitioners have more

than 3 years experience on DevOps, while eight practitioners have between 1 year and 3 years experi-

ence and only one have less than 1 year experience. From all the 21, eight are individual contributors

with diverse roles, six are Team Leads, two Principals and other five are at management level or above.

Table 7.1: First batch of interviews with practitioners’ details.

ID Interview Date Current position Company Years of DevOps practice Age (years) Country

I01 2021-05-07 Principal Architect Google More than 3 years 45-54 United States

I02 2021-05-14 Indvidual contributor Noesis Between 1 year and 3 years 25-34 Portugal

I03 2021-05-14 Team Lead Freelance Between 1 year and 3 years 35-44 Portugal

I04 2021-05-17 Indvidual contributor Newdecision More than 3 years 45-54 Portugal

I05 2021-05-18 Team Lead Siemens Between 1 year and 3 years 25-34 Portugal

I06 2021-05-18 Indvidual contributor Azores Governement Between 1 year and 3 years 45-54 Portugal

I07 2021-05-19 Principal Inuits.eu More than 3 years 45-54 Belgium

I08 2021-05-19 Team Lead IBM More than 3 years 45-54 United States

I09 2021-05-21 Team Lead amazee.io Between 1 year and 3 years 25-34 Switzerland

I10 2021-05-22 Indvidual contributor Acquia Less than 1 year 45-54 UK

I11 2021-05-24 Software Infrastructure Engineer Freelance Between 1 year and 3 years 45-54 Spain

I12 2021-05-26 Team Lead Siemens More than 3 years 35-44 Portugal

I13 2021-05-27 Indvidual contributor Drupal Association More than 3 years 35-44 United States

I14 2021-05-27 Manager Manifold More than 3 years 25-34 United States

I15 2021-05-31 Director Bloomidea More than 3 years 35-44 Portugal

I16 2021-06-01 Director Deeper Insights More than 3 years 35-44 Portugal

I17 2021-06-07 Team Lead Facebook More than 3 years 35-44 United States

I18 2021-06-09 VP Acquia More than 3 years > 55 United States

I19 2021-06-10 Senior Security Engineer Acquia Between 1 year and 3 years 25-34 India

I20 2021-06-15 Director Dropsolid More than 3 years 35-44 Belgium

I21 2021-06-18 Indvidual contributor Acquia Between 1 year and 3 years 25-34 India

The majority of 7 practitioners is between 35-44 years of age, six are between 25-34 years, seven

are between 45-54 years and one has more than 55 years. Their locations are Belgium, India, Portugal,

Spain, Switzerland, USA, and United Kingdom.
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7.1.3 Conducting

The same research questions, including “What are the main DevOps Capabilities or practices?” from Sec-

tion 5.3.1 and “What are the main DevOps Metrics?” from Section 6.3.1, were asked to practitioners

during the semi-structured interviews to confirm the findings in the two MLRs, with the addition of Sec-

tion 7.1.5 “What are the main metrics for each DevOps capability?”, present in this chapter.

Interviewees validated the suggested set of capabilities and metrics, with one deeper validation oc-

curring through a follow-up interview from I12. As an outcome, for each participant, a digestible classifi-

cation of capabilities and measurements emerged, as well as the basic relationships of the capabilities

that have an influence on which metrics. Furthermore, in other cases, validation resulted in the capa-

bilities and metrics being adjusted or increased to align with the interviewee’s ideas. In this section, the

highlights of those ideas in each interview are summarized.

The first interviewed practitioner (I01) gave substantial importance to the cultural aspects, starting

with team collaboration capability (C01) first and then other capabilities, always focusing more on the

culture measures, which are reflected in Table 7.5 and also reinforcing that it was his personal opinion

that organizations need to come up with a process that makes sure that people are being included

despite their diversity, culture, religion, or the fact of being remote. All that can be reflected in two

new added cultural KPIs, suggested being team happiness and talent retention, that are a part from

the Westrum organizational culture (C24). Therefore, and with the evolution of the research with other

interviews, previously defined metric team happiness (M42) was pulled in from the MLR and a new

outcome, talent retention (M59) was added as a valuable metric. When talent is leaving the organization

in large numbers, it should raise a flag to management to review the related capabilities’ status. This

was also confirmed by all the practitioners in this first phase of interviews when asked. Talent retention

can be simply expressed as seen in Equation (7.1).

Talent retention =
Employees number − Employees departed

Employees number
(7.1)

Another important point brought up is that automation is not only in the code pipeline; it is end-to-

end; automation will be a part of almost everything in DevOps. For example, if monitoring identifies a

problem, it should alert the relevant persons so that people are aware of the situation before it becomes

a big issue. The goal must be to decrease manual work and delivery time as much as possible while still

explaining why we do what we do.

The second interview (I02) brought new insights into the definitions and categories of capabilities,

giving a good base to the result worked thought out all interviews and seen in Table 7.3. In this interview,

there was more focus in the top four metrics, with examples given that suggest the high relevance of

these outcomes for organizations.
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In interview three (I03) practitioner emphasized the importance of team style and the various ap-

proaches used in each organization, as well as a considerable number of metrics reflected in Table 7.4.

Good automated security systems are rare, expensive, and complex, with security ending up being han-

dled to the left of the process and usually in a manual form. It’s also more common for the security team

to examine a release rather than a code review, like in Shift left on security (C20), which could interfere

if metrics gathering (C23) is automated. In turn, job satisfaction (C33) is essential for a well-functioning

company to maintain a business. Finally, the organizations where this works best are those where the

metrics to be assessed are well-defined because there aren’t many discrepancies between the data

producers and the data consumers. There is a good fit between the product and the type of data.

The fourth interview (I04) focused on reconciling the relationships between the capabilities that influ-

ence each metric and cementing the categorization of each one. It was mentioned that by experience,

the transformation driven by DevOps capabilities does have impact on several of the metrics leading

to a better work-life balance and positive business outcomes like in the case of MLT (M01), MTTR

(M02), CFR (M04) and several others with a special focus on Emergency response (C17) in order

automate response to failures. Cross team collaboration (C01), Continuous Integration (CI) (C02)

and Continuous Delivery or Deployment (CD) (C03) were again mentioned to have sustained relevance

in the practitioners company, giving several examples where the metrics impact was witnessed internally.

The concept of DevOps capability defined in Section 5.3.4 was confirmed in the fifth interview (I05)

practitioner. Moreover, the capability Shift left on security (C20) has been discussed, given that this

process normally occurs later in the release or even in production, and there is a lot of value in moving

it to a more initial stage of the process to automate and optimize delivery and reduce the number of

security issues in production that might have serious impact. The WIP/Load (M20) metric was mentioned

as having significantly more weight in their daily lives due to their involvement in operational processes.

In the sixth interview (I06), the practitioner expressed an interest in implementing the study’s findings

in the current role, even though many of the capabilities had yet to be implemented in the organiza-

tion. Many questions were placed relatively to the connection of the version control system (C07) to

continuous integration (C02), the centralization of logs (C26), Trunk based development (C22) and user

feedback (C30) because it passes through a formal internal hierarchical structure. Other valuable expe-

riences were given, focusing on the visibility of the work in the value stream (C28), Code maintainability

(C36) and the importance of feedback in determining whether the implementation is effective in produc-

tion.

For interview seven (I07), the practitioner shown a high level of experience giving refreshed directions

to the capabilities relating to metrics. Capabilities need to be grown from team level up and supported

by Transformational leadership (C21). Team happiness (M42) and talent retention (M59) were pointed

as critical, but it is really hard to measure the path to get there. Most failures in DevOps adoption reside
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in the team happiness factor. Capability (C10) raised the fact that new tooling introduces changes to the

process and eventually changes the people’s culture. But if it is just tried to change the people, it will

work for some, but others will remain indifferent.

Many businesses still have space for improvement in configuration management (C11), and many

firms don’t actually require all the cloud or cloud native benefits (C12) since their needs are simple and

their load is static/predictable with a fixed number of users. Artifacts (C13) are a hard requirement,

and (C18) Containerization done right is also wonderful, but most of the time fails. This interviewee’s

experience started with early DevOps days conferences advocating for open source mindset (C19),

claiming the culture of ownership in house and avoiding the vendor lock in. More recently, in March

2021, when a large datacenter (OVH) burned down [288], his customers were able to withstand the

outage due to their resilience gained with from DevOps culture, open source tooling, and automation

Lastly it was pointed out a site with further valuable DevOps information [289] that was meanwhile

analyzed.

In interview eight (I08), the practitioner stated that if a team collaborates well (C01), it indicates that

they are providing a high-quality service and a team that knows their flow is probably high performant.

In production, this would imply that it would have extremely low numbers for the time it takes to recover

(M01) and very low numbers for lead time (M02) or wait time (M22). The interviewee mentioned that is

favorite capability was (C31) Blameless Postmortems, a learning capability that should affect positively

several metrics that were taken note. It was raised a concern that MTTF (M15) is a metric that is hard to

track and should be more related to how long is the build broken for in the cases of deployment. From the

other capabilities that were discussed in this interview, that one that also had more relevancy was (C09)

Trust/empower teams to make decisions and changes correlated to having a Lightweight/streamlining

change approval (C27).

It was noted in the ninth Interview (I09) that some organizations are presently focusing on embracing

all the new technology, and that seems like a knowledge reset. Cross team collaboration (C01) and

encouraging learning culture while experimenting (C08) are essential parts of DevOps adoption. Con-

tinuous improvement processes and workflows (C06) was also mentioned as essential to answer the

need of looking at the work that interrupts from the outside, unplanned work rate (M21) also called toil.

Lastly, open source mindset (C19) was also mentioned to be vitally connected to important metrics like

team happiness and talent retention and that it is vital to communicate changes properly and that is

where lightweight change approval (C31) should fit mostly.

Practician in the tenth videoconference (I10) is a seasoned Ops person and tends to give importance

to learn more by experimenting (C08), knowing that experimenting is learning so when someone else

wants to learn something a server is set up to do this, other Operational people will also know how to

install this and that is a kind of training, which is also kind of experimenting. It is good if the organization
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can say - “Okay, here is some time for learning, and part of the learning is you’re going to exercise

and do something.” - for instance, on improving Proactive Monitoring, Observability and autoscaling

(C04). Today, cultural attitude is crucial for team cooperation and communication (C01), and interviewee

mentions achieving exception results in OPS, but that would be something to consider.

In interview, eleven (I11) is a Drupal3 developer that started by mentioning that had looked at the

shared spreadsheet and that he found this an interesting research, since in his experience there are

organizations that still struggle with version control systems (C07) and that should evolve. Trusting

the team to make decisions and adjustments (C09) is essential. There is a difference between when

individuals try to avoid performing a task like Database change management (C15) by having someone

else do it, or when they understand the danger and try to do it themselves, which makes a considerable

impact. Continuous process and workflow improvement (C06) has led to, properly planned things, and

we are now aiming for a release every three to four weeks. However, there was a time when we didn’t

have a clear timetable and would just keep adding items until we thought they were finished, such as a

security update on Thursday or something similar. This also had an impact on MLT.

The twelfth practitioner started by mentioning that regarding team happiness (M42) and talent reten-

tion (M59), his organization gives importance to the level of inclusion and diversity, so much so that the

current job offers all mention this fact. On the operational side, it is essential that the team is focused

on solving problems in production but also upstream, as the level of technical debt can exponentially

increase the team’s work with unplanned work (M21). Incentives are given to contributors to improve the

process to reduce production errors rate and incidents (M13). On the other hand, having Visual man-

agement capabilities (C37) helps to reduce Work in Progress (WIP)/Load. Finally, the practitioner also

mentioned that the team performance is measured through a survey every 6 months, in which all team

members and leadership are invited to participate. This leads to the fact that transformational leadership

(C21) has a great impact on the outcome of the westrum model assessment (M18).

Practitioner (I13) mentioned that in the current organization, there was a focus on KPIs and mea-

suring many things that were brainstormed during meetings, where the team came up with ways to

measure it, but having the research artifact in Table 7.6 would make things easier. It was noted relating

to Open source (C19) that it is sometimes used to things that are not just software adoption, such as

open source data could be used in Test data management (C34), and so we are looking at how this open

source adoption may be evaluated by these KPIs, as well as how and which ones it influences. Consider

working in small batches (C25) so that engineers are in a position where there is time to contribute back

to an open source project. Centralized Log Management (C26) was done on their systems recently,

which had a very visible and positive impact.

Interviewee (I14) focused in grand part in Containerization (C18), stating it helps the testing cycle

3https://drupal.org
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going to go faster and also impacting release deployment frequency. In his last organization, when they

switched to containers, the deployment went five times more frequently. This was less not only related

to switching to containers, but also because of switching to continuous deployments. It is unknown what

capability had more influence there, but failure rate, which is the difficulty or possibility of a deployment

succeeding.

The following participant (I14) made an important contribution to this research by focusing on capa-

bilities such as Test Automation and environments (Continuous testing) (C05), Version Control System

(C07), Customer/User Feedback (C30), and Data-driven Approach for Improvements (C32), highlighting

their relationships to specific metrics and solidly improving the artifact. It was mentioned the time wasted

in manual testing, leading to slow release frequency and decreasing team happiness. Therefore, a chal-

lenge faced in the practitioner’s company is how to fully automate those tests and make that a part of

releasing.

The sixteenth practitioner (I16) shown a lot of interest in this research diving first into the Focus on

people, processes and technologies (C10) capability, mentioning evaluation in their company is based

on the number of changes proposed by individuals and determining which ones were implemented.

For these technologies, there is a three-phase onboarding process that includes assessment, trial, and

adoption stages. In this well-known business strategy (C10), people employ process and technology

to perform tasks for the companies they work for, but organizations might become immersed by new

technology at times. As a result, they utilize them without weighing against current procedures. To solve

this problem, it is important to drive the right balance between people, processes, and technologies.

One example of this is pipeline adoption. Finally, Lightweight/streamlining change approval (C27) was

mentioned to be associated to the peer review approval process to optimize and expedite the time for

commits and releases to be accepted.

Practitioner in Interview seventeen (I17) was very proactive in going through the capabilities and

metrics. It was mentioned that there is a perspective shift when it comes to practices versus capabilities.

If talking about a capability, it is a third-party assessment of something you are looking at from the

outside. For instance, the organization can release so many times a day and the lead time in releasing

is this long and the defect rate is this low. Where a practice is more internally, saying we do practice

these things. It was approached in detail the Artifacts versioning and registry (C13) mentioned on the

high impact on several of the metrics pointed out in Table 7.5. On the other hand, for transformational

leadership (C21) to happen there needs to be a coalition of leaders, and they are deliberately cross-

functional (C01), to bridge the gap so that actions are aligned with the central goal or premise. Identifying

your challenge, creating a strategy around that challenge, communicating that to people and support that

culture (C08).

Cross team collaboration and communication (C01), is an historical challenge in engineering of many
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organizations. It is siloed from the rest of the organization and even within the engineering organization.

This becomes more apparent when attempting to organize releases with several teams engaged. Things

don’t line up because team A is reliant on team B, and team B is unaware that there is a deadline, so

they’re all out doing their thing, or they make a change without understanding it would affect another

team. One of the ways we could help solved this is by monitoring systems to inform business decisions

(C23), but that will still need to have the cross collaboration necessary for it to work.

Chaos engineering (C35), for the next practitioner (I19) began when designing a risk management

framework for a DevOps pipeline, with the question: how do we reduce infrastructure and security

incidents? It involves automation and machine learning, so that anomalies are automatically detected,

try to correct them and bring the system back to normal, reducing MTTR to minimum if done right. It is an

approach to keep the system, stable and consistently normal. Shift left on security (C20) entails including

security checks and activities into the pipeline in development stage. The objective is to guarantee that

the codebase is intended to be secure from the start using automation.

During the twentieth interview (I20), the practitioner mostly focused on Configuration Management

(C11) and when comparing it to infrastructure as code (C16) the first is acceptable for the application

on its own while infrastructure as code is valid for controlling a full platform. Configuration Management

has a direct positive impact on MLT, CFR and several other metrics seen in Table 7.5.

The last interview done for the research proposal (I21) touched several capabilities as well but fo-

cused more on Loosely coupled architecture (C14), which means that microservices should know noth-

ing about each other and that any modification to one service should have no impact on the others. For

DevOps, it is important that even if one service fails, the others keep functioning. Furthermore, deploy-

ing an independent service that doesn’t affect the others, but mostly test and verify the service without

needing an integrated environment. On the other hand, Infrastructure as Code (C16) employs definition

files, has self-documented systems and processes, is completely versioned in source control, allows for

continuous testing of systems and processes, publishes minor modifications rather than batches and

maintains services available at all times.

7.1.4 Data Saturation

In this study, data saturation is observed in order to determine the state of the artifact and prepare it for

the evaluation phase. In qualitative research, saturation has gained wide support as a methodological

concept, with the purpose of understanding when more data gathering and/or analysis is unnecessary

based on the data that has already been gathered and analyzed [290].

This is observed at the point that new data tends to be residual when compared to data already

collected. In interviews, for instance, when the researcher starts hearing the same remarks again and

over, data saturation is being achieved [291, p. 372]. Then it’s time to stop gathering data and start
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evaluating what has been gathered [292, p. 26].

The reason for saturation in this case is due to a repeated observation of the same comments and

a declining trend in the percentage of changes suggested by participants relative to the total possible

relations, as seen in Table 7.2. Despite the fact that the percentage values are not zero in absolute

terms, there is a clear trend in which the last five contributions are below one percent in relation to the

total available relations in the matrix, and because there is a time restriction, that is defined as this phase

ending criteria. As a result, we chose to stop after 21 interviews in order to move on to the next step of

the DSR, which is the evaluation process in Chapter 8.

Table 7.2: Total contributions from participants during the build phase.

Relations Updated or added

Interview Contributed Total Percentage Capabilities Metrics Categories

I01 18 18 2.03% 0 2 1

I02 14 32 1.58% 1 0 0

I03 26 58 2.93% 3 0 0

I04 22 80 2.48% 0 0 0

I05 17 97 1.91% 0 0 0

I06 23 120 2.59% 0 0 0

I07 35 155 3.94% 1 0 0

I08 28 183 3.15% 2 2 0

I09 24 207 2.70% 0 0 0

I10 20 227 2.25% 0 0 0

I11 15 242 1.69% 2 0 0

I12 18 260 2.03% 0 0 0

I13 13 273 1.46% 0 1 0

I14 9 282 1.01% 0 0 0

I15 12 294 1.35% 0 0 0

I16 11 305 1.24% 0 0 0

I17 8 313 0.90% 0 0 0

I18 6 319 0.68% 0 0 0

I19 7 326 0.79% 0 0 0

I20 4 330 0.45% 0 0 0

I21 2 332 0.23% 0 0 0

� Data saturation, showing residual gains < 1%.

In Table 7.2 it is seen the number of contributed relations, the total growing since interview I01 and the

percentage of relations added, relative to the total possible relations, where from 37 capabilities times 24

metrics it is possible to have 888, relations. For instance, in the case of I07, where 3.94% = 100×35/888.

As described in the Section 7.1.3, there were cases where there were suggestions for improvements

in Capabilities, Metrics, and categories and those numbers are also captured in Table 7.2. For instance,

in I01 it was suggested and later confirmed by other practitioners to add a new metric called talent

retention and to update the list with the existing metric team happiness.
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7.1.5 RQ7 - How are DevOps capabilities categorized?

During the interviews the alignment of capabilities into categories was discussed, as well as their rele-

vance and categorization leading to a more refined list as seen in Table 7.3.

Table 7.3: Categorization of DevOps capabilities.

Category ID DevOps Capability

Cultural C01 Cross team collaboration and communication

Technical C02 Continuous Integration

Technical C03 Continuous Delivery and Deployment automation

Measurement C04 Proactive Monitoring, Observability and autoscaling

Technical C05 Test Automation and environments (Continuous testing)

Process C06 Continuous Improvement of processes and workflows

Technical C07 Version Control System

Cultural C08 Support learning culture and experimentation

Technical C09 Trust/empower teams to make decisions and changes

Process C10 Focus on people, process and technology

Technical C11 Configuration Management

Technical C12 Cloud infrastructure and cloud native

Technical C13 Artifacts versioning and registry

Technical C14 Loosely coupled architecture/ microservices

Technical C15 Database change management/ release alignment

Technical C16 Infrastructure as Code

Measurement C17 Emergency response/ proactive failure notification

Technical C18 Containerization

Cultural C19 Open source software adoption

Technical C20 Shift left on security

Cultural C21 Transformational leadership

Technical C22 Trunk based development

Measurement C23 Monitor systems to inform business decisions

Cultural C24 Performance/Westrum organizational culture

Process C25 Working in small batches

Technical C26 Centralized log management

Process C27 Lightweight/streamlining change approval

Process C28 Visibility of work in the value stream

Measurement C29 Working in progress limits

Process C30 Customer/user feedback

Cultural C31 Blameless Postmortems/reduced fear of failure

Process C32 Data-driven approach for improvements

Cultural C33 Job satisfaction

Technical C34 Test data management

Technical C35 Chaos Engineering

Technical C36 Code maintainability

Measurement C37 Visual management capabilities

With this resulting table, a matrix for DevOps capabilities and metrics was obtained that includes

Cultural, Measurement, Process, and Technical categories to be used in Section 7.2.
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7.1.6 RQ8 - How are the main metrics categorized?

With the objective of categorizing the main metrics Table 7.4 was elicited. There are shown Business,

Change, Cultural and Operating types of Key Performance Indicators (KPIs).

Table 7.4: Categorization of main DevOps metrics.

Proposed Category ID Main Metric

Operating KPI M01 Mean Time To Recover/Restore (MTTR)

Change KPI M02 Mean Lead-time for Changes (MLT)

Change KPI M03 Deployment Frequency (DF)

Change KPI M04 Change Failure Rate (CFR)

Operating KPI M05 Service Availability and Uptime

Change KPI M06 Deployment duration time

Operating KPI M07 Mean Time To Detection (MTTD)

Operating KPI M08 Application response time

Change KPI M09 Defect escape rate

Change KPI M10 Cycle Time Value (CTV)

Operating KPI M11 SLAs and SLOs

Change KPI M12 Deployment size

Operating KPI M13 Production Error and Incident rate

Business KPI M14 Customer tickets Volume and Feedback

Change KPI M15 Mean time to failure (MTTF)

Business KPI M16 Customer Usage and traffic

Change KPI M17 Pipeline automated tests success/fail rate

Cultural KPI M18 Westrum organizational culture measures

Change KPI M19 Automated Test Code Coverage

Operating KPI M20 Work in Progress (WIP) /Load

Operating KPI M21 Unplanned Work Rate (UWR)

Operating KPI M22 Wait Time

Cultural KPI M42 Team Happiness

Cultural KPI M59 Talent retention

Interviewees also mentioned that it is difficult for organizations to track these metrics and capabili-

ties, it requires a lot of effort and expertise to get this data (I03,I09). Thus, if a company switches from

traditional systems with already figured out monitoring and metrics, they lose a lot of what was imple-

mented, therefore if the migrations of these metrics is not timely considered, there is loss of what was

experimented and learned over time, which could have a negative impact on the DevOps adoption.

7.1.7 RQ9 - What DevOps capabilities have a positive impact in which main

metrics?

Given the objective of eliciting metrics that are impacted positively by capabilities that is represented

in Table 7.5, having in mind the importance to focus on essential metrics rather than numerous metrics

(I03,I08,I11,I16).
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Table 7.5: DevOps capabilities influencing main metrics.

ID M01 M02 M03 M04 M05 M06 M07 M08 M09 M10 M11 M12 M13 M14 M15 M16 M17 M18 M19 M20 M21 M22 M42 M59

C01 X X X X X X X X X X X X X X

C02 X X X X X X X X X X X

C03 X X X X X X X X X

C04 X X X X X X X X

C05 X X X X X X X X X X

C06 X X X X X X X X

C07 X X X X X X X X

C08 X X X X X X X X

C09 X X X X X X X X X X X X X X X X

C10 X X X X X X

C11 X X X X X

C12 X X X X X X X X X X X

C13 X X X X X X

C14 X X X X X X X X X X X

C15 X X X X X X X X X X

C16 X X X X X X X X X X X

C17 X X X X X X X X X

C18 X X X X X X X X X X X X

C19 X X X X X X X

C20 X X X X X X X X X X X X X

C21 X X X X X X X X X X

C22 X X X X X X X X X X X

C23 X X X X X X

C24 X X X X X X X X X X

C25 X X X X X X X X X X X

C26 X X X X X X X X X

C27 X X X X X X

C28 X X X X X X X

C29 X X X X X X X

C30 X X X X X X

C31 X X X X X X X X X X X X X X

C32 X X X X X X

C33 X X X X X X

C34 X X X X

C35 X X X X X X X X X X X X X

C36 X X X X

C37 X X X X X X X X X X

Legend:

M01 - Mean Time To Recover; M02 - Mean Lead-time for Changes; M03 - Deployment Frequency; M04 - Change Failure Rate; M05 - Service
Availability and Uptime; M06 - Deployment duration time; M07 - Mean Time To Detection; M08 - Application response time; M09 - Defect escape
rate; M10 - Cycle Time Value; M11 - SLAs and SLOs; M12 - Deployment size; M13 - Production Error and Incident rate; M14 - Customer tickets
Volume and Feedback; M15 - Mean time to failure; M16 - Customer Usage and traffic; M17 - Pipeline automated tests success/fail rate; M18 -
Westrum organizational culture measures; M19 - Automated Test Code Coverage; M20 - Work in Progress/Load; M21 - Unplanned Work Rate; M22
- Wait Time; M42 - Team Happiness; M59 - Talent retention.

C01 - Cross team collaboration and communication; C02 - Continuous Integration; C03 - Continuous Delivery and Deployment automation; C04 -
Proactive Monitoring; Observability and autoscaling; C05 - Test Automation and environments; C06 - Continuous Improvement of processes and
workflows; C07 - Version Control System; C08 - Support learning culture and experimentation; C09 - Empower teams to make decisions and
changes; C10 - Focus on people; process and technology; C11 - Configuration Management; C12 - Cloud infrastructure and cloud native; C13 -
Artifacts versioning and registry; C14 - Loosely coupled architecture; C15 - Database change management; C16 - Infrastructure as Code; C17 -
Emergency response; C18 - Containerization; C19 - Open source software adoption; C20 - Shift left on security; C21 - Transformational leadership;
C22 - Trunk based development; C23 - Monitor systems to inform business decisions; C24 - Westrum organizational culture; C25 - Working in small
batches; C26 - Centralized log management; C27 - Lightweight change approval; C28 - Visibility of work in the value stream; C29 - Working in
progress limits; C30 - Customer feedback; C31 - Blameless Postmortems; C32 - Data-driven approach for improvements; C33 - Job satisfaction;
C34 - Test data management; C35 - Chaos Engineering; C36 - Code maintainability; C37 - Visual management capabilities.
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7.2 Proposed Capability Evaluation Matrix

The proposed DevOps capability evaluation matrix is an artifact that aims to be used for future strategic

planning.

Table 7.6: Proposed artifact showing categorized DevOps capabilities influencing main metrics.

Change KPI Operating KPI Cultural KPI Business KPI
M02 M03 M04 M06 M09 M10 M12 M15 M17 M19 M01 M05 M07 M08 M11 M13 M20 M21 M22 M18 M42 M59 M14 M16

Cultural

C01 X X X X X X X X X X X X X X

C08 X X X X X X X X

C19 X X X X X X X

C21 X X X X X X X X X X

C24 X X X X X X X X X X

C31 X X X X X X X X X X X X X X

C33 X X X X X X

Technical

C02 X X X X X X X X X X X

C03 X X X X X X X X X

C05 X X X X X X X X X X

C07 X X X X X X X X

C09 X X X X X X X X X X X X X X X X

C11 X X X X X

C12 X X X X X X X X X X X

C13 X X X X X X

C14 X X X X X X X X X X X

C15 X X X X X X X X X X

C16 X X X X X X X X X X X

C18 X X X X X X X X X X X X

C20 X X X X X X X X X X X X X

C22 X X X X X X X X X X X

C26 X X X X X X X X X

C34 X X X X

C35 X X X X X X X X X X X X X

C36 X X X X

Measurement

C04 X X X X X X X X

C17 X X X X X X X X X

C23 X X X X X X

C29 X X X X X X X

C37 X X X X X X X X X X

Process

C06 X X X X X X X X

C10 X X X X X X

C25 X X X X X X X X X X X

C27 X X X X X X

C28 X X X X X X X

C30 X X X X X X

C32 X X X X X X

Legend:

M01 - Mean Time To Recover; M02 - Mean Lead-time for Changes; M03 - Deployment Frequency; M04 - Change Failure Rate; M05 - Service
Availability and Uptime; M06 - Deployment duration time; M07 - Mean Time To Detection; M08 - Application response time; M09 - Defect escape
rate; M10 - Cycle Time Value; M11 - SLAs and SLOs; M12 - Deployment size; M13 - Production Error and Incident rate; M14 - Customer tickets
Volume and Feedback; M15 - Mean time to failure; M16 - Customer Usage and traffic; M17 - Pipeline automated tests success/fail rate; M18 -
Westrum organizational culture measures; M19 - Automated Test Code Coverage; M20 - Work in Progress/Load; M21 - Unplanned Work Rate; M22
- Wait Time; M42 - Team Happiness; M59 - Talent retention.

C01 - Cross team collaboration and communication; C02 - Continuous Integration; C03 - Continuous Delivery and Deployment automation; C04 -
Proactive Monitoring; Observability and autoscaling; C05 - Test Automation and environments; C06 - Continuous Improvement of processes and
workflows; C07 - Version Control System; C08 - Support learning culture and experimentation; C09 - Empower teams to make decisions and
changes; C10 - Focus on people; process and technology; C11 - Configuration Management; C12 - Cloud infrastructure and cloud native; C13 -
Artifacts versioning and registry; C14 - Loosely coupled architecture; C15 - Database change management; C16 - Infrastructure as Code; C17 -
Emergency response; C18 - Containerization; C19 - Open source software adoption; C20 - Shift left on security; C21 - Transformational leadership;
C22 - Trunk based development; C23 - Monitor systems to inform business decisions; C24 - Westrum organizational culture; C25 - Working in small
batches; C26 - Centralized log management; C27 - Lightweight change approval; C28 - Visibility of work in the value stream; C29 - Working in
progress limits; C30 - Customer feedback; C31 - Blameless Postmortems; C32 - Data-driven approach for improvements; C33 - Job satisfaction;
C34 - Test data management; C35 - Chaos Engineering; C36 - Code maintainability; C37 - Visual management capabilities.
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The evaluation of the artifact follows the evaluation process in the design cycle mentioned in Section 4.1,

based on the framework for evaluation in design science (FEDS) [293] driven by the work of Pries-

Heje, Baaskerville and Venable, who published several related articles [294–296]. Per the authors, the

evaluation of an Information System’s artifact can be conducted before the production of the proposal,

known as “ex ante” viewpoint, or after the artifact’s construction, known as “ex post” perspective. Semi-

structured interviews iterations are conducted, results are summarized, and a validated artifact is then

presented.

8.1 Semi-structured Interviews Iterations

This evaluation involved conducting semi-structured interviews, which is relatively cheaper to evaluate

with real users in their real context and also maintains the goal of having a rigorous evaluation, estab-

lishing that utility/benefit will continue in real and long-term situations. For this phase, it was targeted to

people with various skills to collect different visions and ensure a greater completeness of the validated

artifact.

Ten semi-structured interviews were done with practitioners listed and characterized in Table 8.1, in

order to perform several assessment iterations, following the outline in Table A.2, with the objective of

refining and validating the artifact proposed in Section 7.2. The preparation is similar to what is described

in Section 7.1.1

Table 8.1: Semi-structured interview iterations for evaluation with practitioners’ details.

ID Interview Date Current position Company Years of DevOps practice Age (years) Country

IT01 2021-06-18 Indvidual contributor Acquia More than 3 years 35-44 Romania

IT02 2021-06-18 Associate DevOps Engineer Acquia Less than 1 year 24 =< India

IT03 2021-06-21 Associate DevOps Engineer Acquia Less than 1 year 24 =< India

IT04 2021-06-21 Associate Engineer Acquia Between 1 year and 3 years 24 =< India

IT05 2021-06-21 Indvidual contributor Boxboat More than 3 years 25-34 United States

IT06 2021-06-22 Architect Acquia More than 3 years 25-34 United States

IT07 2021-06-24 Indvidual contributor Acquia India Pvt. Ltd. More than 3 years 25-34 India

IT08 2021-06-24 Indvidual contributor Acquia Between 1 year and 3 years 35-44 United States

IT09 2021-06-29 VP Acquia Between 1 year and 3 years 35-44 United States

IT10 2021-07-02 Product Owner, Drupalista Liip More than 3 years 35-44 Switzerland

A total of 10 interviews were conducted in this section to evaluate the research proposal. The prac-

titioners interviewed and seen in Table 8.1 were: seven individual contributors, one architect, one VP

and one product owner. The companies they work for are: Acquia, Boxboat and Liip. Five practitioners

have more than 3 years experience on DevOps, while three practitioners have between 1 year and 3

years experience, and two have less than one year experience. From all the 21, nineteen are individual

contributors with diverse roles, six are Team Leads and other six are at management level or above. The
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majority of 4 practitioners is between 25-34 years of age, three are between 35-44 and three have less

than 24 years. Their locations are India, Romania, Switzerland and USA.

8.1.1 Evaluation Iterations

In this section, every practitioner was requested to go through the suggested research artifact while the

interview followed the outline in Table A.2. The interviewees were incentivized to suggest recommenda-

tions for changing or adding the relationships that they would see fit, as well as double-check the metrics

and capabilities categorization.

In interview IT01, it was asked to analyze the artifact and make suggestion for improvements of any

missing relations. The practitioner mentioned and justified some extra metrics that are impacted posi-

tively by Trunk based development (C22) like MTTF, automated tests pass, Automation Code Coverage,

and wait time. All seen in Table 8.2 and Table 8.3. It was also suggested that Continuous Improvement

of processes and workflows (C06) improves customer feedback, keeping SLAs and SLOs, reliability and

deployment speed. Furthermore, in terms of expenses and environments for CI, an organization needs

the infrastructure to accomplish test and build, but the team can probably start by doing it on the desktop

or in a virtual environment to save costs. For that, it was stated, that an open source operating system

like GNU/Linux1 is much better suited. Regarding releases, if things don’t improve, by the end of the

process an engineer is always caught up into something else and doesn’t even have time to enjoy the

fact that his work is in production because deployment takes too long. The practitioner concluded that

the proposed categorization was sound.

For interview IT02 the same was proposed to the practitioner and Performance Oriented Culture

(C24) was identified as highly important, since there will be a lot of confidence between the team and the

leadership having a positive impact on deployment speed, automated tests pass, pipeline success rate,

reliability, SLOs and customer feedback. Also mentioned as related to Continuous Improvement (C06),

influencing cultural KPIs like team Happiness and talent retention. Businesses with a high-performance

culture may consistently achieve high levels of performance and outcomes. Therefore, many compa-

nies place an effort on cultivating a high-performance culture, since it may be the difference between

mediocrity and growth, efficiency and falling behind.

During interview IT03 the DevOps engineer focused in examining Performance organizational culture

(C24) capability, impacting change volume, application performance, production errors rate and UWR

and at the same time mentioning that the most creative companies and high-performing organizations

are continuously seeking to improve and never consider themselves done with their development or

transformational journey. Several other interesting aspects were mentioned like when there is technical

depth closed that means, whatever the technical issues there are closed, organizational culture is the

1https://www.gnu.org/gnu/linux-and-gnu.en.html
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enabler for that change. An important lesson learned is that growth requires a careful mix of challenge

and nurture. Too much challenge, repeated too frequently, it’s overwhelming and can lead to burnout.

Too little challenge prevents us from growing and does not improve the needed outcomes.

In interview IT04 Centralized Dashboards for Monitoring systems to inform business decisions (C23)

associated with mostly operating KPIs and customer feedback, which are influencing Visual manage-

ment capabilities (C37) were the main focus of discussion settled on how this affects operational mindset,

specially on reliability. It was also discussed what are the characteristics that we consider a metric to be

an Operational KPI and what are the factors that we consider a metric to be a Change KPI. Dashboards

improve decision-making and may streamline the entire decision-making process, saving time and de-

creasing paperwork. Improves participation and cooperation by giving everyone first-hand access to

data and allowing them to witness the real-time outcomes of their efforts.

The practitioner in interview IT05 examined how empowering the team to make decisions and changes

(C09) is affecting a few more change and operating KPIs and definitely improves all the cultural KPIs

and customer feedback. Employees will only strengthen their decision-making skills via experience and

learning, especially if the firm is experiencing rapid development. Things may not go as planned the first

time, or even the second, which is where leading and mentoring is fundamental. Regardless of industry,

business size, or location, high-performance cultures share several common traits. Transformational

leadership and empowered teams are common examples. Continuous learning and experimentation,

as well as an openness to change, are essential. Another approached was Visibility of work in the value

stream (C28), a process capability that also improves CTV and wait time metrics. Finally, customer

feedback has positive impact from C02 CI and C03 CD.

The engineering architect in interview IT06 is an expert on microservices and distributed systems

and so contributed more to examining Loosely Coupled Architecture and Microservices (C14), where he

argued the importance of adding deployment duration, reliability and a few other operating and cultural

KPIs like team happiness and talent retention as well as customer traffic. Loose coupling is a design

pattern that hides implementation details inside each microservice in this capacity. When components

are loosely connected, systems have several advantages for the organization. Containerization (C18)

was also briefly discussed, with the result of adding deployment speed to Table 8.3 and confirming

others in the list of metrics impacted by this capability. Containerization is also a big benefit in continuous

integration CI and continuous delivery CD: containers greatly simplify integration testing and standardize

CI/CD through Docker images.

Examination in interview IT07 focused on Cloud Infrastructure and Cloud Native (C12) validating

already existing or new change KPIs relations like MTTF and also operating KPIs production errors rate

and incidents, WIP and customer usage. Moreover, traditional business apps, which are generally run in

an on-premises data center, require an entirely different design than cloud-native applications. Security
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should be shifted to the left and reduce risks to a minimum. Taking this strategy lowers the chances of

suffering a data breach or security issue. Shift Left on security (C20) impacts all cultural KPIs and some

of the change KPIs like defect escape rate, CTV, deployment size, also impacting operating KPIs wait

time and organizational culture metrics. Finally, team happiness cultural KPI was also confirmed to be

impacted by the existing relations in the matrix. Some indications of employee dissatisfaction are easy

to identify, like low talent retention.

In interview IT08, three capabilities were assessed in depth. The first was Support learning culture

and experimentation (C08) where change KPIs MLT, deployment speed, and work in progress were

explained to have a strong impact while practicing this capability. The second, Transformational leader-

ship (C21) was also confirmed to have and influence on customer feedback due to attention that these

leaders are putting in all the life cycle process in order to improve it. Lastly, Lightweight change ap-

proval (C27) was mentioned to be missing an obvious impact relationship in wait time operating KPI.

It was also stated the importance of visionary inspirational communication, personal recognition and

intellectual stimulation by supportive leadership while adopting DevOps capabilities.

In interview IT09 the most evaluated capability was Database Change management (C15). For

operating KPIs there were missing relations on SLAs / SLOs, wait time and cultural KPI talent retention.

Database change management is one of a set of capabilities that helps organizations produce better

software and perform better. It should be possible to track database changes and those should be

implemented and reconciled as quickly as feasible, while still protecting data privacy inside the database

context. In the end, talent retention cultural KPI was also stated that by personal experience when C15

improves there is not only team happiness rising but also fewer people leaving.

In the last evaluation interview IT10 the previous Database Change management (C15) relationships

were confirmed also adding MTTD and in Shift Left on security (C20) adding related KPIs pipeline

success rate and production error rate. Regarding managing database changes, it was stated to be a

difficult process. It is much more challenging when just getting started on a project and the data model

is continuously changing. There was also a valuable discussion about capabilities being multifaceted

and dynamic, allowing different areas of the company to tailor their approach to improvement and focus

on the skills that would bring them the most value.

8.1.2 Evaluation Results

In this section, the key results of the evaluation done with ten interviews iterations are summarized.

Primarily it is seen in Table 8.2 that the additions or updates to the matrix have become residual, which

confirms the data saturation already observed in Section 7.1.4.

A summary of all updated relations in each iteration can be found in Table 8.2, together with the total

relations and the relative percentage of each change. There were residual relations suggested between
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capabilities and metrics, but there were no suggestions for changing capabilities, metrics or categories,

therefore not expressed in the table.

Table 8.2: Relations updated in the artifact during each evaluation iteration.

Evaluation Change KPI Operating KPI Cultural KPI| Business KPI Updated
Iterations M02 M03 M04 M06 M09 M10 M12 M15 M17 M19 M01 M05 M07 M08 M11 M13 M20 M21 M22 M18 M42 M59 M14 M16 Relations Total Percentage

IT01 C06 C22 C22 C22 C06 C06 C22 C06 8 340 0.90%

IT02 C24 C24 C24 C24 C06 C06 C24 7 347 0.79%

IT03 C24 C24 C24 C24 4 351 0.45%

IT04 C23 C37 C23 C23 C23 C23 6 357 0.68%

IT05 C09 C28 C09 C09 C09 C28 C02,C03 8 365 0.90%

IT06 C14 C18 C14 C14 C14 C14 C14 7 372 0.79%

IT07 C20 C20 C12 C12 C12 C20 C20 C12 8 380 0.90%

IT08 C08 C08 C08 C27 C21 5 385 0.56%

IT09 C15 C15 C15 3 388 0.34%

IT10 C20 C15 C20 3 391 0.34%

Legend:

M01 - Mean Time To Recover; M02 - Mean Lead-time for Changes; M03 - Deployment Frequency; M04 - Change Failure Rate; M05 - Service
Availability and Uptime; M06 - Deployment duration time; M07 - Mean Time To Detection; M08 - Application response time; M09 - Defect escape
rate; M10 - Cycle Time Value; M11 - SLAs and SLOs; M12 - Deployment size; M13 - Production Error and Incident rate; M14 - Customer tickets
Volume and Feedback; M15 - Mean time to failure; M16 - Customer Usage and traffic; M17 - Pipeline automated tests success/fail rate; M18 -
Westrum organizational culture measures; M19 - Automated Test Code Coverage; M20 - Work in Progress/Load; M21 - Unplanned Work Rate; M22
- Wait Time; M42 - Team Happiness; M59 - Talent retention.

C02 - Continuous Integration; C03 - Continuous Delivery and Deployment automation; C06 - Continuous Improvement of processes and workflows;
C08 - Support learning culture and experimentation; C09 - Empower teams to make decisions and changes; C12 - Cloud infrastructure and cloud
native; C14 - Loosely coupled architecture; C15 - Database change management; C18 - Containerization; C20 - Shift left on security; C21 -
Transformational leadership; C22 - Trunk based development; C23 - Monitor systems to inform business decisions; C24 - Westrum organizational
culture; C27 - Lightweight change approval; C28 - Visibility of work in the value stream; C37 - Visual management capabilities.

As can be seen, the changes to the artifact are now modest in contrast to the previous phase,

indicating that the evaluation was successful and supporting the proposal’s design [290].

8.2 Validated Artifact

Using the validated artifact here presented, business executives and organization leaders will be able to

evaluate the various DevOps capabilities in relation to the outcomes, identifying the capabilities that re-

quire the most significant long-term enhancements and highlighting the capabilities that should become

the primary focus of future IT investments as seen in Table 8.3.

As a few participants mentioned, this will also allow the organization to stimulate discussions about

how each capability impacts DevOps adoption, allowing them to figure out where they can get the most

value from. Like what capabilities, if included from the start, would have the most influence on a variety

of KPIs.

This capability matrix is outcome-based, focusing on important outcomes (KPIs) and how capabilities

promote change in those outcomes. This gives clear guidance and strategy on high-level goals (with an

emphasis on capabilities to enhance key outcomes) to technical leadership. It also allows team leaders

and individual contributors to define progress targets for the current time period based on the capabilities

their team is working on.
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Table 8.3: Validated artifact with categorized DevOps capabilities influencing main metrics.

Change KPI Operating KPI Cultural KPI Business KPI
M02 M03 M04 M06 M09 M10 M12 M15 M17 M19 M01 M05 M07 M08 M11 M13 M20 M21 M22 M18 M42 M59 M14 M16

Cultural

C01 X X X X X X X X X X X X X X

C08 X X X X X X X X X X X

C19 X X X X X X X

C21 X X X X X X X X X X X

C24 X X X X X X X X X X X X X X X X X X X

C31 X X X X X X X X X X X X X X

C33 X X X X X X

Technical

C02 X X X X X X X X X X X X

C03 X X X X X X X X X X

C07 X X X X X X X X

C09 X X X X X X X X X X X X X X X X X X X X

C11 X X X X X

C12 X X X X X X X X X X X X X X X

C13 X X X X X X

C14 X X X X X X X X X X X X X X X X X

C15 X X X X X X X X X X X X X X

C16 X X X X X X X X X X X

C18 X X X X X X X X X X X X X

C20 X X X X X X X X X X X X X X X X X X X

C22 X X X X X X X X X X X X X X X

C26 X X X X X X X X X

C34 X X X X

C35 X X X X X X X X X X X X X

C36 X X X X

Measurement

C04 X X X X X X X X

C17 X X X X X X X X X

C23 X X X X X X X X X X X

C29 X X X X X X X

C37 X X X X X X X X X X X

Process

C06 X X X X X X X X X X X X X X

C10 X X X X X X

C25 X X X X X X X X X X X

C27 X X X X X X X

C28 X X X X X X X X X

C30 X X X X X X

C32 X X X X X X

Legend:

X : Updated relation.

M01 - Mean Time To Recover; M02 - Mean Lead-time for Changes; M03 - Deployment Frequency; M04 - Change Failure Rate; M05 - Service
Availability and Uptime; M06 - Deployment duration time; M07 - Mean Time To Detection; M08 - Application response time; M09 - Defect escape
rate; M10 - Cycle Time Value; M11 - SLAs and SLOs; M12 - Deployment size; M13 - Production Error and Incident rate; M14 - Customer tickets
Volume and Feedback; M15 - Mean time to failure; M16 - Customer Usage and traffic; M17 - Pipeline automated tests success/fail rate; M18 -
Westrum organizational culture measures; M19 - Automated Test Code Coverage; M20 - Work in Progress/Load; M21 - Unplanned Work Rate; M22
- Wait Time; M42 - Team Happiness; M59 - Talent retention.

C01 - Cross team collaboration and communication; C02 - Continuous Integration; C03 - Continuous Delivery and Deployment automation; C04 -
Proactive Monitoring; Observability and autoscaling; C05 - Test Automation and environments; C06 - Continuous Improvement of processes and
workflows; C07 - Version Control System; C08 - Support learning culture and experimentation; C09 - Empower teams to make decisions and
changes; C10 - Focus on people; process and technology; C11 - Configuration Management; C12 - Cloud infrastructure and cloud native; C13 -
Artifacts versioning and registry; C14 - Loosely coupled architecture; C15 - Database change management; C16 - Infrastructure as Code; C17 -
Emergency response; C18 - Containerization; C19 - Open source software adoption; C20 - Shift left on security; C21 - Transformational leadership;
C22 - Trunk based development; C23 - Monitor systems to inform business decisions; C24 - Westrum organizational culture; C25 - Working in small
batches; C26 - Centralized log management; C27 - Lightweight change approval; C28 - Visibility of work in the value stream; C29 - Working in
progress limits; C30 - Customer feedback; C31 - Blameless Postmortems; C32 - Data-driven approach for improvements; C33 - Job satisfaction;
C34 - Test data management; C35 - Chaos Engineering; C36 - Code maintainability; C37 - Visual management capabilities.
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In this chapter, we conclude the research done with communication, general conclusions, limitations and

future work.

9.1 Communication

Out of the research already done, the two MLRs have been submitted for approval and publication in

two different journals with Q1 rank. The MLR on DevOps capabilities has been submitted for publication

in Transactions on Software Engineering (IEEE, h-index:169) and was recommended by the editors to

undergo a Major Revision. The paper is being revised, and a new revision will be re-submitted soon.

The MLR on DevOps metrics was submitted to Information Processing and Management (Elsevier, h-

index:101) on 26th September 2021.

9.2 Research Conclusions

This study has brought important contributions to both academia and industry on the DevOps topic.

In summary, a Design Science research was done that includes two MLRs on DevOps capabilities, in

DevOps metrics and 21 semi-structured interviews in the build phase. To find literature, Google search,

Scopus, Web of Science, IEEE, ACM, and EBSCO were utilized, and after applying the inclusion and

exclusion criteria and snowballing, 207 papers were identified as relevant to these study topics. In order

to evaluate the research proposal, 10 semi-structured interviews were done, resulting in a validated

Capability Evaluation Matrix.

• This study proposes a consensus definition distinguishing capabilities from practices, based on

academic and industry literature review.

• A thorough investigation was conducted in order to find a consensus definition of DevOps metrics

across academics and practitioners.

• It was investigated and exposed where the capabilities and practices are mentioned in literature

(RQ2) and what are their differences seen (RQ3).

• The purpose of each metric is identified in detail (RQ5) and the reason why each metric is important

is analyzed (RQ6).

• From all the literature review done in this research, 37 DevOps capabilities (RQ1) and 24 validated

DevOps metrics (RQ4) were identified.

• DevOps capabilities have been researched, explained and after a careful evaluation categorized

(RQ7). The same rigorous work was conducted for DevOps metrics (RQ8).
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• In order to develop a core study proposal, this investigation drafted the DevOps capabilities that

have a beneficial influence in each of the key metrics (RQ9).

• The major outcome of this research is a Capability Evaluation Matrix presented in Section 8.2,

which has been proposed, debated, and validated by DevOps practitioners.

A set of interesting conclusions arise when identifying the analysis vector that connects the capability

categories to the KPI categories based on the validated artifact in Table 8.3. In Table 9.1 the most

evident conclusion is that cultural capabilities have a strong impact for improving the cultural KPIs and

the highest overall impact.

Table 9.1: Capability categories weight on KPI categories.

Change KPIs Operating KPIs Cultural KPIs Business KPIs Total AVG

Cultural capabilities 45.71% 39.68% 90.48% 42.86% 54.68%
Technical capabilities 49.44% 61.90% 46.30% 33.33% 47.74%
Measurement capabilities 20.00% 64.44% 26.67% 30.00% 35.28%
Process capabilities 30.00% 33.33% 52.38% 42.86% 39.64%

Nevertheless, operating KPIs are mostly impacted by technical and measurement capabilities. How-

ever, process capabilities are the second most impactful on cultural KPIs and when looking at what are

the main drivers of change those are technical, cultural and process capabilities. As a result, organi-

zations should prioritize not only technology, but also cultural and process improvements. A DevOps

capability is defined as the ability to do perform a DevOps practice or by the quality, or state of being

capable. These capabilities are, dynamic and have been growing and changing over the years, being

defined by the ability of an organization to perform DevOps practices, or by the quality, or state of being

capable. The two capabilities with most relations to metrics are, in order, C09-Empower teams to make

decisions and changes and C24-Performance organizational culture.

A DevOps metric is defined as a quantifiable, business-relevant, trustworthy, actionable and traceable

indicator that aids organizations in making data-driven decisions to continuously improve their software

delivery process. The five top metrics with most of the relations in the model, that an organization should

start by measuring are, in order, M03-DF, M01-MTTR, M42-Team happiness, M02-MLT and M04-CFR.

Metrics have been extended to 24, divided into four KPI categories: change, operating, cultural and

business.

Finally, it was also perceived that releasing software with both speed and stability is achievable if

the company is continuously monitoring the appropriate metrics and improving the right capabilities by

focusing on the outcomes, rather than just following a prescribed path for each team.
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9.3 Limitations

Identified limitations of this study include the fact that it is based on MLR, therefore, a part of the material

has not gone through the critical peer-review process that academic research is typically exposed to. To

mitigate the impact of this danger, it was chosen to design the review procedure using the recommen-

dations given by Garousi et al. [3] and to conduct each step using this method.

Semi-structured interviews used in this research usually require a large enough variety sample to

yield precision and variety of opinions. To address this problem 31 interviews were conducted [297].

The use of search terms and search engines may result in an inadequate selection of primary materials.

Formal searches were conducted using particular keywords, and specific source code was used to

decrease the chance of missing all relevant studies and increase the dependability of repeating this

study.

For the year 2021, this research was limited to only three months. Although the year 2021 is present,

it is irrelevant for the extraction of the data because the three-month analysis is insignificant. Lastly, the

inclusion of English-only publications, which may exclude relevant research in other languages, was a

limitation.

9.4 Future Work

What was revealed in this study will assist to feed new research so that future studies can evaluate if

certain metrics are still common and should be explored further researching the possible ways to put

these capabilities, metrics and relations into practice.

The relationship matrix used in the artifact may also be expanded to indicate whether the influence

or impact on the metric can be verified as positive or negative. Based on this, it should be possible to

produce a heat map for a capability model that would be easier to use in management decisions.

At the organizational level, we still don’t know which measures are already being utilized by which

industries. What other organizational factors have the most influence on each of the main, important

metrics and if we can influence these factors, or how? Is it possible to expose the metrics, capabilities

and their influencing factors in information systems in order to support management decisions [11]?

In contrast, there is still debate going on [100,203,204,238] regarding: Should all of these indicators

be tracked regularly? Which metrics are capable of being monitored automatically? Which metrics can

only be monitored using surveys? All are interesting questions to investigate.

Lastly, as demonstrated in Section 6.3, better monitoring the software delivery process is extremely

significant and sought. DevOps metrics should try to measure efficiently the right aspects in order to

determine whether DevOps is effective.
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Table A.1: Questions used in the research proposal, adapted from [9].

ID Related
RQs Type Question

1 Background Information

1.1 - Closed-ended How large is your organization?

1.2 - Open-ended How do you see your current DevOps adoption?

1.3 - Closed-ended What is your team size currently?

2 Methods

2.1 - Open-ended What software engineering methods or capabilities are you using?

2.2 RQ1 Open-ended What capabilities of DevOps are you using and why?

2.3 RQ4 Open-ended What metrics should be tracked in the DevOps process and why?

3 Categorization

3.1 RQ7 Open-ended How are DevOps capabilities categorized?

3.2 RQ8 Open-ended How are the main metrics categorized?

4 Software Life Cycle Impact

4.1 - Open-ended What aspects most impact your day to day work?

4.2 RQ9 Open-ended What DevOps capabilities have a positive impact in which main metrics?

4.3 RQ9 Closed-ended Do you see any relations that are missing or incorrect in the shown table?

5 DevOps Capabilities Challenges and Benefits

5.1 - Open-ended Any other DevOps capabilities challenges or benefits you would like to mention?

6 DevOps Metrics Challenges and Benefits

6.1 - Open-ended Any other DevOps metrics challenges or benefits you would like to mention?
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Table A.2: Interview iterations topics used in the evaluating the proposed artifact, adapted from [9].

ID Related
RQs Type Question

1 Background Information

1.1 - Closed-ended How large is your organization?

1.2 - Open-ended How do you see your current DevOps adoption?

1.3 - Closed-ended What is your team size currently?

2 Categorization evaluation

2.1 RQ7 Closed-ended Do you agree with the DevOps capabilities categorization shown?

2.2 RQ7 Open-ended If not how would you categorize capabilities?

2.3 RQ8 Closed-ended Do you agree with the DevOps metrics categorization shown?

2.4 RQ8 Open-ended If not how would you categorize capabilities?

3 Capabilities and Metrics evaluation

3.1 - Open-ended Do you see value in using this evaluation matrix and why?

3.2 RQ1 Open-ended Do you agree or disagree with any of these DevOps capabilities and why?

3.3 RQ4 Open-ended Do you agree or disagree with any of these DevOps metrics and why?

4 Impact based evaluation

4.1 RQ9 Closed-ended Do you disagree with any of the relations shown in the table and why?

4.2 RQ9 Open-ended What more DevOps capabilities have a positive impact in which main metrics?

4.3 - Open-ended What would be your expected results from applying these capabilities and metrics in your
organization?
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Listing B.1: Python code for consistent fetching of large number of Google search results.

1 #!/usr/bin/env python
2 # -*- coding: utf -8 -*-
3 # This code fetches google search results in a systematic form for MLR
4 # Author: Ricardo Amaro
5 # Date: February 2021
6 # Requirements: `pip install requests bs4 pandas `
7

8 from requests import get
9 from bs4 import BeautifulSoup

10 import pandas
11 import time
12

13 def csv_dump(results , name):
14 print(results , name)
15 df = None
16 df = pandas.DataFrame(results)
17 df.index += 1
18 df.to_csv(name + '.csv')
19

20 def parse_results(raw_html):
21 soup = BeautifulSoup(raw_html , 'html.parser ')
22 result_block = soup.find_all('div', attrs ={'class ': 'g'})
23 for result in result_block:
24 link = result.find('a', href=True)
25 title = result.find('h3')
26 if link and title:
27 yield { 'URL': link['href'], 'Title ': link.text.strip() }
28

29 def google_search(query ,max_results =500, num_results =100, lang="en"):
30 usr_agent ={'User -Agent ': 'Mozilla /5.0 (X11; Linux x86_64; rv :10.0) \
31 AppleWebKit /537.36 (KHTML , like Gecko) Chrome /61.0.3163.100 Safari /537.36 '}
32 escaped_query = query.replace(' ', '+')
33 results = []
34 for start in range(0,max_results ,num_results):
35 google_url = 'https ://www.google.com/search?q={}& num ={}& start ={}&hl={}'.format

(
36 escaped_query , num_results +1, start , lang)
37 print(google_url)
38 time.sleep (3)
39 response = get(google_url , headers=usr_agent)
40 response.raise_for_status ()
41 results += parse_results(response.text)
42 return results
43

44 def get_results(query , name):
45 print(query , name)
46 results = google_search(query)
47 print(results)
48 csv_dump(results , name)
49

50 if __name__ == '__main__ ':
51 get_results(
52 'devops AND (practices OR capabilities)',
53 'capabilities ')
54 get_results(
55 'devops AND (metrics OR measures OR kpi OR indicator)',
56 'metrics ')
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