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Resumo

O uso de informação biométrica é uma necessidade emergente na nossa sociedade, com a biometria facial a fazer
parte da escolha natural em processos de autenticação. Modelos bidimensionais de faces permitem ataques de
apresentação facial, efetuados recorrendo a fotografias ou ecrãs. Para elevar os níveis de precisão, fidelidade e
segurança em autenticação por biometria facial é necessário investigar modelos tridimensionais. Este trabalho
investiga a aplicação de câmaras plenópticas à reconstrução 3D de faces, com foco em zonas de gradiente baixo.
As câmaras plenópticas captam diferentes pontos de vista simultaneamente, permitindo extrair informação 3D de
cenas (reconstruir) através da redundância de informação.

As metodologias de reconstrução atuais, baseadas em edge-points, mostram dificuldades em zonas de baixo
gradiente. Nesta tese, é conduzido um estudo preliminar para aferir se zonas de baixo gradiente possuem in-
formação para reconstrução, recorrendo a light field shearing em dados sintéticos. Concluiu-se que, dividindo
zonas de baixo gradiente (não nulo) em segmentos suficientemente grandes, é possível recuperar informação para
reconstrução. É proposto um método para reconstrução facial, que visa complementar os métodos edge-based,
recorrendo à aplicação de light field shearing a segmentos delimitados por, mas não contendo, gradientes eleva-
dos.

As experiências efetuadas utilizando o método proposto, em dados sintéticos e reais, mostram uma recon-
strução consistente em zonas de baixo gradiente. O método proposto para reconstrução facial fornece informação
capaz de complementar a reconstrução efetuada por métodos edge-based. A performance de dois métodos de
reconstrução alternativos, conhecidos na literatura, foi analizada no contexto de reconstrução de faces tendo o
método proposto fornecido resultados comparativamente promissores.

Palavras chave: Imagiologia Plenóptica, Arranjo de Câmaras, Reconstrução 3D, Confiança na Reconstrução,
Reconstrução em Zona de Baixo Gradiente
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Abstract

In our evolving society the use of biometric information is an increasingly pressing need, with facial biometrics
having a large expected role in authentication applications. Two dimensional face models allow presentation
attacks, based on photographs or displays. Research in the three dimensional face models is necessary to achieve
higher levels of accuracy and reliability resulting in improved security. This work aims to investigate the use
of plenoptic cameras in 3D face reconstruction, focusing on the reconstruction of low gradient areas. Plenoptic
cameras capture a scene from different viewpoints, and store the information in a single image sensor. That
information is sufficient to acquire 3D information from scenes, i.e., perform reconstruction.

Current face reconstruction methodologies based on edge-points reveal difficulties within low gradient areas.
In this thesis, a preliminary study, conducted on synthetic data, assesses whether low gradient areas encompass
relevant reconstruction information, considering light field shearing. The study shows that segmenting low (non-
zero) gradient areas into large enough patches allows finding sufficient registration information. The application
of light-field shearing on patches bordered by, but not containing, high gradients, is the basis proposed for a face
reconstruction method which can complement edge-based reconstruction methodologies.

Experiments on synthetic and real data show consistent depth estimation in low gradient areas using the pro-
posed method, being capable of providing additional information to edges-based reconstruction. Two well known
reconstruction methodologies have been analyzed for their performance in the context of face applications, and the
proposed reconstruction method has been found to provide promising comparison results.

Keywords: Plenoptic Imaging, Camera Array, 3D Reconstruction, Reconstruction Confidence, Low Gradient
Depth Estimation.
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Chapter 1

Introduction

Three-dimensional face models are widely used for biometric systems, face verification, facial expression recog-
nition, 3D visualization, and so on. However, reconstructed models of the face generated from the optical setups
used are quite noisy, due to the lack of texture and thin structures present in the face.

Plenoptic cameras [36, 39] are capable of imaging a scene from different perspectives. The information of
the different perspectives is stored on a single image sensor which allows the acquisition of dynamic scenes and
perform 3D reconstruction easily [35].

This thesis is developed in the framework of the research project proposal “Plenoptic Face Imaging and Biomet-
rics in Identity Documents for Security Applications” (PlenoFace). PlenoFace focuses on strong authentication
combined with robust ID-docs, with a scope ranging from hardware selection, ID-doc manufacturing, and the
authentication itself. For more information regarding the project and application cases please refer to annex A.
The research motivation of this thesis is exploring the use of light field imagery, acquired with plenoptic cameras
[36, 39], to perform 3D reconstruction which may aid face detection and recognition processes.

1.1 Face Reconstruction in Security Applications

An application of face reconstruction is using facial imaging to access a secured place, as presented in the sto-
ryboard of Fig. 1.1. A person, who has a picture of his face previously stored in a local access-control database,
arrives at the entrance of a secured location. A picture of the face is automatically captured, as seen in Fig. 1.1(a).

The captured picture is compared to the images stored in the access-control database. This enables the vali-
dation of the person’s ID and verification of permissions to access the area Fig. 1.1(b). If it is a match, and the
access is granted, the person can enter the premises, Fig. 1.1(c). For further insight on possible applications of this
research please refer to annex A.

Three-dimensional face models are widely used in biometric systems. The quality of the 3D reconstruction is
crucial for these systems, and reconstructed face models are noisy, due to the lack of texture and the thin structures
present in the face.

Presentation Attack Detection (PAD) is currently recognized as a need for biometric systems [42, 41]. Plenoptic
(light field) cameras enjoy similar advantages to the conventional RGB cameras nowadays, such as being point and
shoot, portable and having low cost. Therefore, sensors such as plenoptic cameras can help developing new PAD
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(a) (b) (c)

Figure 1.1: Storyboard: using face recognition to access a secured place. In (a) a person arrives at the entrance
of a secured location and has their picture taken. In (b) their ID and permissions are verified in the access control
database. In (c) access is granted only to authorized personnel.

solutions [46, 47].
Furthermore, the ubiquity of smartphones makes them the device of choice for strong authentication. In [33]

Mildenhall et al. propose a light field acquisition setup based on images acquired by smartphones and view
synthesis. This work, further adds to the argument by opening the door for the general public to acquire light field
imagery at a low cost.

1.2 Reconstruction in Facial Biometrics

Facial structure is a widely accepted biometric in security applications. Facial biometry systems originated in
the military in the 1960s and started as manual systems. In the 1990s this area of research was dominated by
solutions mapping the input to a lower-dimensional space, like eigenfaces determined by principal component
analysis (PCA) [49], independent component analysis [5] or kernel PCA [2], using conventional cameras.

Later, model based solutions were developed to overcome sensitivity to scale, pose and facial expression.
These solutions derive geometrical features [54], whereas multiple scales, orientations, and frequency bands are
addressed by descriptors such as: local shape map [56], local binary patterns or local phase quantization [3].

Recent research was instigated by the development of deep neural networks, namely convolutional neural
networks (CNN), yielding promising results. For example, the GaussianFace algorithm (2014) developed by
the University of Hong Kong [29], surpasses humans’ identification score. Facebook’s DeepFace [37] achieved an
almost like human identification score. Google’s FaceNet [44] achieved a new record of identification score of over
99.5%. Other methods arose, such as recovery of a 3D model from a single image [55], resorting to auto-encoder
chains. However, sophisticated forgery techniques also leveraged this technology, such as deepfake image/video
generation [53].

Application to light fields had significantly less research efforts. Feng et al. proposed FaceLFNets [18], taking
advantage of the 3D information extracted from light field imagery and the learning capabilities of CNNs, allowed
the model to recover horizontal and vertical 3D facial curves. Using a curve by curve reconstruction approach,
this method generalizes well for new data, thus, requiring few training samples. Also, it presented a reduction of
reconstruction errors by over 20% comparing to the state of the art. Furthermore, the use of a model-free approach
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provides additional robustness to changes in pose, facial expressions, ethnicity and illumination.

Alperovich et al. proposed a Deep Encoder-Decoder network [4] to extract light field intrinsics in an unsu-
pervised manner. Namely, it performs disparity estimation, diffuse/specular component separation and light field
reconstruction. Since it performs the separation between specular and diffuse components it is able to estimate
depth in highly specular scenes [4].

In the line of handling specularity in light fields Johannsen et al. proposed a sparse coding [26] approach to
detect if a light field possesses multiple layers. To perform specularity separation a Gaussian is fitted to the sparse
coding coefficients. This helps to determine if specularity is present, and uses the appropriate two-layer model if
so, which then enables disparity estimation to be performed.

Regarding general light field methods, Ferreira et al. [21, 20, 19] also developed work in the field of recon-
struction, focusing on the depth estimation aspect. Proposing a fully automated method for depth estimation from
a single light field image, with results comparable to the state of the art achieved in significantly less time, already
considering a trade-off between computation time and accuracy. The method uses different focal length lenses, so
it is functional even without the calibration data of the micro lens array, and enables all in focus renders with the
dense depth map generated.

Concerning light field applied to faces, Dihl et al. [15] proposed a content-aware filtering methodology for
2.5D meshes of faces, recovered from light field images or images acquired with sensors like Kinect. This method
preserves intrinsic features resorting to exemplar-based neighborhood matching. First, using previous knowledge
of the model’s geometry to improve matching, and then determining which regions have the same intrinsic geo-
metric similarities to be compared. Thus, it is able to remove noise of a 2.5D face.

1.3 Problem Formulation

The European Union currently faces a challenge to protect its citizens’ freedom and security without compromising
their privacy nor limit their freedom. Directives imposing strong (multi-factor) authentication are already in place,
including biometric information.

The use of biometric information to provide stronger authentication is becoming increasingly important for
human activities such as banking or internet based businesses. Nowadays, face biometry is already used to unlock
smartphones and computers. However, new methodologies need to be investigated, such as 3D face models, in
order to raise security to the highest level possible.

The objective of this thesis is to help provide facial biometric information to help authentication processes,
specifically, in the area of 3D face reconstruction. The ultimate goal is to have a solution that captures an image
and is able to produce a three-dimensional model of the face that can be used by recognition and/or authentication
processes.

A way to provide depth information, from a single image, is resorting to plenoptic setups. The images cap-
tured by these setups can be used to retrieve three-dimensional information, and consequently, reconstruct the 3D
structure of a face.
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1.4 Thesis Structure

Chapter 1 introduces the problem to approach in the thesis, in particular presents a short discussion on the state of
the art on facial biometrics and reconstruction. Chapter 2 introduces face modeling, then presents background and
related work on modeling plenoptic cameras and reconstruction methodologies. Chapter 3 introduces the shear-
ing operation, then presents a series of conceptual experiments that culminate in a depth reconstruction method
for low gradient areas. Chapter 4 expands the method presented in the previous chapter to be applicable to face
reconstruction, resulting in the proposed method for face reconstruction. Chapter 5 details the experiments per-
formed with faces, from the creation of the synthetic face models to the results attained with several reconstruction
methodologies. Chapter 6 summarizes the developed work and highlights the main achievements. Moreover, this
chapter proposes further work to extend the activities described in this document.



Chapter 2

Background on Plenoptic Imaging and
Facial Biometrics

As mentioned in Chapter 1, plenoptic cameras enable single shot capture of sufficient information to retrieve 3D
structure of the world. To comprehend how light fields yield this information it is necessary to model the plenoptic
camera. Furthermore, an introduction to the process of camera calibration is required to understand how the
recovery of world information from the captured imagery is performed. Afterward, we can study reconstruction
methodologies that enable the recovery of metric information. The contents on this chapter follow this order
of needs, starting with the plenoptic camera model, the calibration process and background on reconstruction
methodologies.

However, before proceeding into the camera model we describe the fundamentals of face modeling which
enable the creation of synthetic data required for the experimentation phase.

2.1 Face Modeling

The confinement imposed due to the Covid-19 pandemic prevented the acquisition of real datasets. Therefore,
a choice was made to generate synthetic face datasets, which requires modeling faces. To generate human face
models a reconstruction process is required to have them looking as real as possible. Modeling of 3D faces is a
popular area in Computer Graphics and Computer Vision. It requires a translation from two dimensional space
(picture) to the three dimensional space (face model). Several techniques have been created for this purpose, using
one or multiple cameras, 3D scanners, and combinations of sophisticated software and hardware. This section
covers the fundamentals of the methodology applied in section 5.1.

Face Models

The human brain has a predisposition toward facial recognition. Humans use the face as the main distinguishing
feature between people due to its discernible features, such as eye and hair color, shape of sensory organs and
wrinkles. Infants are biologically programmed to recognize subtle differences in anthropomorphic facial features,
developing these skills to nearly adult levels before any other types of images [17].
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The discernible features are generally related to high gradients in the image, such regions are highlighted in
green Fig. 2.1 (a). A detail of gradient information is provided through a mesh plot in Fig. 2.1 (c) where we can
observe high gradients (in yellow) associated with the eyes, nostrils, mouth or expression wrinkles.

However, faces are also comprised of smooth areas, with low gradients, which are highlighted in red in Fig. 2.1
(a) and correspond to the green/blue regions in Fig. 2.1 (c). Nonetheless, as seen in Fig. 2.1 (b) these regions still
have high intensity level, so we assume that the captured rays still possess reliable information.

(a) Face region highlight (b) Gray level image (c) Gradient of the image

Figure 2.1: Types of gradient regions found in the face. In (a) a highlight of face regions, with red outlining low
gradient regions and green the high gradient regions. In (b) a mesh plot of the gray scale image that reveals pixel
intensity. In (c) a mesh plot of gradient information found in the face.

Model Generation

The problem of face modeling, can be divided in three steps: data acquisition; 3D registration followed by 3D
model deformation; and texture generation to cover the 3D model [16].

The data acquisition is the process of capturing the reality through photographs. The required resolution
depends on the number of feature points in the projection pattern to be used, more points imply higher resolution
required but yield better results.

Then, features are extracted with the help of a mesh, connecting a dot pattern, that is projected in the subject’s
face. Feature points are meant to be easy of detect regardless of the perspective, for instance: inner and outer
corners of eyes; upper and lower connections of the ears to the face or corners of the mouth.

The registration of the feature points is then performed, resulting in 3D coordinates for the feature points.
The calculation is done according to a standard 3D face model, fixing the height to the model and leaving width
and depth free for adjustment. The deformation is then performed, adjusting the position of the standard model’s
feature points to match the registered feature points.

The final step is texture generation, which requires the reference images, a texture map and the deformed face
mesh. The process consists on gathering color values from the original images and collect them in the appropriate
locations of the texture image, now transformed to fit the texture map.

Filtering of Meshes of Faces

Alternatively, 2.5D cameras can be used to obtain a face model. However, these meshes are very noisy leading to
mistakes on person recognition, pose detection and facial expression recovery.
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Assuming prior knowledge about the structure of faces, one can match local features because of intrinsic
geometric similarities despite the difference in the macro features. Dihl et al. [15] propose using an exemplar-
based neighborhood matching to filter the intrinsic features to be preserved, while simultaneously the geometric
nature of the model helps to improve matching. Also, facial feature points are used to define regions in which all
points have intrinsic geometric similarities [15].

The neighborhood of each point on the model is compared to the neighborhoods at the exemplars, and its
position replaced by the position of the respective best match. This search is done using a Nearest Neighbor
method implemented by Kd-tree with PCA [23].

Then, an improvement of the neighborhood matching is performed to cope with macro-characteristics that
are not in the exemplars. In such case an adjustment is made to comprise these similarities. The search is con-
strained corresponding regions, therefore there must be a subdivision of regions, and this process shall meet three
conditions:

1. Existence of feature points, at correspondent places, for all faces;

2. The union of regions must cover the whole face;

3. The area of each region must be inversely proportional to the expected noise;

The process to meet these criteria begins with a definition of facial features (condition 1) [50], addition of
further points generated by geometric operations on the existing feature points (condition 2) and a deformation of
the models according to feature points. Now it is possible to compare each model to a filtered version, create an
error map, calculate the expected error of the region, and find the smallest size for the larger region such that all
sets of regions cover the respective model (condition 3).

2.2 Plenoptic Imaging

Conventional cameras are inspired on the behavior of human eyes, comprising a sensor and a main lens. Plenoptic
cameras are also inspired in a biological design, the compound eye found in some insects and crustaceans, such as
bumblebees and mantis shrimps.

The most common plenoptic cameras are built based on an array of microlenses in front of a main lens, to
create an artificial compound eye (see Fig. 2.2(a)). The main lens is designed to be well approximated by a
thin lens model. Each microlens is modeled as a pinhole that captures a slightly different perspective from its
neighboring lenses (Fig. 2.2(b)), thus enabling depth estimation of the scene (Fig. 2.2(c)).

The definition of plenoptic function arises from the question “What can potentially be seen?” [1]. The plenoptic
function represents the light intensity spectrum, for all directions at every 3D point, along time. It is characterized
by seven parameters:

• (x, y, z) spacial coordinates or viewing position;

• (az, el) angular coordinates (azimuth and elevation) or ray parametrization;

• (λ, t) wavelength or color, and time instant.
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(a) (b) (c)

Figure 2.2: Camera array and light field scene reconstruction. In (a) raw light field image and zoom of the
microlenses. In (b) camera array, showing the central camera field of view, with distances between projection
centers multiplied 50 times and obtained 3D reconstruction. In (c) reconstructed depth map. Extracted from [34].

Plenoptic cameras [43] acquire light field images, which are 4D samples of the 7D plenoptic function. These
images are obtained considering: one time instant, constant radiance along the rays and still monochromatic imag-
ing; thus removing t, z, λ respectively. Light field images represent the light intensity in multiple directions for
each point in a plane, as opposed to pinhole cameras, where different light rays reflected by each point in the object
space are captured in a single pixel location in the image space [14].

Though usually represented by the 4D sample, light fields can also be viewed as a collection of 2D viewpoint
images, with projection centers slightly deviated from each other. Thus, standard plenoptic cameras (SPC) can be
seen as a camera array [34], where each camera corresponds to a viewpoint that captures a different image. An
example of camera array is presented in Fig. 2.2(b) alongside a 3D reconstruction of the captured scene. Notice in
Fig. 2.2(b) the distance between the projection center of each camera, represented in blue, is augmented 50 times
to be clear in the image.

Because of their approximately continuous baseline, SPCs allow the computation of disparities as gradients of
Epipolar Plane Images (EPIs). Using the redundancy of information in light fields opens the possibility of single
image depth estimation [10, 22] provided the gradients on the image are not zero.

The restriction on spacing between viewpoints limits the field of view and, consequently, the 3D reconstruction.
However, in the proposed application this should not present any issues since the face can be well captured from
frontal perspectives.

2.2.1 Back-projection Model

Light fields are typically defined in the so called object space. In the object space the light field is parametrized
using two parallel planes, Ω and Γ, perpendicular to z and with the reference frame of the camera at their center
(see Fig. 2.3). This results in a pair of coordinates (s, t), defined in parametrization plane Γ, that identify the
point where the light ray intersects the plane. And another pair (u, v) which expresses a direction, given by the
intersection of the light ray with the plane Ω at unitary distance from Γ.

The notation for this light field is, as proposed by Dansereau et al. [14], the following:

Lobj : (s, t, u, v) ∈ IR4 → I (2.1)

where I can be in IR or IR3 depending on whether it is a gray scale image or an RGB image. The relation between
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Figure 2.3: Geometry of a standard plenoptic camera, with parametrization spaces marked. Extracted from [34].

a world point [x, y, z]T and the light field is given by:xy
z

 =

st
0

+ λ

uv
1

 , λ ∈ IR . (2.2)

Light fields can be also represented in the so called image space (see Fig. 2.3). This parametrization is in-
trinsically related to the camera. The light field in image space is parametrized by two pairs of coordinates: the
pair (k, l) which represents the selection of a microlens and the pair (i, j) which indexes the pixel underneath the
selected microlens.

Since the capture occurs in the image space and the metric information is present in the object space, there is
a need for conversion between both spaces. The transformation of light field coordinates is a back-projection, as
proposed by Dansereau et al. in [14]. Here we will follow the notation of Marto et al.[30], for simplicity, which is:
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 (2.3)

where the 5 by 5 matrix is the intrinsic parameters matrix H, Ψ denotes the light field in the object space and Φ

denotes the light field in the image space.

2.2.2 Camera Calibration

Camera calibration enables the estimation of the parameters in Eq. 2.3. In order to match the equation to a real
plenoptic camera, one needs to transform the raw sensor data into a light field. The process of transforming raw
data to a light field in the image space is known as decoding.

Dansereau et al. [14] proposed a plenoptic camera model with a 5×5 intrinsic matrix, mapping 4D light fields,
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and a method for decoding a camera’s 2D microlens array images into 4D light fields without prior knowledge of
its physical parameters.

Decoding

Decoding is the process of converting raw 2D microlens array images into 4D light fields. Linear demosaicing
applied directly to raw 2D lenselet images yields undesired effects on pixels near lenselet edges. Therefore pixels
near the frontiers of the fields of view of microlenses are ignored.

Regarding the microlens array, its exact placement is unknown with respect to the sensor (CMOS), the spacing
of the microlenses images is a non-integer multiple of pixel pitch and the microlenses grid is hexagonally packed.
To locate microlenses’ centers, an image taken through a white diffuser is employed. The existance of vignetting
at each microlens implies that the brightest spot approximates the microlens center.

The first step of decoding is to demosaic the raw microlens array image. Then, vignetting is corrected based on
the white image. Afterwards the image is aligned, by resampling, rotating and scaling so that all lenselet centers
fall on pixel centers.

Then, the light field is broken into identically sized, overlapping rectangles centered on the lenselet images.
Followed by an interpolation in k to compensate for the hexagonal grid effects.

Lastly, correction for the rectangular pixels in (i, j) is applied, through 1D interpolation along i and masking
of pixels that fall out of the hexagonal lenselet image. This process creates a virtual light field camera with its own
parameters, and results in an “aligned” light field.

Projection through the lenselets

In section 2.2.1 the pinhole and thin lens model was presented assuming prior knowledge of the microlens associ-
ated with each pixel, however a pixel is not necessarily associated with its nearest microlens.

Correction of the physical camera parameters is required to cope with the virtual camera created previously.
Due to the construction of plenoptic cameras, projection through the microlens array is well-approximated by
a single scaling factor, similarly scaling and hexagonal sampling can be modeled as scaling factors. The lens
distortion is also considered, even though that in a simple model of directionally dependent radial distortion.

Calibration and Rectification

The plenoptic camera gathers enough information to perform calibration from unstructured and unknown envi-
ronments. However, a more conventional approach of camera calibration is used to start, resorting to calibration
patterns with known feature locations (such as checkerboard patterns).

A single feature will appear in the imaging plane multiple times due to the very construction of plenoptic
cameras. A meaningful way of finding the closest distance between each observation and the set of expected
features is required. One way to do so is to generate a projected ray from each observation and use the point
to ray distance as measurement (ray re-projection error). In order to get feature locations conventional methods
are applied to the decoded light field. It is concluded that of the 12 non-zero terms in the model presented by
Dansereau [14], 2 are redundant with camera pose, hs and ht, leaving 10 free intrinsic parameters.

In the initialization process the light field is considered on NxN array of viewpoint (2D) images, simply called
viewpoints. The viewpoints are passed through a conventional camera calibration which yields a pose estimation
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per image. Intrinsic parameters are also estimated in this process. The initial pose and intrinsic estimations formed
are then used as starting point for an optimization process.

Once the camera calibration is found a rectification process can be performed. This process aims at the reversal
of lens distortion and yielding square pixels in the light field imagery. The rectifications consists of an interpolation
from the decoded light field such that it approximates a distortion-free light field.

2.2.3 Light Field Reconstruction

After the processing of the acquired images, when a light field is obtained, reconstruction can be considered. This
section is dedicated to detailing the general approach to light field reconstruction.

When we have a camera array, like the one in Fig. 2.4(a), we can select a line of viewpoints (for instance the
one depicted in red). From those viewpoints the two at the edges are unusable, since the images tend to be too
dark.

Taking the viewpoint images and stacking them together results in a 4D image volume, which is a hypercube,
as represented in the bottom half of Fig. 2.4(b). The top half was sliced off, with exception of one image, and
the difference from the first to the last image is visible. This horizontal slice of the hypercube, highlighted in
Fig. 2.4(b) and zoomed in on Fig. 2.4(c), is an example of an Epipolar Plane Image (EPI).

EPIs show the effect of parallax [8] which is the difference in the apparent position of an object regarding a
background when viewed from different positions. It is visible that the lines corresponding to different points have
different slopes, specifically, the cube that is closer has greater slope than the checker pattern that is in the back.
This variation in the pixel position of a world feature relative to the variation in the camera considered is called
disparity.

Taking advantage of the fact that a single feature in a scene has multiple projections, one for each viewpoint,
Marto el al. [30] states that it is possible to use H to find a constraint that a collection of rays, corresponding to the
same feature, must follow. The relation between space and pixel indexes is given by[
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where H(·)
(·) denotes a sub-matrix of H. More precisely, the intrinsic matrix H is partitioned in four 2× 2 diagonal

sub-matrices and two 2× 1 vectors:

Hst
ij =

[
hsi 0

0 htj

]
, Hst

kl =

[
hsk 0

0 htl

]
, hst =

[
hs

ht

]
,

Huv
ij =

[
hui 0

0 hvj

]
, Huv

kl =

[
huk 0

0 hvl

]
, huv =

[
hu

hv

]
.

(2.5)

Note that in Eq. 2.4 previous knowledge of the z coordinate is implied. Assuming a constant position for a
feature and taking its derivative, we get a relation between the depth and the disparity:

z = −
hsi + hsk

∂k
∂i

hui + huk
∂k
∂i

∨ z = −
htj + htl

∂l
∂j

hvj + hvl
∂l
∂j

(2.6)
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Figure 2.4: Structure from EPI reconstruction. In (a) a camera array, showing view field of central camera, dis-
tances between projection centers augmented 50 times. In (b) a stack of viewpoint images, all sliced at the middle
line except the last image. In (c) the Epipolar Plane Image (EPI) highlighted in (b), detailing a background feature
(on the left) and a foreground feature (on the right). Extracted from [30].

where the disparity is represented by the gradients ∂k
∂i and ∂l

∂j .

Thus, we have a method to determine [x y z]
T , by estimating the disparity, computing the depth z, and finally

use z on 2.4 to determine x and y.

2.3 Affine Light Fields

Affine light fields are a first order approximation of light field images, obtained by constraining the image gradients
not to be null, and yielding a representation that contains depth information [31]. Affine light fields are categorized
as being locally or globally affine, depending on the extent of the affine definition. Globally affine light fields
require a very specific setup and environment, being more of a theoretical example with very little real scenarios
associated [40].

The model presented in Eq. 2.3 can be simplified to a more familiar form under some simple assumptions [31].
The first assumption is that the parameters referring to the horizontal and vertical coordinates are equal. In fact the
hexagonal microlens array structure is re-sampled during the decoding process, and this can be done in a square
lattice. The second assumption is that the parametrization plane Π is moved along z such that the viewpoints’
center of projection is contained on Π.

Consequently, hsk = htl = 0 with the translation along z being compensated in the extrinsic parameters.
Furthermore, hui = hvj can be set to zero since they describe a shift in the principal point of each viewpoint image
which can easily be removed. Finally, the elements of the last column are dependent parameters, constrained by
Ψcenter mapping to Φcenter. The combination of this assumptions results in:
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H =


b 0 0 0 s0

0 b 0 0 to

0 0 f−1 0 −cx/f
0 0 0 f−1 −cy/f
0 0 0 0 1

 (2.7)

where b denotes the baseline (distance between adjacent cameras) and f denotes the focal length. More details on
the intrinsics matrix applied to the camera array can be found in [30].

2.3.1 Setup

In general constant light fields do not provide depth information, however [31] proved that affine light fields do
provide depth information directly from the affine parameters. The most straightforward scene producing a smooth
(globally) affine light field consists in a fronto-parallel plane Π, with normal n = (0, 0, 1), colored with a constant
gradient (see Fig. 2.5) [31].

Figure 2.5: Fronto-parallel plane colored with a gradient in the setup to acquire a globally affine light field. Ex-
tracted from [31].

The color of a given point p ∈ Π is given by c(p) = p · g + c0, where g is the color gradient vector. To
determine the color sampled by a ray Ψ one has to find where it intersects the plane Π using the back projection
model:

p = [s t 0]T + λ[u v 1]T (2.8)

where λ denotes the extension of the ray before hitting Π, i.e., the depth z of the plane (z = λ). Therefore an
expression for z is:

z =
r − (s, t, 0) · n

(u, v, 1) · n
. (2.9)

The expression in Eq. 2.9 combined with the camera parametrization yields the affine light field [40], defined
as follows:

Definition 2.3.1. (Locally affine light field) A light field is denoted locally affine at Φ = (i, j, k, l) if it is affine

with respect to all variables

L(i, j, k, l) = l0 + [ai aj ak al] · [i j k l]T (2.10)
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within a neighborhood of (i, j, k, l).

There are now familiar terms since: ai = bgx, aj = bgy , ak = zgx/f , al = zgy/f and l0 collects the constant
terms.

2.3.2 Depth Computation

Locally affine light fields provide directly depth information, being the minimal order case that enables depth
reconstruction [31].

A common way of obtaining a locally affine light field is through a first order Taylor series expansion, which
allows us to consider many real world light fields [40], since we only require these characteristics in a patch. The
expansion results in Eq. 2.10 [40], where the gradient of L,∇L = [ai aj ak al]

T , contains the depth z in the (k, l)

derivatives.

The remaining unknown parameters are gx and gy present in both (i, k) and (j, l) respectively. These can be
canceled out using a quotient, resulting in the following depth estimates:

z = bf
ak
ai

and/or z = bf
al
aj
. (2.11)

We now possess a formula to calculate z as a function of: the gradient of the light field∇L, the baseline b and
the focal length f . Comparing Eq. 2.11 with stereo reconstruction, we find that ak/ai and al/aj play the role of
disparities.

In order to use Eq. 2.11 to extract depth in a real scene, an estimation of a(·) is required. To do so a locally
affine approximation has to be performed. Two approaches are proposed in [31] to perform this approximation.
Estimating the gradients in the EPIs with Sobel operators as in [13]. Or using structure tensors, which involves
estimates in the four components of the light field, plus low pass filtering in the four dimensions to mitigate high
frequency noise enhanced by the derivatives, as in [52]. The latter was chosen in [31].

Regarding application purposes, the depth estimation requires the gradient of the light field, specifically the
gradients on viewpoint images, to be non zero. Thus, for constant areas (with zero gradient) this method will fail.

2.4 Reconstruction Methodologies

In this section we dive deeper in the reconstruction methods. We start with the introduction of a Naïve depth
estimation algorithm. Then, we review the workings of the state of the art methods for reconstruction. Lastly, we
present an in depth analysis of two methods: the spinning parallelogram operator and the superpixel segmentation
which can be used for depth estimation.

2.4.1 Gradient Based Depth Reconstruction

In [30] Marto et al. proposed a method to perform depth reconstruction. The method receives a light field in the
image space as input and produces a depth map as output.

In order to produce the input for the method, the raw images have to be decoded and the calibration of the
camera performed beforehand, following the procedure described in 2.2.2.
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The first step consists of disparity estimation using epipolar plane images (EPIs). To do so, the gradient of the
image, ∂k∂i or ∂l

∂j , is extracted from the EPI. The direction orthogonal to this, is, by definition, the direction of least
change in the image, which, in most cases, corresponds to the direction where all pixels belong to the same real
world feature.

Edges in the EPIs correspond to the areas of the image with large gradients, allowing useful epipolar gradient
information to be extracted. To calculate the gradients in the EPI structure tensors are used. These require gradients
of the image along i and k, Ii and Ik respectively, which can be calculated using a Sobel operator. Thus, defining
the local structure tensor, S0, for each pixel as:

S0 =

[
I2i IiIk

IiIk I2k

]
. (2.12)

The goal is to estimate the structure tensor, S(k, l), for every viewpoint pixel (k, l), yielding a 2D array of
structure tensors indexed by viewpoint pixel. Averaging S0, associated with every EPI, along i reduces the dimen-
sion to a 1D array of structure tensors, Se. Now, Se is calculated for every possible EPI, vertical and horizontal,
and on all color channels. The vectors S(·)

e will then be added, on the location they refer to:

S(k, l) =
∑
i

∑
j

Sjle (k) + Sike (l) (2.13)

resulting in S(k, l), with a structure tensor for every viewpoint pixel index. Since this method will give preference
to stronger gradients, areas with noise dominated gradient will not disturb the final results.

The structure tensor provides more than the gradient direction across the EPI. From the difference of its eigen-
values it is possible to extract a confidence measure on how accurate is the disparity estimation in any given
location [6].

In a second step, after the initial disparity estimation, low confidence estimates are disregarded, noise is handled
and regularization is performed to obtain data pertaining the whole viewpoint area.

The regularization consists in finding the values b that minimize a function of the form E(a, b) +λJ(b), where
λ is the regularization parameter. As defined by Chambolle in [11]:

E(a, b) = ||b− a||2/2 (2.14)

and it measures the difference between the original image a, and b. The total variation of b is given by:

J(b) = ||∇b||. (2.15)

The third and final step is to obtain the depth map from the regularized dense disparity map. It requires the
calculation of [x y z]T for all (k, l) and for a fixed (i, j), as detailed in 2.2.3.

2.4.2 Reconstruction Fundaments

In 2017 Johannsen et al. published a taxonomy and evaluation of light field reconstruction methods [25]. The
goal was to compare strengths and weaknesses of different approaches, and to correlate which components lead to
good results in a given region. The assumption of a Lambertian scene is the cornerstone for all disparity estimation
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algorithms discussed. In such a scene, by definition, all rays originated from a 3D point should share the same
radiance.

Light fields have multiple possible representations, but the main representations are: subaperture views (view-
point images), EPIs, Surface Cameras (SCams) and Focal Stacks. Mutli-view stereo methods use the subaperture
views, relying on patch comparison to find the best correspondence among the images for a set of disparities [25].
Methods that rely on EPIs are also frequent, since 3D points are projected onto lines in the EPIs the depth es-
timation is reduced to orientation analysis of said lines. Angular patches or Scams sample the radiance for all
corresponding projections of a scene point at the respective depth [57] and can be leveraged to analyze occlusions.
The focal stack is composed by a set of refocused images, each at a given depth z, which is no more than integrating
over the angular patches at that depth [25].

Depth estimation can be achieved using any of the proposed representations. Generally, light field depth
estimation algorithms follow a common pipeline which consists in three main steps:

1. Information selection;

2. First reconstruction;

3. Refinement of the initial estimations.

The first step comprises the choice of the light field representation(s) to be used as well as the selection of the
views to be considered, e.g. a crosshair or the full set of views. The result of this first step is a cost volume.

The second step performs disparity estimation via global optimization of the cost volume. Common methods
are Markov Random Fields (MRF) and graph cut approaches or variations of these with regularization.

The refinement stage aims at filling in the missing information of the initial estimation. Usually consists in
local filtering (weighted median or bilateral filters) or global regularization of the disparity map.

In the next section one of the algorithms presented in [25] is further analyzed. This algorithm is the spinning
parallelogram operator [58] which uses the EPI representation in a crosshair of views, yielding two epipolar plane
images to analyze. A cost volume is built for a discrete set of disparities by comparing the regions on either side
of the epipolar line. The initial estimation is obtained via winner takes it all strategy and in the refinement step a
guided filter is applied on the cost volume.

2.4.3 Spinning Parallelogram Operator

The Spinning Parallelogram Operator (SPO), proposed by Zhang et al. in [58], addresses the problems caused by
occlusion and noise in light field depth estimation. Using a crosshair of views the method is used to locate lines
in the Epipolar Plane Images (EPI) and to estimate their orientation. Furthermore, local and global confidence
measures are calculated to handle occlusion, followed by filter-based in-painting to cover texture-less regions.

The mechanism behind this method splits the EPI into two regions - slightly to the left and right of the line
in question - and computes histograms for both. Through histogram comparison a cost function over different
disparities is attained for each EPI. The distance between the distributions of color is measured using the χ2

difference of the histograms:

χ2(gθ, hθ) =
∑
i

(gθ(i)− hθ(i))2

gθ(i) + hθ(i)
(2.16)
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where gθ(i) and hθ(i) are the histograms of the separated parts. The derivative of a Gaussian weighs the contribu-
tion of each pixel based on the distance from the point to the center line.

After the calculation of the histogram distance, in the horizontal and vertical EPIs, a confidence metric is
defined. Taking the difference between the maximum and average scores, results in low confidence for ambiguous
and occlusion zones.

The cost volumes for both EPIs are then combined according to the confidence metric, through a weighted
summation:

du,v(x, y, θ) = cy,v∗(x, u∗)dy,v∗(x, u∗, θ) + cx,u∗(y, v∗)dx,v∗(y, v∗, θ) (2.17)

where c·,· denotes the confidence metric in the specified EPI.

The resulting cost volume is then regularized for each individual depth label, with the correct information being
propagated to similar regions with low texture using a filter-based method.

Lastly, a disparity map is generated using a winner-takes-all strategy. The line’s orientation is determined
through the maximization of the distance between the histograms of pixel intensity. Large differences between
the histograms indicate the presence of an edge dividing the regions. Thus, the maximum orientation response is
taken:

Θy,v(x, u) = arg max
θ

dy,v(x, u, θ) (2.18)

where dy,v(x, u, θ) is the histogram distance measured by the SPO on the EPI Iy,v(x, u) (analogous for the vertical
EPI).

For synthetic images this process approximates global results, resorting to an edge preserving smoothing filter
- the guided filter. However, in real images further optimization is required, therefore a weighted median filter,
graph cuts and iterative refinement are used.

This methodology outperforms the traditional feature matching techniques in the presence of ambiguity or
occlusions because it retains the correct depth information. Three factors contribute to this: occlusions create
joints in the EPI, where the correct line is intersected by the occluding line; the distance between histograms
remains at a local maximum; and finally, uses the surrounding area instead of a single point. Specifically, the SPO
sets local and global confidence and chooses information for individual views during the depth scores calculation
to deal with occlusions. Furthermore, the method is also very robust to noise and artifacts [58].

Using θ to define the direction of the, the corresponding local depth estimations can be obtained by:

z = f
∆u

∆v
=

f

tanθ
(2.19)

according to [51].

2.4.4 Light Field Superpixel Segmentation

A formal definition of light field superpixel (LFSP) is a set of all light rays radiated from a proximate, continuous
and similar 3D surface [59]. LetR be a proximate, similar and continuous 3D surface andL(u, v, x, y) the recorded
light field, the LFSP sR(u, v, x, y) is defined as:

sR(u, v, x, y) =

|R|⋃
i=1

L(uPi, vPi, xPi, yPi) (2.20)
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where Pi denotes the i-th point of the surface R and |·| denotes the number of elements in the set [59].
The application of superpixel segmentation in light fields aims to simplify their processing by grouping similar

pixels among all views in a consistent manner [28]. Ideally superpixels would be accurate, compact, efficient and
view consistent, however, a compromise has to be made. In [28] the priority lies with accurate and view-consistent
superpixel segmentation while explicitly handling occlusion and implicitly computing per view disparities.

The method starts with a robust detection of lines in the central EPIs (horizontal and vertical), using directional
filters and line fitting to handle occlusion cases. Then, it enforces view consistency in an occlusion-aware way
through explicit line estimation and bipartite graph matching [28], which pairs the lines into regions using depth
ordering. This angular segmentation in the EPIs is clustered in the last step, where the estimated disparity is used
to regularize the process. In the end, the unlabeled pixels remaining are labeled via a propagation step resulting in
a view-consistent superpixel segmentation.

The light field superpixel segmentation method implicitly produces a per view disparity map, therefore it is
possible to recover the depth information using the relation between depth and disparity presented in Eq. 2.6.



Chapter 3

Patch Based Reconstruction

Up until now we have defined a model for the plenoptic camera, which enables us to get light field imagery.
Furthermore, we studied how to recover metric information from light fields and analyzed two methods for that
purpose.

This chapter proposes a reconstruction methodology that complements the weaknesses of edge based recon-
struction algorithms. Specifically, a method to retrieve depth information from low gradient areas is proposed.

We first introduce the concept of light field shearing, which is the fundamental operation for the proposed
method. Then, through a series of experiments we refine the idea of reconstruction using patches of locally planar
surfaces. In the end, we summarize the findings of the experience with the proposal of a depth reconstruction
algorithm.

3.1 Light Field Shearing

The process of shearing a light field is equivalent to changing the world plane in focus, as shown by Ren Ng in
[43]. As a consequence of this operation, all objects in that plane have zero disparity. Thus, the objects appear in
the same position in all viewpoint images.

This process can also be referred to as refocusing, as done by Tao et al. [48], but Ren Ng refers to refocusing
as a method that produces a conventional refocused image. However, in Ren Ng [43] there is a need for integration
in i and j to produce a 2D refocused image. Nonetheless, in both cases the shearing operation is performed in the
same way.

In practice, this process consists in a translation of each viewpoint’s position by an amount α proportional to
its distance to the central viewpoint, as shown in equation 3.1.

Lα(i, j, kα, lα) = L(i, j, kα + α(i− icenter), lα + α(j − jcenter)) (3.1)

For features at a given disparity to become in focus, their disparity after shearing must be zero. Thus, the
amount α by which the light field is sheared corresponds to the features’ disparity.

The translation of the viewpoint images, inwards or outwards, causes the appearance of undefined regions in
the edges of the viewpoint images (see Fig. 3.1). This happens because we are translating the viewpoint to an area
that was not captured in the original light field.
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An example is presented in Fig. 3.1, where we see a red feature in focus in the original light field (Fig. 3.1(a)).
The squares in dashed line denote the features’ positions in the central viewpoint. The green feature, in a plane
further away from the camera than the red feature, will be focused. In Fig. 3.1(b) we see the green feature in focus,
i.e. in the same position in all viewpoints. Gray borders appear on the outer side of the viewpoint images of the
sheared light field. Conversely, if we were to focus the blue feature the borders would appear towards the center
side of the viewpoint images, since it is contained in a plane closer to the camera.

(a) Original light field (b) Sheared light field

Figure 3.1: Viewpoints of a light field, containing 3 features, before and after shearing. The dashed squares show
the positions on the central viewpoint. In (a) we have the original light field with a red square in focus, a green
square with positive disparity and a blue square with negative disparity. In (b) we have a sheared light field focusing
on the green feature’s plane which is farther than the red feature’s plane.

Having a sheared light field, given by Eq. 3.1, one can obtain the refocused image, at disparity α, by averaging
the sum of all the viewpoints of the sheared light field:

Iα(k, l) =
1

N

∑
i

∑
j

Lα(i, j, kα, lα) (3.2)

where N is the number of viewpoints composing the array.

3.2 Light Field of a Locally Planar Surface

In this section we conduct a study to assess if reliable depth estimation can be achieved on smooth light field areas.
The proposed approach uses the shearing operation on a local scale rather than relying on edge points. This study
considers only light fields of planar Lambertian objects illuminated by a single point light source. The choice of a
point light source is related to the need to obtain a smooth texture that still has a small level of gradient in it. The
experiments start with the simplest case and progress into increasingly complex cases to allow a natural follow-up.

3.2.1 Lambertian Surface

The application of the shearing operation to planar Lambertian surfaces is the cornerstone for the proposed exper-
iments. In such case, two light fields are considered: (i) the light field of a locally planar Lambertian surface L(·),
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and (ii) a virtual light field L0(·), representing a textured plane at the focused distance, which has the same central
viewpoint as L(·).

Since the virtual object is at the focused plane, all viewpoints of L0(·) are equal. Thus, shearing L0(·), at a
local (i, j), according to the real depth of L(·) will make the two light fields locally equal (see Definition 3.2.1).

Definition 3.2.1 (Light field of a (virtual) planar object placed at the focused plane (LFFP)). The light field of a
planar object placed at the focused plane is the central viewpoint replicated at all viewpoints. In other words, it is
an imaging texture assumed to be at a constant depth which is the focused one.

The locally planar hypothesis, specifically the consideration of an area (neighborhood) around a point is rel-
evant in the creation of a reconstruction algorithm. Under the assumption that local texture provides enough
information for depth estimation, considering a local area for the shearing handles occlusion issues (which appear
at depth discontinuities). Depth reconstruction is achieved through the registration of the local texture.

While this property is true for all light fields of Lambertian locally planar surfaces, for some light fields it
is not as interesting. For instance, in locally affine light fields the property is verified but it does not provide a
reconstruction algorithm. For this reason we choose a punctual light source, as shown in Fig. 3.2, as a light source
at infinity would make an affine light field.

It is important to note that the created virtual object, defining L0(·), is a convenience for creating an intuitive
property and demonstrating it. In practice, a reconstruction algorithm can be built directly on top of L(·).

The experiment’s procedure is now described. First, the shearing operation, as described in 3.1, is applied to
change the focused depth plane. A focused object should appear in the same position in every viewpoint due to its
zero disparity (see Definition 3.2.1). Therefore, in the light field of a focused fronto-parallel plane we should see
that all viewpoint images are equal.

Then, the viewpoint images of the sheared light field are compared among themselves to verify this hypothesis.
To do so, we define an average similarity error in Eq. 3.3 by comparing each viewpoint image against the central
viewpoint image.

Let L be a light field with N × N viewpoints, each with size W × L, the average similarity error, CS , is
computed as:

CS =
1

N2 − 1

N∑
k=1

N∑
l=1

W∑
i=1

L∑
j=1

(
L(i, j, c, c)− L(i, j, k, l)

)2
(3.3)

where c is the index of the central viewpoint.

To assess the effect of using the error metrics as a means for depth estimation, a deeper study on their calculation
is performed. The impact of the size and positioning of the area considered in the calculation, i.e. the considered
window, is studied. Specifically, the size is studied using a centered window with variable size and the position
using a grid by comparing each grid unit individually.

Lastly, the extension to locally planar patches is done resorting to an inclined plane, where the same study
is performed. It is relevant to note that the local plane can have a general orientation, except an orientation
orthogonal to the imaging plane. The shearing yielded by the exact registration provides information on the local
plane’s central depth and slant (sloping direction).
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3.2.2 Shearing Study Setup

This experiment uses synthetic data created using Virtual Reality Markup Language (VRML) [12]. A scene con-
taining a textured plane serves as basis for the two experiment setups. The plane’s texture emulates point light
source illumination, which possesses small but non zero gradient information, as shown in Fig. 3.2.

Given the presented synthetic VRML scene, Matlab’s Virtual Reality toolbox is used to acquire the light fields.
For the first acquisition we place a camera such that the plane is fronto-parallel as shown in Fig. 3.2 (a) and at a
distance of 0.3 units. Then, the camera is moved around the vertical axis such that the plane’s right side is closer
to the camera, as shown in Fig. 3.2 (b).

For each of the presented setups, an array of images is captured and arranged into a light field. An example of
the central viewpoint image for both light fields is shown in Figs. 3.2 (c) and (d). To further grasp the idea of a
smooth image that still possesses gradient information, we show alongside each viewpoint image the corresponding
level curves.

(a) First setup (b) Second setup

(c) Central viewpoint and level curves in LF from (a) (d) Central viewpoint and level curves in LF from (b)

Figure 3.2: Proposed experiment setups: (a) Fronto-parallel plane with texture emulating point light source illu-
mination; (b) Oblique plane with the same texture (the plane’s normal is highlighted in green). Central viewpoint
images from the acquired light fields and respective level curves: (c) for the first setup of a fronto-parallel plane
(d) for the second setup of an oblique plane.

The light fields are captured in a grid of 11 by 11 viewpoints, forming an array, and the distances between
projection centers are equal in both directions, horizontal and vertical. The intrinsic matrix estimated using J. Y.
Bouguet’s calibration toolbox [9] is presented in Eq. 3.4.
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H =


2.795e-4 0 0 0 -0.0014

0 2.876e-4 0 0 -0.0015

-0.0010 0 0.0018 0 -0.3492

0 -0.0010 0 0.0018 -0.3479

0 0 0 0 1

 (3.4)

After the light field acquisition, we apply shearing multiple times, at different disparities, to the original light
field. This results in a series of sheared light fields refocused at different depths.

Since we expect all viewpoints to be equal when the fronto-parallel plane is in focus, have to compare them
and search for the most similar. The method chosen to measure similarity is the difference between the central
viewpoint image and every other viewpoint image. Thus, we calculate the Sum of Squared Differences (SSD) and
the Sum of Absolute Differences (SAD), both of which normalized to yield a per pixel value.

There are N viewpoints meaning that there will be N − 1 measurements of each metric, so the average of the
error is taken to represent each shearing, as defined in Eq. 3.3 for the SSD. The average error is expected to have
a minimum around the depth in which the plane is placed, according to Definition 3.2.1. An additional metric can
be extracted from the SSD by taking the square root, yielding a measurement for the Average Brightness Error
(ABE).

3.2.3 Full Light Field Shearing

We start by using the light field of the first proposed setup (see Fig. 3.2 (a)). A set of ten shearings, equally spaced
in a depth ranging from 0.1 to 1 units, is applied to the full light field.

The three error metrics, described in the end of section 3.2.2, are calculated for each of the sheared light fields.
The resulting error values, depicted in Fig. 3.3, reveal that every metric displays a local minimum on the shearing
depth of 0.3 units.

Figure 3.3: Plot of the error metrics against depth used for each shearing. On the left axis (in blue) we have the
sum of squared differences (SSD). On the right axis (in orange) we have the sum of absolute differences (SAD) in
full line and the average brightness error (ABE) in dashed line.

We know that the smallest error corresponds to the highest similarity. By definition, we can claim that the



24 Patch Based Reconstruction

Lambertian plane is placed around the depth of 0.3 units, which we know to be true (see section 3.2.2). Therefore,
we confirmed that it is possible to estimate depth of globally planar surfaces through maximization of viewpoint
similarity.

To establish a reference for comparison, the error metrics were also calculated for the original light field.
We found that the original light filed displays a lower viewpoint similarity than the sheared light field, which is
expected when the fronto-parallel plane is out of focus.

3.2.4 Local Window Shearing

After achieving a correct depth estimate using the full light field, we investigate if a portion of the image is enough
to produce reliable results. To do so, another experiment is performed on the same setup. This time, an increasingly
larger border of the images is discarded, resulting in a smaller centered window of the viewpoint image used when
calculating the error metrics.

We start the experiment with a border of 4 pixel, which increases additional 10 pixel per iteration, until a 10
by 10 pixel window remains. The error is expected to hold in the same range up until a relatively small window,
due to the synthetic nature of the data. Nonetheless, quantization errors still exist in the process of encoding of the
brightness.

The 3D plot shown in Fig. 3.4 refers to the SSD value against the first five shearing depths and all the window
sizes tested. Along the depth dimension we observe a valley, where the minimum values correspond to the depth
0.3 units in which the plane is located. The local minimum in this plot, marked by the red dot, coincides with
shearing depth of 0.3 units and the largest window size of 370 px.

Figure 3.4: Plot of the sum of squared differences for the sheared light field against the shearing depth and the size
of a centered window (the red dot denotes the minimum value of 4.7× 10−6 units).

It is also noticeable that the error value tends to increase when the window becomes too small, regardless of
the shearing depth. Hence, we sliced the graphic in Fig. 3.4 at the shearing depth of 0.3 units, obtaining a plot that
relates the error value and the window size.

The slice is represented by the blue line in Fig. 3.5, additional error metrics, SAD and ABE, are plotted in
orange against the right vertical axis. This figure reveals that the error stays within a limited range (highlighted in
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red) until a window size of 80 px, increasing significantly for smaller window sizes. Furthermore, the SAD and
ABE lines reveal the same pattern but increasing from the 60 px mark instead of 80 px.

Figure 3.5: Error metrics plotted against the centered window sizes, calculated for the sheared light field that places
the plane in focus. On the main axis is the SSD value (sliced from Fig. 3.4) while on the secondary axis are the
SAD (full line) and ABE (dashed line). For all metrics an error envelope is highlighted in red.

3.2.5 Locally Planar Surfaces

We have proven that the viewpoints are similar for a focused fronto-parallel plane, i.e. a globally planar surface.
The experiment is now extended to study the effect in locally planar patches, namely the method’s performance
and the impact of patch comparison. For this experiment we use the second setup, where the plane retains the
texture but the camera pose rotates around the vertical axis (see Fig. 3.2 (b)). This setup results in a foreshortening
effect, meaning that since the right side of the plane is closer to the camera, it occupies a larger area of the image
than the left side.

The shearing procedure is the same as before, however the whole plane is no longer expected to be in focus.
Nonetheless, the global shearing corresponding to the lowest depth should yield the smallest error, since objects
closer to the camera occupy larger areas of the image.

After the application of successive shearings, for different disparity values, we observe that the smallest depth
minimizes the error. We select this sheared light field to calculate the error metrics in a centered window, as done
in the previous setup.

Since the right side of the image is mostly in focus it contributes with small errors, conversely the left side
yields high errors since it is out of focus. Error starts by increasing due to the exclusion of a larger area in focus
than the one out of focus, which is due to the foreshortening effect. Then, it decreases because the we discard
more of high error areas than small error ones, with the minimum being attained at the best proportion of close to
focus/out of focus areas. For small windows it increases again because the center is not in focus, hence viewpoint
image similarity is lower. The result, depicted in Fig. 3.6, reveals that the local SSD minimum occurs for a window
size of 150 px.

Furthermore, the average SSD value obtained is 1.487 × 10−4, with a minimum value of 1.299 × 10−4. The
closeness between these values indicates that a centered window is not ideal for this setup.
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Figure 3.6: Plot of the error metrics for the sheared light field against the size of a centered window.

Given the limitations of the use of a centered window, a new iteration of this experiment is performed changing
only the window used for comparison. Instead of comparing a centered window, the viewpoint images were divided
in a grid and the corresponding patches were compared.

The grid patches are compared one by one against their corresponding counterparts in other viewpoint images,
using exactly the same pixel coordinates. It is expected that areas closer to the camera present a significantly lower
SSD value, however areas further away from the camera should present higher SSD value.

In a first attempt we use a 3 by 3 grid of 100 px patches. This results in an average SSD value of 1.605× 10−4,
and a minimum SSD value of 7.929 × 10−5. Notice the difference between the average and minimum values
regarding the order of magnitude. We can already conclude that the position in which the error is calculated
influences the result. In this case, the minimum corresponds to the region closer to the camera, which is in focus.

Then, we iteratively refine the grids up to 30 by 30 squares. The average SSD value remains close to the one
obtained with the 3 by 3 grid, however, the minimum SSD value decreases by 39%.

When compared against the centered window results we see a decrease in the minimum SSD error, influenced
by the regions closer to the camera. However, the average value is slightly higher due to the consideration areas
further away from the camera. These areas generate higher error due to the higher depth variation within the
patches. The perspective change between viewpoints also influences the error, since it is not accounted for in the
calculations.

The Lambertian assumption combined with a texture of some gradient is sufficient for our purposes. Thus, we
drop the single point light source hypothesis. Despite being superfluous this hypothesis provided a solid basis for
the creation of the required texture.

3.3 Depth Reconstruction Algorithm

In this section we propose a naïve algorithm for depth estimation in smooth areas of the light field. The algorithm is
to be used as a complement to an edge based reconstruction method, for instance gradient based method presented
in section 2.4.1, filling the gaps of the low gradient regions.

The algorithm, summarized in Fig. 3.7, searches for the disparity that locally maximizes the viewpoint similar-
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Figure 3.7: Block diagram of the shearing based depth estimation.

ity, which should correspond to the real depth value.
The first step consists in the division of the input light field in patches. It is assumed that all points in a patch

have approximately the same depth value. The division follows a grid scheme and is performed in a centered
window, meaning that a border of the light field can be discarded. Thus, this step has two tuning parameters: the
size of the border to ignore and number of squares of the grid. This process results in a series of light field patches
that serve as input for the next step.

The second step comprises the application of shearing to the light field patches. Each patch is sheared at mul-
tiple disparities resulting in several sheared light fields, one for each disparity. The two main shearing parameters
are: the number of shearings per patch and the disparity range in which the shearings are performed.

The third step is the determination of the viewpoint similarity for the light field patches. In this step we assess
if the shearing placed the patch in focus, or how close it is from being in focus. Since for a patch in focus the
viewpoints should be equal, we calculated the sum of squared differences for each sheared patch according to
Eq. 3.3.

The final step is depth assignment, performed via minimization of the average similarity error. We start by
searching for the disparity that yields the smallest error value in a given patch. Then, we assign the corresponding
depth to the whole patch yielding a depth map.

The assumption of regular patches having similar depth values can quickly fall in real scenarios. In such cases
the first step should be adjusted to perform a more adequate segmentation, namely with a free shape instead of
squares. Note that said segmentation should yield locally planar patches, or as close to it as possible. Furthermore,
the independence between patches should be conditioned in a regularization step to prevent outliers.



28 Patch Based Reconstruction



Chapter 4

Face Reconstruction

In this chapter, we analyze three reconstruction methods previously discussed: the square patch based depth recon-
struction (proposed in section 3.3), the spinning parallelogram operator (SPO) [58] (introduced in section 2.4.3)
and the light field superpixel segmentation (LFSP) [59] (introduced in section 2.4.4).

Then, we propose a method that aims to complement depth estimation from edge based approaches, as [32],
with depth estimation on low gradient areas. Our proposal, summarized in Fig. 4.1, detects low confidence areas
and performs reconstruction on those areas to complement the information of the first reconstruction.

The novelty from the method in section 3.3 is a more accurate approach to patch segmentation, based on
level sets of the reconstruction confidence. This metric gets lower as one strays from edge points, however useful
information can still be extracted from these regions. The remainder of this chapter details the calculation of the
reconstruction confidence from the structure tensor followed by the detection and segmentation methods.

Figure 4.1: Simplified block diagram of the proposed approach for face reconstruction.

4.1 Reconstruction Methods

A depth estimation algorithm is proposed in section 3.3, which focuses on the smooth regions of the image. The
idea is that depth can be estimated correctly in smooth regions resorting to the shearing of local regional patches,
i.e., a local shearing.

In this section we highlight the strengths and weaknesses of the method proposed in 3.3 and compare it against
the spinning parallelogram operator [58] and the superpixel segmentation [59]. Furthermore, we introduce a more
refined approach to patch segmentation which will be further explored in the remaining of the chapter. These
methods are summarized in a simplified block diagram presented in Fig. 4.2.
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Figure 4.2: Simplified block diagram for the methods used in the experiment: square patch based depth reconstruc-
tion; spinning parallelogram operator [58], superpixel segmentation [59], level sets on reconstruction confidence.

Square Patch Based Reconstruction

Under the assumption that a human face can have approximately local planar patches, we consider the application
of the algorithm proposed in section 3.3. On the top path of the block diagram in Fig. 4.2 we summarize its
behavior. The method splits the light field in square patches, which are then individually sheared until the maximum
viewpoint similarity is attained, i.e., the patch is in focus. Knowing the disparity that places the patch in focus we
can assign the corresponding depth to the patch.

The application of this method to faces consists in a naïve approach, fundamentally designed to prove that it is
possible to estimate depth, where edge based methods struggle, through local shearing. Furthermore, it bears the
advantage of being simple to understand and apply.

The assumption of constant depth in grid squares is unrealistic, however it suffices for extraction of a dominant
depth. Moreover, the error is not expected to be zero since patches in a real scene will not all be exactly planar and
viewpoint shift not accounted for in the photo-similarity calculation process.

Spinning Parallelogram Operator

The second path, or first path after feature extraction, of the block diagram in Fig. 4.2 depicts the working of the
spinning parallelogram operator (SPO) [58], which operates on epipolar plane images. The SPO estimates the
orientation of epipolar lines by comparing the regions on either sides of the lines. A cost volume is built for a
discrete set of disparities, which is then regularized for each depth label individually. Since this method outputs
a depth labeling for each pixel, an additional step is required: the conversion from depth labels to metric depth
values.

In [25] Johannsen et al. performed a thorough evaluation of the SPO, we summarize the key takeaways regard-
ing strengths and weaknesses in the next paragraphs.

For strengths, this method has proven very robust due to the comparison of small regions with weighting.
Despite not explicitly modeled, the method still handles occlusion boundaries robustly because of the maximization
of histogram distance. Furthermore, it performs very well in fine structure thinning and fattening, and has a strong
performance in general discontinuities. Conversely, in the matters of surface reconstruction it performs below
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average. Specifically, it struggles in areas of low texture (small gradients) despite having the best tradeoff on
discontinuities and fine structures. Nonetheless, the SPO is very robust to noise, artifacts and occlusion [58].

Light Field Superpixel Segmentation

The third path of the block diagram presented in Fig. 4.2 presents the usage of superpixel segmentation (LFSP)
[59] for depth estimation. The LFSP is defined in the 4D space and aims at light field segmentation, with the intent
to simplify their processing by grouping similar pixels among all views. The method detects lines in the central
EPIs (horizontal and vertical), using directional filters and line fitting to handle occlusion cases. Then, it pairs the
lines into regions using depth ordering, thus enforcing view consistency in an occlusion-aware way. This angular
segmentation in the EPIs is clustered in the last step, where the estimated disparity is used to regularize the process.
Lastly, unlabeled pixels are labeled via a propagation step. This method can be used for depth estimation since it
implicitly creates a disparity map.

This method outperforms the original LFSP proposal on view consistency and boundary accuracy. However,
since not every pixel in the light field is view consistent issues remain. Specifically, the clustering step does not
explicitly handle occlusion, with only a mild influence by a high disparity weight in the regularization. Further-
more, when pixels are occluded from both sets of views the labels are propagated without occlusion awareness nor
spatial smoothing. If the background and foreground share similar textures, it is also difficult to segment them well
using existing cues.

Level Sets on Reconstruction Confidence

The path in the bottom of the block diagram in Fig. 4.2 depicts a more accurate approach improving on the method
proposed in section 3.3. The difference lies in the patch segmentation step, which rather than blindly splitting the
light field in squares it adapts the size and shape of the patches. To do so, the method relies on the reconstruction
confidence obtained via structure tensor, thus enabling the detection of regions with lower confidence and focusing
on those areas. This method will be further explained in the remaining of this chapter.

4.2 Level Sets on Reconstruction Confidence

In the previous section we described the reconstruction methods presented so far and proposed an improvement on
the algorithm presented in 3.3. This section further develops the introduced method by detailing its inner workings.
We start by describing the confidence measure and its computation, followed by how we use that information to
segment the light field and how reconstruction is approached.

4.2.1 Confidence Measure

In Section 2.4.1 we describe how the structure tensor can be used to estimate the slopes of lines in the epipolar plane
images and present a method to compute it. However, it is possible to extract more than gradient information from
the structure tensor. Specifically, a confidence metric for the reconstruction is provided through the eigenvalues of
the structure tensor, λmax and λmin.

In a structure tensor, S(k, l), the eigenvector corresponding to the greatest eigenvalue, λmax, indicates the
dominant gradient direction. Therefore, the more pronounced a gradient is, the greater its maximum eigenvalue.
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Orthogonally we have the eigenvector corresponding to the smallest eigenvalue, λmin, thus the more uniform the
gradient directions the smaller the value of λmin.

(a) Corner point (b) Edge point (c) Uniform point
large λmax and λmin values large λmax and λmin ≈ 0 λmax ≈ 0 and λmin ≈ 0

Figure 4.3: Examples of gradient variation in a point highlighted in red: (a) a corner point which has gradient
changing in multiple directions; (b) an edge point which has gradient changing along one direction only; (c)
uniform region which has a gradient close to zero.

To exemplify, corner points (see Fig. 4.3(a)) which possess high gradient in multiple directions, and are associ-
ated with strong texture changes, yield high values for both eigenvalues. Regions where a single gradient direction
is dominant, meaning they are composed of edge points (see Fig. 4.3(b)), result in a large λmax and a small λmin.
Following the same logic, uniform regions (see Fig. 4.3(c)) cause both eigenvalues to be close to zero due to the
low texture that characterizes them.

Since the structure tensor is considered in the epipolar plane images, the focus is to provide a confidence level
for the detected edges. Thus, the difference between the eigenvalues should suffice as a confidence metric for any
given point. Specifically, the confidence c in each point is defined as:

c = λmax − λmin (4.1)

as proposed in [6].

Once the structure tensor and the corresponding eigenvalues are calculated one has a confidence map that
provides the information depicted in Figs. 2.1 (b) and (c).

Figure 4.4: Block diagram of the confidence calculation process.

Figure 4.4 shows the confidence calculation process. Starting with the 4D light field, we compute the structure
tensor in both horizontal and vertical EPIs resulting in a 4D array of 2D structure tensors. The arrays are then
added and the result averaged in i and j yielding in a 2D array of tensors. We compute the eigenvalues for each
tensor in this array, and then assign a confidence value calculated according to the formula presented in 4.1. An
example of a confidence map pertaining the whole image as shown in Fig. 4.7 (a).
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4.2.2 Patches defined by Level Sets

In section 2.1 we described the types of gradient regions found in the face, see Fig. 4.5 (a), and in section 4.2.1 we
relate the gradient in the image with the reconstruction confidence metric extracted from the structure tensor.

(a) high/low gradient (b) green area, eye, (c) red area, forehead,
green/red areas 3D reconstruction confidence 3D reconstruction confidence

Figure 4.5: Types of gradient regions found in the face. In (a) general mapping of regions, with red outlining
low gradient regions and green the high gradient regions. In (b) mesh plot detail of the confidence information
found in the eye region (green ellipse), where discernible features are usually found. In (c) mesh plot detail of the
confidence information found in the forehead, with hair and skin regions highlighted.

An example of the confidence in smooth regions is presented in Fig. 4.5 (c), where the frontier between hair and
forehead (at the top) displays medium/high confidence and then the forehead presents low confidence. Conversely,
the eye region in Fig. 4.5 (b) comprises mostly medium to high confidence due to the high gradients present.

To attain a less constrained patch division, we use the confidence measure provided by the structure tensor, as
described in 4.2.1 and shown in Fig. 4.7 (a). A binary confidence map is obtained via threshold of the confidence
measure, thus determining which areas to reconstruct. An example of the confidence map is depicted in Fig. 4.7
(b), where lighter regions correspond to high confidence and darker regions correspond to low confidence relative
to the threshold.

The segmentation is performed on top of the confidence map, resorting to the distance transform which enables
the extraction of level curves. An intermediate step filters the level curves by size to choose only interesting regions,
not too big nor too small. In Fig. 4.7 (b) we see the level curves overlaid on the confidence map and we verify that
they are over the expected smooth regions of a human face.

The level sets, defined as the region between level curves, comprise regions with similar confidence level and
are assumed to have similar depth. Thus, they can be split onto patches as shown in Fig. 4.7 (c).

Figure 4.6: Block diagram of the process to attain light field patches from reconstruction confidence.

This process, summarized in Fig. 4.6, enables the segmentation to focus on areas where the confidence is low,
as opposed to the indiscriminate patch segmentation in a regular grid scheme.

Once the light field segmentation is attained we possess a set of light field patches. Each one passes through
the process depicted in Fig. 4.8.
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(a) Confidence measure (b) Level curves over confidence map (c) Level set segmentation

Figure 4.7: Stages of patch segmentation using reconstruction confidence. In (a) example of the confidence mea-
sure for the scene presented in Fig. 5.4. In (b) confidence map with the filtered level curves overlaid, dark gray
represents zones below the threshold and light gray the zones above. In (c) radial segmentation of the level sets
shown in (b), yielding small patches.

The first step is shearing for a set of disparities uniformly distributed inside the estimated disparity range,
resulting in a set of sheared light fields. Then, we proceed to compute photo-similarity across the viewpoints
of each sheared light field, which is calculated as the difference between the central viewpoint and every other
viewpoint. In this step a mask is used to ensure only the pixels inside the patch are considered in the calculation.

The resulting array of errors for each patch, caused by the differences in the viewpoints, enables depth assign-
ment through the minimization of the error value.

Figure 4.8: Block diagram of the depth estimation based on light field patches extracted from the reconstruction
confidence.

4.2.3 Optimization of the Estimated Depths

To have a more robust and complete algorithm an optimization step is included, complementing the described al-
gorithm. Specifically, the 3D reconstruction from patches step, depicted in Fig. 4.8, is included in the optimization
loop.

We propose an optimization scheme that targets individual zones, meaning each cluster of level sets is indepen-
dently optimized. One of such clusters is exemplified in Fig. 4.9. There, we see a zone comprised by three level
sets, each segmented into four patches. Each patch has an associated depth value, zj,i, to be estimated. However,
we want the depth estimations to be coherent, i.e., we don’t want abrupt changes in neighboring patches since the
corresponding real areas do not possess such changes. To achieve this, we can constrain the values of neighboring
patches to have some similarity, as indicated by the green and blue arches in Fig. 4.9. Since each zone is globally
optimized, we obtain local consistency within the smooth areas.

Let z = [z1,1, ..., zS,P ] denote the set of depths corresponding to each patch of a segmented region, where
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Figure 4.9: Scheme of similarity constraints, represented by arches, used in the optimization. Green arches enforce
level similarity while blue arches enforce radial similarity.

S denotes the number of level sets in the region and P the number of patches in a single level set. Then, the
optimization problem to solve in each segmented zone can be written as:

min
z

CS(L, z) + ω1 ∗ CC(z) + ω2 ∗ CR(z) (4.2)

where L denotes the light field, and the regularization weights are ω1 and ω2.

The cost function in Eq. 4.2 accounts for three constraints. The first is the shearing cost, CS , which corresponds
to a function that performs shearing and computes the average similarity error in the viewpoints of the sheared light
field, as defined in Eq. 3.3.

The remaining constraints enforce neighborhood consistency. To explain this constraints Fig. 4.9 contains an
example of a segmented zone, with three level sets (S = 3) and four patches per set (P = 4). The depths contained
in the array z are also marked to aid in the reading of the cost formulas. The second constraint is imposed by a
level/crown cost:

CC(z) =

S∑
j=1

(
P−1∑
i=1

(
|zj,i+1 − zj,i|2

)
+ |zj,1 − zj,P |2

)
(4.3)

which enforces similarity between neighboring patches within each level set, as shown in Fig. 4.9 by the green
arches. The third constraint is imposed by a radial cost:

CR(z) =

P∑
i=1

S∑
j=1

|zj+1,i − zj,i|2 (4.4)

which enforces similarity between neighboring patches in adjacent levels, as shown in Fig. 4.9 by the blue arches.

4.3 Summary of the Proposed Methodology

We propose an algorithm for depth estimation in low gradient areas. This algorithm was designed to serve as a
complement to an edge-based method that would perform the first reconstruction. Then, the proposed method
should be used to refine the results obtained in smooth light field regions.

The proposed algorithm, fully depicted in Fig. 4.10, comprises two main blocks: extraction of patches from
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the reconstruction confidence and 3D reconstruction from patches.
The first block computes the reconstruction confidence and then performs the light field segmentation. It

receives a light field as input, computes the structure tensors in the horizontal and vertical epipolar plane images.
Then, it averages them along the viewpoint directions (i, j) resulting on a 2D array of structure tensors. From this
array, it computes the eigenvalues for every structure tensor and extracts the reconstruction confidence for each
point. A threshold is then applied to the confidence measure yielding a confidence map. The distance transform
is applied to the confidence map and level curves are computed on the low confidence regions, yielding the level
sets. Each level set is then radially split onto pieces and the light field is segmented accordingly, yielding a set of
light field patches corresponding to low confidence areas.

The second block performs the reconstruction from the light field patches. Each light field patch, assumed to
have constant depth, is sheared for a discrete set of disparities, yielding a number of sheared light fields refocused
at different depths. For each sheared light field, the photo-similarity is computed across viewpoints, resulting in an
error array. Lastly, we assign to the patch the depth associated with the smallest error (greater photo-similarity).

The optimization step occurs on the “3D Reconstruction from Patches” block (see green dashed block in
Fig. 4.10), targeting individual zones for independent optimization. The proposed strategy searches for the shearing
depth that minimizes the sum of squared differences between the viewpoint images in the sheared light field, while
simultaneously it enforces similarity between adjacent patches, yielding an overall consistent depth estimation for
each smooth area.

Figure 4.10: Block diagram of the method to estimate depth based on patches from reconstruction confidence.



Chapter 5

Face Reconstruction Experiments

In the previous chapters four methods for face reconstruction were presented. In this chapter, we test those methods
on synthetic and real light field data. The first section is dedicated to describing the creation of a synthetic face
model and comparing the two methods used for acquisition purposes. The remainder of the chapter is dedicated
to the four methods, with one section per method. There, we present experiments to assess the performance of the
spinning parallelogram operator (SPO) [58] and light field superpixel segmentation (LFSP) [28] methodologies
on faces. In the end, we present the experiments that lead to the creation of our method followed by the results
attained with it.

5.1 Synthetic Data

The current Covid-19 pandemic imposed severe constraints on this work, in particular precluded the use of real
cameras and setups throughout most of the work. A choice was made to start with artificial data, which lead to
the creation of virtual setups and light field datasets, and switch to real data in a later stage. The first challenge in
the creation of virtual reality datasets is to obtain a three dimensional model of a face. Then, a scene ought to be
composed to include the three dimensional face model in order to acquire a synthetic light field that resembles a
real scene.

3D Face Model Generation The solution to the problem of 3D face modelling was found resorting to Blender

[7] and its add-on FaceBuilder [27] from KeenTools. These tools allowed a quick and easy creation of 3D face
models, without the need for expensive 3D scanners or photogrammetry rigs, requiring only a standard camera
such as a webcam or a smartphone camera.

The creation of the model using KeenTool’s add-on consists in four main steps. The first step is to add a “blank”
model to the Blender [7] scene, which consists of a texture-less bust with standard features, like the one displayed
in Fig. 5.1 (a).

The second step is to choose reference photos of a face, which will provide texture to the model (skin, eyes,
etc.). While one reference picture is enough for a start, as proven by the example in Fig. 5.2 (a), the usage
of multiple reference pictures is highly recommended. If the focal length and sensor width of the camera are
unknown, FaceBuilder [27] estimates the necessary parameters in order to create the best possible result.
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(a) Standard Model (b) Face Mesh (c) Adjusted Mesh

Figure 5.1: Face modeling process. In (a) default 3D face model by FaceBuilder [27] without texture. In (b) mesh
of the face to be adjusted to the picture, which will enable texture generation and bust sculpting. In (c) face mesh
aligned with the provided reference photograph (picture of the author of this document).

The third step is to shape the model, for which a mesh of a face is used like the one in Fig. 5.1 (b). Each point
of the mesh can be adjusted in order to obtain the best fit possible to the face in the reference picture, as shown in
Fig. 5.1 (c). Furthermore, it is visible that a small number of points, displayed in red, suffice to adjust the mesh
correctly. Also worth mentioning that the facial expression, in this case the smile, can be captured but leads to extra
adjustment points for the model. This step can, and should, be repeated with pictures from several perspectives in
order to create a more complete model. However, all pictures must be taken with the same camera and have no
lens distortion.

The last step is to use the FaceBuilder [27] to generate the texture based on the previous step, yielding a 3D
model with a “real” texture, as shown in Fig. 5.2. The effects of using only one reference picture to create the
texture are shown in Fig. 5.2 (a), particularly, on the right side of the face there is a black zone of undefined
texture, which is due to the lack of information about that area in the provided reference picture. It also proves the
ability FaceBuilder [27] has to model facial expressions. A second model, shown in Fig. 5.2 (b), was created using
multiple reference pictures. The lack of illumination in one of the reference pictures is visible by the presence of
shadows in the texture of the model, despite that a model without texture gaps was obtained.

Dataset acquisition Since the datasets are intended to resemble real world scenarios, scenes ought to be com-
posed including the 3D face model (obtained as previously described) in a more realistic environment. Two ap-
proaches were used for the purpose of dataset creation and acquisition.

The first approach resorts to VRML [12] for scene composition and to Matlab’s Virtual Reality toolbox for
the light field acquisition. This approach served as an entry point for dataset creation and allowed preliminary
results to be obtained. However, with this approach the intrinsic matrix H has to be estimated and the ground truth
information is harder to obtain.

The second approach comprises both scene composition and light field acquisition in Blender [7]. This ap-
proach enables a more advanced scene composition, with fully customizable features such as image resolution,
scene illumination and specularity. The light field was acquired resorting to an add-on for Blender [24], which
outputs not only the light field’s viewpoint images, but also ground truth information, camera parameters and
metadata.
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(a) Single source model (b) Multi source model

Figure 5.2: Resulting 3D models: (a) obtained using only one reference picture, the black zones have no attributed
texture (for instance the sides of the face); (b) obtained using multiple reference pictures.

It is important to note that the scene created with Blender is not, by design, in metric units. However, for
reference: the focal distance is 8 units, model width (distance between ear tips) is 1.5 units, model height is 2.3
units and the background is 3 units away from the tip of the nose. Please refer to Annex B for a sub-sampling of
the viewpoint images of the Blender generated light field.

To further evaluate the quality of the datasets a depth reconstruction algorithm, proposed by Simão Marto [32],
was applied to a similar dataset produced by each of the approaches.

(a) Central Viewpoint (b) 3D Reconstruction (Front) (c) 3D Reconstruction (Profile)

Figure 5.3: Reconstruction using the VRML + Matlab method. In (a) central viewpoint of the light field. In (b)
frontal view of the resulting reconstruction. In (c) profile view of the resulting reconstruction.

The reconstruction results are shown in Fig. 5.3 for the VRML/Matlab approach and in Fig. 5.4 for the Blender
approach. In both figures the central viewpoint is shown in (a), a frontal perspective of the reconstruction is shown
in (b) and a profile view of the reconstruction is shown in (c). The differences between both central viewpoints
(Fig. 5.3 (a) and Fig. 5.4 (a)) lie in camera pose and ambient illumination.

Regarding the reconstruction results a fundamental difference is found, even tough the VRML approach yields
a larger reconstructed area (see Figs. 5.3 and 5.4 (b)) it is much noisier than the Blender counterpart. This is
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(a) Central Viewpoint (b) 3D Reconstruction (Front) (c) 3D Reconstruction (Profile)

Figure 5.4: Reconstruction using the Blender method. In (a) central viewpoint of the light field. In (b) frontal view
of the resulting reconstruction. In (c) profile view of the resulting reconstruction.

particularly noticeable, when comparing the face silhouettes in the profile perspective (see Figs. 5.3 and 5.4 (c))
where the VRML reconstruction shows blurred features and the Blender reconstruction clearly distinguishes small
features such as the gap between the lips. This results are influenced by the number of bits encoding each image,
8 bits for the VRML setup and 64 bits for the Blender setup.

To conclude, the Blender approach [7, 24] is a clear choice not only for the reconstruction quality displayed
but also for the level of customization it enables in the scene composition and the fact that it provides ground truth
information plus camera information.

5.2 Spinning Parallelogram Operator

In this section we evaluate the performance of the spinning parallelogram operator (SPO) on both synthetic and real
data. The SPO code made available with [58] outputs a depth map containing only discrete labels. The conversion
to metric structure required to assess the quality of the results, however an intrinsic matrix H is required. We start
by analyzing the results in synthetic data and then we progress onto real data.

Synthetic Data We first test this method with the light field acquired in the Blender setup, described in the
previous section and whose central viewpoint is depicted in Fig. 5.5 (a). In the absence of the intrinsic matrix H
a qualitative analysis was used, followed by quantitative analysis resorting to a linear regression to recover metric
information.

A choice was made to use more than the empirical knowledge extracted from looking at the results for the
qualitative analysis. Therefore, the ground truth information was labeled so as to match the labeling performed by
the method, under the assumption of a regular labeling. The resulting labels are shown in Fig. 5.5 (b), which can
now be compared to the SPO output.

Initial comparison between Figs. 5.5 (b) and (c) reveals high similarity, despite some difference in the color
levels, which corresponds to a good depth discrimination.

The labeling error is defined as the difference between the ground truth and estimated depth labels. Since
the object boundaries generate high errors, due to the background/foreground frontier, we filter the error so as to
consider only the face region (see Fig. 5.5 (d)).
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(a) Central viewpoint image (b) Ground truth (c) SPO estimation (d) Filtered error

Figure 5.5: Graphics used in the quantitative analysis of the SPO. In (a) central viewpoint image of the acquired
light field. In (b) ground truth (GT) information labeled to match the SPO output. In (c) SPO estimation of depth
labels. In (d) the difference between GT and estimated depth labels, i.e. the labeling error, pertaining the face
region.

The error in the background is approximately constant, presenting an average offset of 4 labels of the estimated
labels against the ground truth. Regarding the foreground, we see a slightly higher labeling error, going up to 7
labels of difference in some points. One must also assume that quantization errors exist due to the labeling process,
thus explaining part of the errors visualized.

To obtain a clearer impression of the qualitative results, a mesh plot of both ground truth and SPO depth labels
was created. First, we analyze both meshes in perspective as shown in Fig. 5.6 (a). The presence of outliers in the
SPO estimation is clear in the corresponding mesh, predominantly in the silhouette of the face and in the image
borders, therefore a filtering step can be applied to handle outliers. Moreover, despite the aforementioned offset in
the labels, a clear background/foreground separation is attained, with similar contours to the ground truth image.

For a deeper analysis of the obtained contours, a profile view is also considered, as shown in Fig. 5.6 (b). The
contour line from the neck to the forehead is faithful to the ground truth, with the details in the lips that being well
captured, however the estimation caused a slight elongation in the nose and some discontinuities in the forehead
region. Furthermore, it is visible that the sides of the face present an increased challenge to the estimation, since
the contours are not very well defined.

(a) Perspective view (b) Profile view

Figure 5.6: Side by side comparison of the mesh plots of the labeled depths, with the ground truth on the left
and the SPO labels on the right. In (a) perspective view where it is noticeable a good background/foreground
separation. In (b) profile view where the face silhouette details are noticeable.

For the quantitative analysis metric values are required. We perform a linear regression to estimate an affine
transform from the depth labels to the metric values provided in the ground truth image. Since our interest lies
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within the region of the face the transform will be first calculated there. Then, we compute the mean absolute
error (MAE) of the estimated depth against the ground truth information, yielding a value of 0.02 units for the face
region and 0.03 units for the whole image (approximately 4mm).

This approach, despite being successful in converting to metric structure uses information that should only be
used in the comparison stage. Thus, the obtained error values are small and mostly due to the labeling errors.
Additionally, since the face silhouette presents high error, considering the whole image drives the mean absolute
error up.

Real Data Up to this point we only have an indication that the approach might work, however it requires further
validation. To do so, we evaluate the results obtained for real data from the IST-EURECOM face database [45]. In
the end we present the results attained with real data acquired by us.

(a) Central viewpoint (b) Depth labeling

Figure 5.7: Application of the SPO to a face in the IST-EURECOM Face Database [45]. In (a) central viewpoint
image. In (b) obtained depth labeling.

A first run was performed using the whole light field, whose central viewpoint image is depicted in Fig. 5.7
(a). The results, shown in Fig. 5.7(b), present a decent background/foreground separation but lack in detail for the
face region. Furthermore, the processing of the whole light field consumes a significant amount of time.

Since only about 20% of the image is relevant to our purposes of face reconstruction, we can reduce the light
field to a more significant area. The face database [45] provides a bounding box for all the faces, therefore we
reduced the light field to the region of the face using the given bounding box coordinates plus a 20 pixel frame.
The resulting light fields’ central viewpoint images are depicted in Figs. 5.8 (a) and (b).

The application of the SPO in this trimmed light field not only yields results significantly faster but also shows
improvement in the quality of the results, specifically in the level of detail. The results for both subjects are
presented in Figs. 5.8 (c) and (d).

A good background/foreground separation was attained as well as better discrimination of the labels in the
face. However, as predicted, the method struggles with low gradient regions and yielding estimation errors. The
highlighted regions in Fig. 5.8 (c) show that the depth estimates were close to background depth. For the second
subject, in Fig. 5.8 (d), the errors are not so clear but are still present.

Lastly, we evaluate the method on light fields acquired by us with a Lytro Illum camera. Specificaly, two light
fields acquired in “selfie” position, yielding a depth range for the scene between 0.6 and 2 meters. As done with
the data from the IST-EURECOM database [45], we consider only a fraction of the light field, corresponding to a
bounding box of the face on the central viewpoint image. The cropped central viewpoint images are presented in
Figs. 5.9 (a) and (b) and depict the same subject captured from two distinct perspectives.
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(a) Subject 001 (b) Subject 002 (c) Sub. 001 Depth (d) Sub. 002 Depth

Figure 5.8: Application of the SPO to two faces in the IST-EURECOM Face Database [45]. Central viewpoint
images: (a) for subject 001, and (b) for subject 002. Depth labeling with bad result highlight: (c) for subject 001,
and (d) for subject 002.

(a) Pose 1 (b) Pose 2 (c) Pose 1 Depth (d) Pose 2 Depth

Figure 5.9: Application of the SPO to data acquired by us. Central viewpoint images: (a) for pose 1, and (b) for
pose 2. Depth labeling with bad result highlight: (c) for pose 1, and (d) for pose 2. [Credit for the light field
acquisition goes to Miguel Rodrigues (in the pictures).]

Regarding the depth estimation results, first and foremost we attain a good background/foreground separation.
Furthermore, the attained depth estimation, shown in Figs. 5.9 (c) and (d), captured interesting features like the
lips, nose and eyes even if in a coarse representation.

However, we see once more a struggle with smooth regions, highlighted in Figs. 5.9 (c) and (d), reveal incon-
sistency in the depth assignment. Despite not being such a relevant zone, some regions in the neck also reveal
this struggle (see darker spots in Fig. 5.9 (c)). Nonetheless, this further adds to the conclusion that the edge-based
reconstruction algorithms would benefit of a method for estimation in low gradient areas.

5.3 Light Field Superpixel

In this section we evaluate the performance of the light field superpixel (LFSP) in depth estimation, on both
synthetic and real data. The LFSP method implicitly produces a disparity estimation, therefore it is possible to
estimate depth knowing the intrinsic matrix H. We start by analyzing the results in synthetic data and then we
progress onto real data.
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Synthetic Data The synthetic data used is the same as in the SPO. Several superpixel sizes were tested from 10
to 50, in increments of 10, as well as sizes 75 and 100. However, the best results for this data were attained with
a superpixel of size 50, whose segmentation is depicted in Fig. 5.10(a). The segmentation near the boundary of
the face tends to include foreground and background areas, this is due to the large superpixel size chosen. This
choice was focused on another criteria, the clustering of smooth regions of the face, e.g. portions of the forehead
or cheeks, which was accomplished.

(a) Segmentation obtained (b) Depth estimation (front) (c) Depth estimation (profile) (d) Absolute error obtained

Figure 5.10: Light Field Superpixel results. In (a) central viewpoint image of the acquired light field with the
superpixel segmentation overlaid. In (b) depth estimation from a frontal perspective. In (c) depth estimation from
a profile perspective. In (d) difference between GT and obtained depth estimation, i.e., the error.

The depth estimation, shown in Figs. 5.10 (b) and (c), yielded a good background/foreground separation and
a correct depth range. However, a significant lack of detail in the minor structures is noticeable. For instance, the
nose is not clearly outlined, having just the tip protruding in the estimation (see Fig. 5.10 (c)).

Comparing the estimated depth with the ground truth information yields the error map shown in Fig. 5.10 (d).
There, an high error in the silhouette of the face is visible, which is due to errors in the background/foreground sep-
aration. The mean of absolute differences between ground truth and estimated depth is 0.17 units (approximately
2.3 cm). This value is high but explained by the error in the object frontiers, each background/foreground mistake
accumulates around 2 units in error (approximately 27 cm). To test this hypothesis we compute the median error,
yielding 0.07 units (approximately 9 mm), thus supporting the previous claim.

Several regions of the face stand out for having above average error, depicted by lighter blue in Fig. 5.10 (d).
These regions are characterized by low gradient and higher brightness, thus reinforcing the need for better depth
estimation in smooth areas.

We conclude that the method yields a correct depth range, correctly estimating the general distance of objects,
however failing to provide correct depth for finer details.

Real Data To further evaluate this method’s performance we use real data acquired by us. Specifically, we
use two light fields acquired with a Lytro Illum camera in “selfie” position, yielding a depth range for the scene
between 0.6 and 2 meters. We experiment with the same superpixel sizes used in synthetic data. However, only
two superpixel sizes, 20 and 50, produce relevant results. The intrinsic matrix H obtained via camera calibration
is used to obtain a metric reconstruction.

The segmentation with superpixels of size 20 is rather poor and small, Figs. 5.11 (a) and (b) show a crop of the
central viewpoint images with the segmentation overlaid. Regarding the depth estimation, shown in Figs. 5.11 (c)
and (d), a correct depth range was attained for the face, despite great estimation error in the background (see dark
blue regions which correspond to foreground depth). Nonetheless, asymmetric depth estimation in smooth areas is
noticeable with differences up to 15cm in the cheeks.
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(a) Image A segmentation (b) Image B segmentation (c) Image A depth estimation (d) Image B depth estimation

Figure 5.11: Light Field Superpixel results for a size 20 superpixel. In (a) and (b) we present a crop of the central
viewpoint images of the acquired light fields (A and B respectively) with the superpixel segmentation overlaid. In
(c) and (d) we present the depth estimation obtained for both light fields (A and B respectively). [Credit for the
light field acquisition: Miguel Rodrigues (in the pictures).]

The superpixel size of 50 yielded an interesting segmentation for both light fields, shown in Figs. 5.12 (a)
and (c). The segmentation yielded better clustering of smooth regions such as cheeks and forehead. The depth
estimation, depicted in Figs. 5.12 (b) and (d), maintains a large error in the background estimation (as seen for the
size 20 superpixel) but still provides an acceptable depth range for the face. An unexpected problem appeared in
Image B, the struggle to correctly estimate large gradient areas, noticeable by the yellow zones in Fig. 5.12 (d).
There we see background depth being assigned to eyebrows, jaw, lips and nostrils. These results can be influenced
by the perspective in which the light field was acquired. Furthermore, smooth regions seem to yield uneven depth
estimation in both cases.

To further evaluate the results on the face and assess the severity of the inconsistencies in smooth areas, we
isolated the face region for Image A.

The isolated depth estimation, depicted in Fig. 5.13, reveals a reasonable depth range and exposes some in-
consistencies in depth assignment related to the superpixel segmentation. This is particularly clear in the cheeks
and forehead where a heterogeneous and inconsistent depth assignment is found, resulting in “walls” or “trenches”
between smooth regions. Furthermore, the level of detail presented in the reconstruction is low and clearly af-
fected by the estimation errors previously described. Therefore, we obtained compelling evidence that this method
struggles in smooth areas.
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(a) Image A segmentation (b) Image A depth estimation

(c) Image B segmentation (d) Image B depth estimation

Figure 5.12: Light Field Superpixel results for a size 50 superpixel: In (a) and (c) we present the central viewpoint
images of the acquired light fields (A and B respectively) with the superpixel segmentation overlaid. In (b) and
(d) we present the depth estimation obtained for both light fields (A and B respectively). [Credit for the light field
acquisition: Miguel Rodrigues (in the pictures).]

Figure 5.13: Light field superpixel (size 50) face depth estimation isolated.
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5.4 Square Patches

In this section we illustrate the experiments performed in faces with the method proposed in section 3.3. We first
study the impact of the grid size, then we proceed to the reconstruction results.

This method was tested on the VRML generated data, with the central viewpoint image depicted in Fig. 5.3
(a). The depth range for the scene is estimated to be between 0.05 and 0.1 units with the foreground/background
frontier at around 0.07 units.

Error Metrics Evaluation The first experiment evaluates the calculation of the sum of squared differences on
the grid squares of a centered window, assessing the impact of the grid’s size. We start with a set of global shearings
and select one according to the depth range of the foreground. Specifically, from a set of ten shearings for depths
uniformely spaced (inside the depth range) we selected the fifth shearing.

The calculation of the error metrics in the selected shearing was repeated several times, changing the grid size
used. In detail, we start with a 3 by 3 grid (corresponding to 100 px patches) and progress through to a 30 by 30
grid (corresponding to 10 px patches). Grids bigger than 30 by 30 are considered too thin for the purpose of this
study and are therefore disregarded. Furthermore, post processing was applied to the computed values, namely a
threshold of the SSD value was searched in order to refine the level of detail in the region of interest of the surface
plot.

The result for grids of size inferior to 10 by 10 is a coarse segmentation between foreground and background
areas, with the latter yielding higher error values than the former.

(a) Saturated error on a 10 by 10 grid (b) Saturated error on a 30 by 30 grid

Figure 5.14: Central viewpoint image with saturated SSD overlaid. In (a) error computed on a 10 by 10 grid and
saturated at 0.008 units. In (b) error computed on a 30 by 30 grid and saturated at 0.002 units.

For a grid of 10 by 10 interesting results emerge, shown in Fig. 5.14 (a), as the person’s forehead, most of the
right cheek and a portion of the left cheek, i.e. smooth regions, present a lower error value. The detection of a
smaller area on the right side of the image is due to the camera’s pose, which results in partial occlusion and on
that half of the face occupying a smaller area of the image than it’s counterpart. Furthermore, areas where the grid
patches include high gradient tend to have medium/high error values, specifically regions around the eyes, nose
and mouth. This can be explained by the lack of smoothness of the region, since when high gradient regions are
considered the shift from one viewpoint image to another is clearer, causing the error to spike.

For a grid of 30 by 30 finer detail on the above analysis is achieved, as shown in Fig. 5.14 (b). The regions
around the eyes, nose, ears and mouth are better defined, also leading to a better definition of smooth regions while
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still displaying a low SSD value. A clear example is the region on the person’s left cheek, that with a size 10 grid
displayed high error level except in one patch (see Fig. 5.14 (a)). However, with a size 30 grid displays a larger
number of patches with low error comprising also a larger area (see Fig. 5.14 (b)), better defining a smooth region.

Regarding computational effort, the time required to calculate the error metrics in a size 30 grid is about 30
times higher than for a size 10 grid.

Reconstruction Results The study on the impact of the grid size (N by N squares) continues, this time analyzing
the reconstruction results variation with N. The obtained results were compared to the depth map obtained with the
gradient based depth estimation method proposed in [32], specifically trying to fill in the blanks in regions were
this method had little confidence in the depth estimation (see Fig. 5.15 (a)).

For values of N lower than 20 the results present insufficient level of detail resulting in erroneous depth esti-
mation. For N equal to 20 we start to see accurate estimates, highlighted in Fig. 5.15 (b), however most of the
estimation is still not accurate.

(a) Original depth map from [32] (b) Joint depth from a size 20 grid

Figure 5.15: Depth maps obtained: (a) using [32], where the blank regions are to be filled with our results; (b) with
our estimation in a size 20 grid filling in the blanks.

A high gradient frontier is shown (in Fig. 5.16) between the bust of the person and the background. However, it
is noticeable that low gradient regions pose a challenge for the estimation (see Figs 5.15 (a) and 5.16), for instance
in the center of the forehead the gradient is too low to provide information.

Figure 5.16: Gradient magnitude calculated in the central viewpoint.

In Fig. 5.17 (a) we present the full depth map estimated by the algorithm for N equal to 30. An outline of the
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face is clear, with smooth regions presenting coherent depth estimates, specifically, we can distinguish the subject’s
right cheek and temple.

(a) Full depth estimation (b) Joint depth estimation

Figure 5.17: Depth maps obtained: (a) full depth estimation using our method in a 30 by 30 grid; (b) our method’s
results filling the blanks left by the gradient based depth reconstruction [32].

In Fig. 5.17 (b) we present the our estimates complementing the depth map presented in Fig. 5.15 (a), with the
regions where the attained results are good highlighted in red.

Throughout the experimentation process the results presented in Fig. 5.17 were the best. Also, it was observed
that each grid size yields different regions being correctly estimated, this is visible comparing the highlights in
Figs. 5.15 (b) and 5.17 (b), and was observed for the remaining values of N tested (up to 60). For N bigger than 60
the computation time becomes too long and the results start loosing accuracy since the area considered becomes
too small.

This results point to the need of adapting the size and shape of the region considered in the local shearing
operation. We also conclude that its worth testing this technique with real data, since the results with synthetic data
seem promising. Furthermore, the inclusion of edge points in the areas where the gradient is too low could also
aid in the estimation process, namely if the edge points define the frontier of the region.

5.5 Level Sets on Reconstruction Confidence

This section is dedicated to the application of the method proposed in chapter 4 to faces. Specifically, we assess the
method’s performance and evaluate its strengths and weaknesses. This method aims at improving depth estimation
from edge-based methods in low gradient regions. To do so, it relies on the reconstruction confidence obtained via
structure tensor.

Synthetic Data We start with the application of this method to the synthetic data generated with Blender, whose
central viewpoint is depicted in Fig. 5.4(a). Our main goal is to assess if this method can be used as a complement
to an edge-based reconstruction algorithm, like the one proposed in [32], to improve estimation in low gradient
areas.

We show the obtained confidence map for this data in Fig. 4.7 (a), where the light gray areas correspond to
confidence above a threshold and dark gray areas correspond to confidence below that same level. Additionally,
the figure shows the filtered level curves over the confidence map. Thus, it becomes clear that the regions with low
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confidence are the smoother regions of human faces, such as forehead and cheeks.

(a) Level curves over confidence map (b) Sector segmentation (c) Ground truth

(d) Depth estimation (e) Mean Absolute Error

Figure 5.18: Depth estimation using level sets of the reconstruction confidence. In (a) reconstruction confidence
map, obtained via threshold, with the level curves overlaid: dark gray represents zones below the threshold and
light gray zones above the confidence threshold. In (b) level set segmentation into sectors. In (c) ground truth
information for the patches of interest. In (d) depth estimation obtained. In (e) mean absolute error, ground truth
minus the estimated depth.

The level sets with area within a range are segmented radially, as shown in Fig. 4.7 (b), resulting in small
sectors with low confidence and assumed to have constant depth. We now possess light field patches based on each
of these sectors, which are then individually sheared. After the local shearing, the viewpoint similarity is computed
for each sheared light field patch enabling a depth assignment through its maximization. For this step the chosen
parameters are: a confidence threshold of 0.3, a set of 30 shearings and a division of 5 sectors per level set. The
resulting depth estimation is presented in Fig. 4.7 (d). Since the data was generated in Blender the ground truth
information, shown in Fig. 4.7 (c), is available for comparison.

Comparing the depth ranges, we immediately see a reduction of the estimated depth range when comparing
against the ground truth information. Furthermore, an estimation offset of approximately 0.65 units (around 9
cm) is visible. The shrinkage of the depth range can be explained by the assumption of constant depth within the
patches, since abrupt depth variations within a patch are not captured.

To assess the estimation performance we calculate the mean absolute error (MAE). Since we have already
observed that an offset exists, the MAE was also calculated with the data minus the centroid of the depth. Thus,
yielding a metric that focuses on the deviations around the center of mass, which we called structural mean absolute
error (SMAE).
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The error map, shown in Fig. 4.7 (e), reveals a third large error area, on the top patches. Furthermore, we see
some incorrect estimations on individual patches alongside accurate estimates. This phenomenon is explained by
the independence of patches among themselves, which can be mitigated using a regularization step that weighs the
estimate on the patch with its neighbors.

Overall the reconstruction results are positive. The obtained MAE value was 0.502 units (around 7 cm) re-
flecting the aforementioned estimation offset. Regarding the SMAE, we obtained a value of 0.165 units (around 2
cm), which is mostly justified by the lack of coherence between patches. However, a contribution is also made by
the assumption of constant depth within the patches which prevents curvature and significant depth changes to be
captured. This is particularly noticeable on the bottom patches from Fig. 4.7 (e), where abrupt changes from the
jawline to the neck cannot be captured due to this hypothesis of constant depth and thus increasing the error.

Real Data To further evaluate this method’s performance we use two light fields acquired with a Lytro Illum
camera in “selfie” position, yielding an estimated depth range for the scene between 0.6 and 2 meters. A crop of
the central viewpoint image is shown in Fig 5.19 (a).

The method starts by the estimation of the reconstruction confidence, which yields a confidence map and the
level curves in smooth areas. The confidence map, depicted in Fig. 5.19 (b), has lighter areas corresponding to low
values of reconstruction confidence and darker areas corresponding to high values. The level curves, overlaid to
the confidence map in Fig. 5.19 (b), selected five smooth areas to perform depth estimation in.

Regarding the depth estimation results, depicted in Fig. 5.19 (c), we first observe that the estimated depth range
is within the real range of the scene. Furthermore, it is visible that most of the estimation yields a value close to
0.7 meters which corresponds to the real distance of the face to the camera.

However, some inconsistencies are found in the depth assignment within zones or even level sets themselves.
For instance, in the forehead region we see (in yellow) a region with significantly higher depth (20 cm) which is
inconsistent with the smooth depth variations usually found in such area of the face. This effect is seen on a smaller
scale in all zones, where occasional spikes in depth estimation occur, as shown by the yellow regions in Fig. 5.19
(c).

To validate the proposed methodology we estimated the depth with the edge-based method proposed in [32],
which results in the depth map depicted in Fig. 5.19 (d). There we see several smooth areas where the method
struggled to estimate depth. The estimated depth map was then complemented with our estimates in low confidence
areas, as proposed, and the result is depicted in Fig. 5.19 (e).

The previously described issues with our estimation are noticeable in the integrated depth reconstruction, par-
ticularly in the left side of the forehead and in the left cheek. Despite that we see that our estimation is coherent
with the initial reconstruction, blending in well with the first reconstruction. This is a compelling result which
demonstrates that the complementarity of both approaches can be leveraged. Note that no information from the
first estimation is used in our estimation, i.e., no frontier conditions nor neighboring points information.

Another experiment was performed to assess the quality of the optimization technique proposed. Several
iterations were performed with different values of the regularization parameters ω1 and ω2.

We now discuss the results obtained for ω1 = 1000 and ω2 = 1. The gradient based depth estimation remains
the same as before, and is depicted in Fig. 5.20 (a). The optimized depth estimation, depicted in Fig. 5.20 (b),
presents a correct depth range. However, one of the patches presents high estimation error, around 30 cm. Despite
that, the remaining estimations are correct and coherent among themselves, with details like the curvature of the
forehead captured. The problem of inconsistency within zones and level sets is removed with the optimization
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(a) Crop of central viewpoint image (b) Computed level curves (c) Estimated Depth

(d) Edge-based depth estimation (e) Integrated depth estimations

Figure 5.19: Depth estimation using level sets of the reconstruction confidence on real data. In (a) crop of the
central viewpoint image. In (b) reconstruction confidence map, obtained via threshold, with the level curves
overlaid. In (c) depth estimation obtained without optimization. In (d) estimation obtained with gradient based
method. In (e) gradient based depth estimation complemented with our estimation. [Credit for the light field
acquisition: Miguel Rodrigues (in the picture).]

process, clearly observed when comparing Fig. 5.19 (c) against Fig. 5.20 (b). Furthermore, we see that the neck
has a greater depth than the remaining portions of the face, which is coherent with the reality.

Again, to validate the proposed methodology we replace the non-estimated areas in the first reconstruction with
our estimates. The resulting depth map, depicted in Fig. 5.20 (c), is overall coherent with the first reconstruction
values. Specifically, the forehead presents estimations highly consistent with the closest high confidence areas (on
the hair/forehead frontier). The left cheek also presents consistent estimations, even tough a small estimation error
exists, around 2 cm. Two areas stand out in the integrated depth estimation. The right cheek, which as previously
mentioned presents a high estimation error. The other area is in the neck, which the first reconstruction estimates
with very low confidence. Analyzing the relation between the estimation on the forehead and the estimation on the
neck we see a difference of approximately 5 cm, which is consistent with real average distances.

We conclude that the optimization step is valuable as it improves consistency between patch estimations. Fur-
thermore, the complemented estimation presents a convincing result, as it fills areas that have low reconstruction
confidence with depth estimates coherent with the closest high reconstruction confidence areas of the first recon-
struction.
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(a) Edge-based estimation (b) Our estimation (c) Combined depth estimation

Figure 5.20: Depth estimation obtained with the optimized method (real data). In (a) depth estimation obtained
with gradient based method. In (b) our optimized depth estimation. In (c) gradient based depth estimation com-
plemented with our optimized estimation.

Execution Time Analysis For a more insightful analysis of the method’s performance a last experiment was
performed, which evaluated the computation times of each method. The tests were performed by running the
Matlab code on a machine with an Intel® CoreTM i7-7500U CPU and 8GB of RAM.

The procedure comprises the application of each method multiple times, to the same light fields. For this
purpose, real data was cropped to yield three different light field sizes: (i) full light field, with 625 by 433 px
viewpoint images; (ii) big face bounding box, with 280 by 393 px viewpoint images; (iii) small face bounding box,
with 203 by 318 px viewpoint images. From these three light fields we consider the big face bounding box (ii)
the most relevant because it contains data pertaining the whole face without cropping anything, as opposed to the
small bounding box, but also has the minimum clutter, as opposed to the full light field.

Figure 5.21: Run time vs light field size, i.e. average execution time against number of pixels considered for the
methods presented in this chapter: (blue) the performance of the spinning parallelogram operator [58]; (orange)
the performance of the light field superpixel segmentation [59]; (gold) the performance of the proposed method,
level sets on reconstruction confidence; and (green) the performance of the gradient based depth estimation [32]
used as a first reconstruction technique. Detailed values can be found in Table 5.5.



54 Face Reconstruction Experiments

Table 5.1: Average run time (in seconds) per light field size (pixels of each viewpoint image). Tested meth-
ods: gradient based depth estimation [32] used as a first reconstruction technique; (SPO) spinning parallelogram
operator [58]; (LFSP) light field superpixel segmentation [59]; and the proposed method, (LSRC) level sets on
reconstruction confidence.

Area [px] Average Time [s]
GBDE LFSP SPO LSRC

270625 37,2 237 2083,2 2294,2
110040 29,2 228 483,8 657,8
64554 29 234,8 171,8 1189,2

The methods were applied five times to each light field size and their execution was timed. The experiment’s
result is summarized in Table 5.5 and graphically depicted in Fig. 5.21, with the average execution time on the
vertical axis and the total number of pixels on the horizontal axis.

The gradient based depth estimation (GBDE) [32] runs in an average of 29 seconds for the cropped light fields
and 37 seconds for the full light field, thus displaying a good performance and scalability. The light field superpixel
segmentation (LFSP) [59] leverages parallel computing and averages just under 4 minutes for all light field sizes.
Despite its good scalability this is still a high time for direct real world application. The spinning parallelogram
operator (SPO) [58] outperforms the LFSP in the small bounding box, averaging just under 3 minutes. However,
this method does not scale well and averages around 8 minutes for the big bounding box and 41 minutes for the
full light field. Furthermore, with the full light field the results show an amplitude of approximately 5 minutes
between executions on similar circumstances. Also worth noting that the method does not produce a metric depth
estimation, but rather a depth labeling.

The proposed method, level sets on reconstruction confidence (LSRC), has a performance slightly below the
SPO for the big bounding box and the full light field, averaging 2.9 and 3.5 minutes longer execution times,
respectively. From these times, an average of 5% of the time is used for segmentation, while the remaining 95%
are used for estimation. The additional run time is expected as LSRC provides reconstruction at low gradient areas
of the light field, missing in GBDE or lesser precise in LFSP and SPO, and improves that reconstruction with a
regularization approach.
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Conclusion and Future Work

The work described in this thesis comprised the study of both the plenoptic camera and the light fields acquired by
it, targeting the usage of light field imagery to perform 3D reconstruction of human faces. To this goal, we studied
the camera model proposed by Dansereau et al. [14], including the projection and back-projection models. These
models established the theoretical foundation that enables depth estimation from light field imagery.

A conceptual study was presented to assess if reliable depth estimation could be achieved in low gradient areas
by searching for the disparity that places a given area in focus. This study culminated in a basic, general purpose,
reconstruction algorithm for smooth areas. This method was then refined to yield a robust and grounded recon-
struction algorithm. Using the reconstruction confidence extracted from the structure tensor, enabled targeting low
confidence areas (with small gradients) for reconstruction. In particular we studied the shearing operation as a tool
for photo-similarity depth estimation methods.

To understand how the methods handled face information we created synthetic data and acquired real light field
images. Multiple reconstruction methodologies were presented and their performance evaluated on the context of
face applications, using this data. The results demonstrated the need for better estimation in low gradient areas.

Then, our method was tested and validated as a complement for the gradient based depth estimation [32]. We
started by testing the method without an optimization step and attained overall correct estimates with some incon-
sistencies between neighboring patches. To improve these results the optimization step was introduced and the
optimization parameters tuned. The optimization step presents improvements over its predecessor. By enforcing
consistency between neighboring patches, in the same level set and in inner/outer level sets, we obtain consistently
smooth depth estimations. This consistency comes at a cost that when there is an estimation error it no longer
pertains one patch, it is reflected in all of them.

In future work the inclusion of edge points in the frontier of smooth areas should be considered. Specifically,
enabling the use of techniques such as Poisson blending to propagate information from the edge points to the
inside of smooth areas [38]. In the same line, since human faces are mostly symmetric it would be interesting to
leverage that information, as done in [55]. Lastly, since the estimation consumes about 95% of the computation
time, it would be interesting to explore the application of methods to accelerate convergence. Regarding plenoptic
setups an effort to investigate the potential of smartphones for light field imagery acquisition [33] would allow the
general public to benefit from its capabilities. Also, it would be interesting to explore a stereo of plenoptic cameras
alongside view interpolation.
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Appendix A

Access Control Use Cases

The PlenoFace research project involves as partners Imprensa Nacional Casa da Moeda S.A. (INCM), the Institute
for Systems and Robotics (ISR) poles of Lisbon and Coimbra, and the Institute for Telecommunications (IT) pole
of Lisbon.

The project intends to contribute to the implementation of strong authentication directives using facial bio-
metrics, to develop ID-doc validation methodologies, and, represent faces with plenoptic imaging to improve the
effectiveness of authentication. It is then required to develop face representations and detection/authentication
tools that enable secure and trustful access.

Assessment of alternatives to conventional facial biometrics systems is a priority, with special focus on smart-
phones, which are pointed as the “devices of choice for strong and private authentication”. Specifically, setups
with multiple cameras available nowadays in high-end smartphones. The ID-doc validation methodologies pro-
posed will also be based on data acquired with smartphones combined with new watermarking methodologies and
design of printer-proof security elements.

Use Cases

Three use cases are presented to demonstrate possible applications of this research. These are core use cases in the
PlenoFace project proposal.

All cases are based on a plenoptic setup, an ID-doc containing biometric information, a device to perform the
ID-doc validation and a CPU to perform the facial recognition. The relation to this thesis is the face detection and
capture stage present in each case.

Access Control

The first use case is access control to installations (shops, companies, warehouses, etc.) resorting to visual recog-
nition (see Fig. A.1). It is already common to find areas of buildings with restricted access, whether with security
guards at the entrance or with authentication keypads for door unlocking.

The proposal is to have a initialization step where a person’s ID-doc is validated and the ID-doc facial biomet-
rics information is inserted into the local access-control database. The database enables visual recognition. In this
way, future accesses can be granted without the ID-doc. Future access can be granted by: a guard equipped with a
camera (Setup 1) or a camera setup at the entry point (Setup 2).



58 Access Control Use Cases

(a) Setup 1 (b) Setup 2

Figure A.1: Access control setup examples. (a) setup 1 where a guard checks the facial biometrics and validates
the ID-doc. (b) setup 2 demonstrates automated access with a facial recognition setup.

Help the Officer

The second use case is proposed as a help to law enforcement. It is a combination of ID-doc validation with
authentication, since ID-docs may be tampered in their security elements, particularly in the photograph, which is
the most used element by officers. The proposal is, as shown in Fig. A.2, (1) to have a picture of the face taken, (2)
ask the ID-doc for the facial biometrics, (3) to receive the data from the ID-doc and compare both facial biometrics,
and (4) in case of some suspicion verify if the ID-doc is legitimate.

(a) Standard procedure (b) Optional step

Figure A.2: Help the officer. (a) Standard procedure: 1. take a picture of the face. 2. Ask the ID-doc for the facial
biometrics information. 3. Receive the information from the ID-doc. (b) Optional step: 4. ID-doc validation.

Portable Notary

The third use case consists of multi-factor authentication, particularly, in the signature of documents. In a way, one
is implementing an automated notary (see Fig. A.3).

When someone wants to buy a car, house, building or business there is a need to verify that the buyer and seller
are legitimate. Many public administration services require signatures, which we propose to replace by the digital
signatures. This proposal involves a multiple step process: (1) a ID-doc validation, (2) ask the ID-doc for the
biometric information, (3) receive the biometrics from the ID-doc, and (4) check the received biometrics against
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a picture taken. Once this process is finished, the digital signature is transferred from the ID-doc. If other parties
exist, they will perform the same validation to have their signature on the document.

Figure A.3: Digital signature via ID-doc. First the ID-doc is validated (1), then facial biometric information
is asked to the ID-doc (2), when the ID-doc sends the facial biometrics information (3) a picture is taken for
comparison (4).
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Appendix B

Synthetic Face Light Field

When acquiring light field images, multiple slightly different perspectives are captured. In this work after the
creation of a 3D face model, resorting to virtual reality setups, a scene was composed for the acquisition of the
synthetic light field. The acquisition resulted in a light field composed by 121 viewpoint images, since 11 by 11
viewpoints were used in our setup. A 5 by 5 sampling of the viewpoints was performed by choosing every other
column in every other row, the result is shown in Fig. B.1.

As mentioned earlier, the distance between viewpoints is very small. Consequently, the shift in perspective
is also small. When iterating over the different viewpoints in a single light field image, resorting to Dansereau’s
Light Field Toolbox, the shift is clear.
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Figure B.1: Synthetic light field viewpoints: a 5 by 5 sub sampling of the 11 by 11 set of viewpoints.
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