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Abstract—Nowadays, IT organizations face ever-changing consumer demands, competitiveness, regulatory environments, and sophisticated external threats. As a result, they seek a competitive advantage by using DevOps and its capabilities, such as improving user experience, increasing productivity, and team collaboration.

However, DevOps adoption remains inconsistent, emphasizing the need to provide relevant data and insights to management in their decision-making process to enhance efficiency while applying DevOps capabilities. Unfortunately, there is a lack of systematization between the effective use of these capabilities and the ideal metrics for each one.

Therefore, Design Science Research is done with two Multivocal Literature Reviews to elicit the main DevOps metrics and capabilities and semi-structured interviews to build an outcome-based capability evaluation matrix, focusing on metrics (KPIs) for promoting DevOps adoption. A definition of DevOps capability and another for metrics is identified, along with 37 DevOps capabilities and 24 main metrics are defined and categorized.

It is concluded that cultural capabilities have the highest overall impact. Empowering teams to make decisions and organizational culture are top categories. Capabilities are, dynamic and have been growing and changing over the years, being defined by the ability of an organization to perform practices. The five top metrics that an organization should start by measuring are, in order, M03-Deployment Frequency (DF), M01-Mean Time To Recover/Restore (MTTR), M42-Team happiness, M02-Mean Lead-time for Changes (MLT) and M04-Change Failure Rate (CFR).
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I. INTRODUCTION

In an organization where software development is part of the core business, having a competitive advantage [1] by doing things better than competitors is a requirement for any IT organization [2]. However, the need for frequent software delivery, without sustained builds, proper testing and release automation, generates burnout and pain in the engineers doing operations [3], decaying software delivery performance [4] and leading to poor reliability.

In response to this broken process, we see the emergence of Developer(Dev) and Operations(Ops) (DevOps), an organizational approach that emphasizes empathy and encourages greater collaboration between engineering teams involved in software delivery [5], in order to reduce development time, improve deployment rates, increase stability, optimize Mean Time to Recover, and lower deployment and implementation costs [6]. Management should have a clear vision of the steps to take ahead based on information and metrics in order to increase efficiency [1], thus the success of applying DevOps capabilities should be measured with existing DevOps metrics. An effective way to control and assess these levels of maturity and adoption would be to use very specific metrics that assess existing capabilities, informing, for example, whether a given software delivery process within the pipeline is performing optimally or could be improved.

To the best of the author’s knowledge, no study has been conducted that compares various DevOps capabilities or practices with existing DevOps metrics [7], so the problem of this thesis is identified as follows:

Problem: The assessment of the desired success of each DevOps capability or practice is irregular due to a lack of systematization between the successful application of these capabilities or practices and the ideal metrics for each one.

While DevOps adoption success is irregular, as a few impediments exist, shown by Smeds et al. [8] and measuring its maturity can be hard, relating different DevOps capabilities with existing DevOps metrics will support management decision process towards increasing performance in the software development life cycle within the organization.

However, since there exists a lack of systematization of the different DevOps capabilities or practices in existing DevOps metrics, the purpose of this research is to explore a relationship between the metrics and the capabilities/practices, to elicit the main DevOps metrics for each DevOps capability/practice, align the relations impacting positively each found metric and create an evaluation matrix of the DevOps capabilities/practices. For that end, the following research questions are used towards the mentioned goal:

RQ1. What are the main DevOps capabilities or practices?
RQ2. Where are capabilities and practices mentioned?
RQ3. How authors distinguish capabilities from practices?
RQ4. What are the main DevOps metrics?
RQ5. What is the purpose of each metric?
RQ6. Why is each metric important?
RQ7. How are DevOps capabilities categorized?
RQ8. How are the main metrics categorized?
RQ9. What DevOps capabilities have a positive impact in which main metrics?

II. RESEARCH METHODOLOGY

In an initial report, a Literature Review has been conducted to identify the problem of this research. Here it is used the activities of Design Science Research (DSR) proposed by Hevner et al. [9] as the main research methodology. For the build phase [10] two Multivocal Literature Review (MLR) [11] are conducted as mentioned in Section II-B to help identify the artifact. After having the initial artifact, it is conducted the evaluation phase [12] using Semi-structured Interviews mentioned in Section II-C, in order to support the findings of the initial research and improve the artifact.

A. Design Science Research

This DSR is divided in two processes [9, 10, 13], build (process of construction of an artifact) supported by two MLR in Section III,
plus Section IV, resulting in a proposal in Section V and evaluate (to determine how well the artifact behaves) in Section VI.

Baskerville et al. [14] underlines the dual mandate of the DSR, which is to use acquired knowledge to solve problems, create changes, or improve existing solutions; and at the same time to generate knowledge, perceptions and theoretical explanations. Hevner [13] calls the attention to the pragmatism of DSR in cycles of relevance and rigor, in the creation of artifacts. The DSR methodology process in the field of Information Systems, shown in Figure 1, is based on Develop/build and justify/evaluate [9].

B. Multivocal Literature Review

A MLR is a type of Systematic Literature Review (SLR), which aims to incorporate gray literature like blogs, videos, webpages and white papers, which are constantly produced by Software Engineering (SE) practitioners outside academic forums, notwithstanding the published (peer-reviewed) writing like journal articles and conference papers. Therefore, MLR is important for the expansion of the research by including literature that normally wouldn’t be taken due to its “gray” nature [11, 15], as show in the Figure 2 on page 2.

C. Semi-structured Interviews

During these semi-structured interviews, an interview protocol is used and participants are informed about the research goals, while asking for their consent to be interviewed. Interviews with a semi-structured format are a common approach in development research. It is common for people to give vital information that the researcher had not before [20].

These kinds of interviews are a common method for qualitative research [21]. The researchers and participants engage in a formal interview, using a developed “interview guide” with a list of questions and topics. However, the interviewer can also follow other topics in the conversation that can guide when he or she feels this is appropriate [22, 23]. The DevOps capabilities confirmed in the literature, together with the related metrics to be found, are used to form an interview protocol in which the targeted evaluation model acts as a guide to elicit metrics from capabilities.

III. DevOps Capabilities Multivocal Literature Review

In the build phase of DSRs, the process of construction of the artifact is undertaken by using MLR.

A. Planning, Conducting and Reporting the MLR

This section corresponds to the process summary of the first MLR. The full process is shown in 3, which exposes the planning, conducting and reporting as proposed by Garousi et al. [11].

Based on the main purpose of this research, an investigation for scientific and ‘gray’ related work was done that addresses or explores the area of capabilities and practices, which can be translated into the previously defined RQ1, RQ2, RQ3. The search string used to perform the search to retrieve the maximum number of studies and the chosen datasets are listed here:

- **Search String:** (devops AND (practices OR capabilities)).
- **Datasets:** The search engines used were, Google search, Scopus, Web of Science, IEEE, ACM and EBSCO.

Using a review protocol, the first set of papers is obtained. After the search is complete and snowballing is done, inclusion and exclusion criteria is applied for refining the search results. Written in English, identified author, published in and after 2013, with publication date, full-text accessible, no advertisement or job post and Mentions DevOps capabilities or practices. The results arise from the evaluation of the full text of the 93 publications eligible for extraction of any relevant information for this research.

B. RQ1 - What are the main DevOps capabilities or practices?

In this section, the MLR provides a list of 37 capabilities based on the literature review of the 93 publications.

C01. Cross team collaboration and communication, mentioned in 81 publications. In order to enable cross-functional collaboration between application teams, operations and security teams [24–35] the organization has to identify the stakeholders, including customers [36], of every project so that they join, have insights about various project phases and processes, and start making valuable contributions.

Figure 1. Adapted phases of the DSR process model [9]

Figure 2. The relationship of SLR, GLR and MLR Studies [11]

Some examples of successful DevOps research, in the same area, using MLR already exist [16] [17] [18], thus corroborating the practical usefulness of this method for the proposed research, expanding the diversity of sources that are available in a variety of forms, reflecting different purposes and perspectives [19].

Figure 3. DevOps capabilities Multivocal Literature Review (MLR) Steps [11]
C02. Continuous integration (CI), mentioned in 80 publications. Continuous integration takes tasks like testing and building, and automates them [37, 38], driving teams to produce high quality software, to reduce the cost of ongoing software development and maintenance [25, 39–45], and to increase the productivity of the teams. [28, 40]. The CI process creates canonical builds and packages that are ultimately deployed and released [46].

C03. Continuous delivery and deployment automation, mentioned in 78 publications. While continuous delivery automates the entire software release process with a manual step, continuous deployment automates that step, deploying smaller changes [47] to production as soon as they are released from acceptance testing [48, 49], without manual intervention [46], releasing faster and more frequent, reducing the risk of production deployments and providing faster feedback to the teams [30, 50].

C04. Proactive monitoring, observability and autoscaling, mentioned in 74 publications. It is critical to monitor the infrastructure [47, 48, 51–53], whether it is in the cloud or in a local data center. Combining proactive monitoring with autoscaling can automatically solve capacity issues [32, 54–56] and reduces the need to scale the system manually.

C05. Test automation and environments, mentioned in 62 publications. Getting quick feedback on the impact of changes across the software delivery life cycle is fundamental to integrate quality into software [52, 57]. It is important to have automated and correctly provisioned test environments along the pipeline [28, 55, 58, 59], reducing long lead times [38, 49, 60–62].

C06. Continuous improvement of processes and workflows, mentioned in 46 publications. Continuous improvement is enabled through a combination of continuous integration, deployment, testing, workflows and monitoring [31], like, implementing branch-name consistency, where all work originates from the same source while developing on a branch referencing a ticket [63], or applying consistent patterns across multiple applications [62].

C07. Version control system, mentioned in 45 publications. Version control and automation are tightly intertwined [37, 39, 64, 65] enabling efficiency and productivity [57, 66, 67]. Version control extends versioning to all production artifacts [52], such as application code, configurations, system settings, and scripts for automating build and environment setup [46, 61].

C08. Support learning culture and experimentation, mentioned in 44 publications. Organizations that develop a learning culture [68–70] and comprehend its impact on organizational performance encourage engineers to have the ability to work alone and experiment [39, 58] to test business concepts and new ideas, to write and update requirements during development [60, 62].

C09. Trust/empower teams to make decisions and changes, mentioned in 42 publications. Trust is essential in every relationship, but it is especially critical for DevOps [63] to improve software delivery performance and job satisfaction empowering them with the ability to make educated decisions about the tools and technologies they employ [34, 44, 51, 54, 60, 68]. This helps to create greater outcomes [28, 55, 71].

C10. Focus on people, process and technology, mentioned in 32 publications. People, process and technology are the three pillars of a software development project. There must be a feeling of community, sharing a common goal, and contributing to the common cause [44]. Improving the culture is an ongoing journey [72, 73]. DevOps unifies people, processes, and technology: when all three are aligned toward the same business goals, innovation can be implemented more quickly [62, 74–76].

C11. Configuration management, mentioned in 30 publications. Is practiced in one form or another as part of any software engineering project. A Software Configuration Management (SCM) is a system for managing the evolution of software products [77, 78], automating the configuration, monitoring, managing, and maintenance of all entities of infrastructure and systems like servers, applications, storage, networks, and all managed services [42].

C12. Cloud infrastructure and cloud native, mentioned in 30 publications. The US National Institute of Standards and Technologies (NIST) defines five essential characteristics of cloud computing [79]: On demand self-service, broad network access, resource pooling, rapid elasticity and measured service [55, 80]. Each service may be deployed individually [81], with flexibility, tool sets, and scalability for applications. Serverless architectures on clouds can dramatically reduce DevOps effort [64]. In a pipeline—for example for worker nodes, deploying artifacts to test or even production environments [82].

C13. Artifacts versioning and registry, mentioned in 28 publications. Enable organizations to centrally store artifacts and build dependencies as part of the software delivery process [34, 37, 83]. It is important to version these artifacts in a repository manager [84–86], either they are promoted containers along the pipeline, bundles, charts, packages or any other kind to make the changes visible, reliable and repeatable [5, 86] for all production artifacts [6, 33, 70].

C14. Loosely coupled architecture/ microservices, mentioned in 27 publications. Microservices are an architecture design for building a single application with smaller services that run independently, usually communicating via API calls [87]. Improves agility and helps organizations to easily grow their product at a cheaper cost and in a shorter time [26]. Each service may be deployed separately and decentralized. Produced and delivered using automated tools and automated procedures [30].

C15. Database change management/ release alignment, mentioned in 25 publications. Database change management [37, 88] and release alignment change management processes [43, 89, 90], when well implemented, help developers and IT professionals to easily manage database updates, system configurations, deploy new code quickly and fix incidents faster.

C16. Infrastructure as code, mentioned in 25 publications. With infrastructure as code [47, 71, 91–93], it is possible to express procedures in code [94] rather than setup infrastructure or software manually. Using technologies like Chef, Puppet, Ansible, or Salt [95, 96]. That way it is possible to use version control to keep track of all infrastructure modifications in a repeatable and more efficient manner [97].

C17. Emergency response/ proactive failure notification, mentioned in 24 publications. Proactive failure notification [37] focus on actionable notifications based on the values being monitored and that have known failure thresholds, instead of a reactive system to alert when it has already failed [27, 28], improving emergency response efficiency [98] and reducing risk of customer impact [51].

C18. Containerization, mentioned in 24 publications. Containers are efficient for app development and hosting [64]. They allow DevOps, developers, and system administrators to swiftly, securely, and effectively test, build, deploy, and manage applications [48]. This capability has become a new standard in DevOps pipelines, clusters, and applications [66, 87]. C19. Open
source software adoption, mentioned in 22 publications. Open source adoption correlates with DevOps success [38, 55, 99, 100], and the knowledge of open source solutions for testing and deployment is a must for a DevOps engineer [64]. This model is well represented in the DevOps tool set [67, 101] with impact in early DevOps emergence [68]. Organizations assemble and contribute open source parts, which has become a reliant software supply chain [52, 60].

C20. Shift left on security, mentioned in 20 publications. Integrating security into the design and testing phases of the software development process is key to driving IT performance. Including security reviews of applications, including the in-fosec team [39, 46, 58]. Shift left on security is related to DevSecOps [34] concept and emphasizes automating as much as possible security policies in order to accelerate processes, decrease human error and aiding in quality improvement [102] and audits [62, 103].

C21. Transformational leadership, mentioned in 20 publications. Is a style in which leaders inspire and encourage teams to attain better levels of performance [30, 33]. Transformational leaders focus on the growth and performance of their followers and organization [52, 61]. Effective leaders [62] impact software delivery performance by pushing the use of technical and product management capabilities [104].

C22. Trunk based development, mentioned in 19 publications. In trunk based development, each developer works in small batches, merges that work into trunk at least once (and potentially several times) a day [5, 90], consistent with commonly accepted continuous integration practices [33, 105, 106].

C23. Monitor systems to inform business decisions, mentioned in 19 publications. Inform business decisions using visual dashboards [28, 53, 62, 65, 107] allows organization to track configuration changes made to servers along with databases and deployments [74] that have taken place, along with various metrics, logs, and graphs [108, 109] to give a holistic view of changes happening in the system.

C24. Performance/Westrum organizational culture, mentioned in 19 publications. Ron Westrum developed a typology of organizational cultures that includes three types of organizations [110]. Pathological organizations are characterized by low cooperation across groups and a culture of blame. Bureaucratic cultures are preoccupied with rules and positions, and responsibilities are compartmentalized by department. Generative organizations are performance oriented [58], with good information flow, high cooperation and trust, bridging between teams [52, 111].

C25. Working in small batches, mentioned in 16 publications. Working in small batches with a lightweight approval process helps ensure work can get through the system quickly [53] with shorter lead times [37]. It enables fast flow through the development pipeline, fixing errors as they are discovered vs. at the end [112] also allowing to deliver of MVPs, features, and bug fixes sooner, which also helps enable the customer feedback loop above [34].

C26. Centralized log management, mentioned in 15 publications. Centralized logs for applications with multiple servers facilitate debugging [55, 113] when sent to a common service that enables easy centralization, rotation, and deletion [35, 52, 114].

C27. Lightweight/streamlining change approval, mentioned in 15 publications. Replace heavyweight change-approval systems with peer review [104]. Lead times and release frequency improve considerably [33] with negligible impact on system stability [54, 104].

C28. Visibility of work in the value stream, mentioned in 14 publications. Understand and visualize the flow of work [33, 38] from idea to customer outcome in order to drive higher performance. Make the value flow visible for everyone to understand where their piece fits into the whole flow [53, 104] from the business all the way through to customers [39, 111].

C29. Work in progress limits or Work in process limits, mentioned in 14 publications. Prioritize work, limit the number of things that people are working on [61, 115], and focus on getting a few high-priority tasks done [104]. Work in Progress (WIP) limits [53] are identified and enforced. Flow is defined [34]. Overload is limited [30].

C30. Customer/user feedback, mentioned in 13 publications. Drive better organizational outcomes by gathering customer feedback [111, 116] and incorporating it into product and feature design [53].

C31. Blameless postmortems/reduced fear of failure, mentioned in 12 publications. By removing blame, fear is reduced, and by reducing fear, teams are empowered to surface and solve problems more efficiently. Mistakes occur. Holding blameless postmortems [6, 52, 54, 55] is an effective technique of learning from mistakes [104, 117].

C32. Data-driven approach for improvements, mentioned in 12 publications. Analyzing factual data [93] can help an organization achieve performance. Sharing application graphs [113, 118], usage patterns with team members to get everyone aligned. Include scalability, testing, and deployment to simplify the entire process [35].

C33. Job satisfaction, mentioned in 11 publications. Job satisfaction is the top predictor of organizational performance [24, 54]. DevOps adoption also help avert burnout [61], a common reason why technical people leave jobs [119].

C34. Test data management, mentioned in 10 publications. Managing test data can be challenging [53]. Define the right strategies for managing test data effectively along with approaches to provide fast, secure data access for testing [102] like adequate data to run a test suite, acquiring data on demand, conditioning and limiting the amount of test data needed in the pipeline [46].

C35. Chaos engineering, mentioned in 9 publications. Contemporary and distributed software programs must be capable of dealing with unexpectedly tumultuous environments [26, 52, 53, 76, 82]. As a result, such systems must be built from the start to withstand unanticipated problems and shortcomings in production contexts [120].

C36. Code maintainability, mentioned in 9 publications. Code maintainability [37, 60] is essential for making it simple for developers to identify, reuse, and alter code, as well as keep dependencies up to date [121].

C37. Visual management capabilities, mentioned in 9 publications. Improves a company’s capacity to assess progress toward goals, manage change and improvements [122]. Visual management of work and pulling it through the system [123] is a critical part of the First Way of DevOps [52].

C. RQ2 - Where are capabilities and practices mentioned?

Capabilities have been mentioned interchangeably as practices in 66 publications Table I and eight publications even distinguish practices from capabilities [27–29, 43, 61, 73, 74, 124]. The two terms are described across several types of white and gray literature as seen in Figure 4.
It can be observed, that the webpages, overwhelmingly created by practitioners, have the most mentions as practices, but also include a substantial number of mentions as capabilities. The same happens in Techreport, Conference and Book, which are closer to the gray literature.

Research has shown that DevOps practitioners are more focused on DevOps as a concept, while the scientific community tries to organize capabilities in a way that abstracts more generic concepts applicable to building skills and enables. Nevertheless, the concepts are the same, only at different stages of the process. In Table I it is mentioned that one publication indicates a DevOps practice definition [74] to be a subset implementation of a capability.

### Table I

**Six Publication Properties Identified from the MLR.**

<table>
<thead>
<tr>
<th>Property</th>
<th>Publications</th>
<th>Total</th>
</tr>
</thead>
<tbody>
<tr>
<td>Interchangeably mentions capabilities and practices</td>
<td>[6, 24, 26, 30, 31, 33, 35, 36, 38, 42, 44, 45, 48–60, 62–70, 72, 75, 76, 80, 82, 94, 100, 107, 111, 117, 125–149]</td>
<td>66</td>
</tr>
<tr>
<td>Mentions capabilities directly</td>
<td>[27–29, 34, 38, 39, 43, 45, 47, 50, 58, 60, 61, 73, 74, 88, 99, 124, 150]</td>
<td>19</td>
</tr>
<tr>
<td>Presents different or reorganized capabilities compared to Senapathi et al. [28]</td>
<td>[27, 34, 39, 43, 45, 47, 50, 58, 60, 73, 74, 88, 99, 124]</td>
<td>14</td>
</tr>
<tr>
<td>Distinguishes practices from capabilities</td>
<td>[27–29, 43, 61, 73, 74, 124]</td>
<td>8</td>
</tr>
<tr>
<td>Indicates a definition for capability</td>
<td>[27, 28, 33, 47, 61, 74]</td>
<td>6</td>
</tr>
<tr>
<td>Indicates a definition for practice</td>
<td>[74]</td>
<td>1</td>
</tr>
</tbody>
</table>

Six publications indicate various capabilities definitions like a higher level categorization of practices [47], are important to enhance software company’s profitability, productivity and market share [61], capabilities are the core DevOps aspect which comprises capabilities such as “continuous planning, collaborative and continuous deployment, continuous integration and testing, continuous release and deployment, continuous infrastructure monitoring and optimization, continuous user behavior monitoring and feedback and service failure recovery without delays” [27]. The previously mentioned research done by Senapathi et al. [28] and 2017 State of DevOps report [33] defines them as a combination set that can change over time. These set of capabilities have been changing over the years.

### D. RQ3 - How authors distinguish capabilities from practices?

The differentiation of why some authors mention capabilities and other practices is discussed here and defined in Section III-E. It is largely observed that the word “capability” is used when the observation is external or at a high-level overview. It is then a matter of perspective. When talking about a capability, we see a third-party assessment of something that is being looked at from the outside, while observing a group to see what they are capable of doing.

Whereas, a practice is seen from the standpoint of the internal team or group, realizing “I am doing these things”. That ability converted to an action is then mentioned with the term “practice”. Therefore, authors will speak about capabilities from an evaluation standpoint, and practices from a hands-on approach perspective. The capability definition points to an organization’s “ability” to perform or achieve a certain process, whereas a practice is referred to more at the level of DevOps practitioners and thus more observed in the gray literature publications.

Clear examples of this more formal research concept were presented earlier by Smeds et al. [8], Senapathi et al. [28] and more recently in the book Accelerate [46], in DORA [37, 50, 60] and in several journal articles or proceedings [27, 27, 29, 30, 47, 51, 61, 74]. A capability is also mentioned as a “construct” [46, 99] and that there are “capabilities we are building” [52] in order to enable the organization for a certain practice. Organizations should target developing capabilities and habits in their people [151] as an enabler for continuous improvement and functional skills.

The usage of capabilities or practices is not consensual, and because this study is not about achieving that consensus, it is chosen to use the term **capabilities**; nevertheless, others might also use practices. A consensus between the two should be further researched in the future.

### E. DevOps Capabilities Synthesis

The list of the most studied and approached capabilities was collected highlighting cross team collaboration and communication. In this collaboration, developers have access to a self-service platform that provides a foundation for automation, standardization, and team autonomy to enable the other three most mentioned capabilities: continuous integration; continuous delivery and deployment automation; proactive monitoring, observability and autoscaling.

### Table II

**Definition of DevOps Capability.**

| A **DevOps capability** is here defined as the ability to do something [152] or by the quality, or state of being capable [153]. On the other hand, technological capabilities are defined as the information and skills - technical, managerial and institutional - that enable productive enterprises [30, 104, 151] to utilize equipment and technology efficiently [154]. It consists of the combined skills accumulated and developed by its members over time. |  |
| A **DevOps practice**, differently from the definition of capability given in Table II, is defined as the use of the mentioned capability by an individual or a group such as the engineering team. As a result, authors will discuss capabilities from the perspective of evaluation, but refer to practices from the perspective of a hands-on approach. Therefore, this research will use the term “capability” from now on, since that is applicable to evaluating DevOps adoption. | |
IV. DevOps Metrics Multivocal Literature Review

The process continues to the second MLR that gathers the DevOps metrics needed for the research proposal.

A. Planning, Conducting and Reporting the MLR

A summary of the second MLR is given in 5 with planning, conducting and reporting as proposed by Garousi et al. [11].

Figure 5. DevOps metrics Multivocal Literature Review (MLR) Steps [11]

A MLR is used to search for scientific and ‘gray’ literature that discusses or investigates DevOps metrics, which can then be captured into RQ4, RQ5, and RQ6 research questions. A search using various keywords is conducted to identify studies that may provide answers to the specified research topics.

- Search String: (devops AND (metrics OR measures OR kpi OR indicator)).
- Datasets: The search engines used were, Google search, Scopus, Web of Science, IEEE, ACM and EBSCO.

The criteria for inclusion and exclusion for this MLR is literature written in English, with identified author, published in and after 2010, with publication date, full-text accessible, no advertisement or job post and mentions DevOps metrics. As a result, 114 articles are left for full-text document review.

B. RQ4 - What are the main DevOps metrics?

From all the publications, selected in the Multivocal Literature Review, there were 22 main DevOps metrics found:

M01. Mean Time To Recover/Restore (MTTR)
M02. Mean Lead-time for Changes (MLT)
M03. Deployment frequency (DF)
M04. Change Failure Rate (CFR)
M05. Service Availability and Uptime
M06. Deployment duration time
M07. Mean Time To Detection (MTTD)
M08. Application response time
M09. Defect escape rate
M10. Cycle Time Value (CTV)
M11. Service Level Agreements (SLAs) and Objectives (SLOs)
M12. Deployment size
M13. Production Error and Incident rate
M15. Mean time to failure (MTTF)
M16. Customer Usage and traffic
M17. Pipeline automated tests success/fail rate
M18. Westrum organizational culture measures
M19. Automated Test Code Coverage
M20. Work in Progress (WIP) /Load
M21. Unplanned Work Rate (UWR)
M22. Wait Time

C. RQ5 - What is the purpose of each metric?

The list of the main DevOps metrics including their purpose description, the references that mention each specific metric and the total of references discovered is shown in Table III.

Table III. Purpose and references for each main DevOps metric.
The 22 key metrics presented here are among the initial 58 identified in the MLR. They were referenced ten times or more and are relevant in organizational and mission goals such as usage and traffic of customer-facing applications when there are long business goals to increase. The 22 key metrics presented here are among the initial 58 identified in the MLR. They were referenced ten times or more and are relevant in organizational and mission goals such as usage and traffic of customer-facing applications when there are long business goals to increase.

D. RQ6 - Why is each metric important?

Here the MLR goes over why these DevOps metrics are important.

M01. Mean Time To Recover/Restore (MTTR) handling unexpected outages should be as quick as possible and a focus for DevOps KPI monitoring, as it contributes to greater customer satisfaction, faster application delivery, and better cost control [51, 155, 160, 161].

M02. Mean Lead-time for Changes (MLT) is the hardest to measure of the top four key DevOps metrics. It is important to know how long it takes to deploy a change, and understand delaying problems like technical debt [38, 57, 174, 214].

M03. Deployment Frequency (DF) happens many times per day for elite industry performers [60, 93], where there is continuous development, testing, and integration of small changes continuously improving applications. Important to respond quickly to business requests for new features and to critical issues [205, 215].

M04. Change Failure Rate (CFR) should be as low as possible in DevOps. It is a critical metric that businesses must monitor, since unsuccessful deployments result in revenue losses and dissatisfied consumers [183, 189].

M05. Service Availability and Uptime should be more than 99.999% of the time for users of the system, with a ratio based on availability, reliability and uptime. Achieving 100% availability is unrealistic, once planned downtime for maintenance is accounted for. Therefore, it is important to track and distinguish from unplanned downtime [160, 167].

M06. Deployment duration time allows to track the progress of the deployment. It can help identify potential problems and allow a dramatic increase in revenue by using that extra time to develop more value-added services [198, 205, 207].

M07. Mean Time To Detection (MTTD) demonstrates the effectiveness of monitoring technologies and intelligent alerting techniques, assessing whether current response efforts are appropriate. High detection times may result in bottlenecks [92, 183].

M08. Application response time that are long may indicate bottlenecks that require attention, since it degrades user experience and satisfaction. The cause might be code, data access, protocol problems, or a variety of other factors [109, 160].

M09. Defect escape rate is an important DevOps metric to track how often defects make it to production. Abnormally high defect rates could be the first sign of problems in testing, qualification or in team performance. [160, 170, 193].

M10. Cycle Time Value (CTV) is the time it takes to go from idea to production, spanning all the steps of build, test, stage, and push to production. Slowing down the cycle with manual testing or assessments creates friction for developers and the business [183, 195].

M11. Service Level Agreements (SLAs) and Objectives (SLOs) serve to define external and internal availability goals as commitments between providers, clients and internal teams, defining how fast releasing is possible, while measuring that performance with Service level Indicators (SLIs) [60, 116, 118, 183, 238, 239].

M12. Deployment size is important to keep an eye on the deployment artifacts that are shipped to production with each release and track the amount of the bug fixes and feature requests delivered [92, 183, 193].

M13. Production Error and Incident rate tells the DevOps team how often new bugs appear in running applications. It is important to capture spikes in the error rate because these can indicate that something is not right. Not all errors are equally impactful for customer’s trust [160, 169, 196].

M14. Customer tickets Volume and Feedback is a good assessment of a successful DevOps adoption. Reduce customer tickets by preventing bugs from reaching production, and repair them as fast as possible if they do, improving quality. Customer satisfaction leads to a competitive advantage [28, 92, 160, 162].

M15. Mean time to failure (MTTF) is an indication of how long on average the system or a component can run before failing after deployment. It can indicate problems with the deployment or quality of the software. For example, maybe there are not enough tests covering different scenarios that might contain bugs [95, 169, 186].

M16. Customer Usage and traffic metrics allow tracking user engagement with application features. Increased engagement after...

---

### Table III – Continued from previous page

<table>
<thead>
<tr>
<th>ID</th>
<th>Metric</th>
<th>Purpose</th>
<th>References</th>
<th>Total</th>
</tr>
</thead>
<tbody>
<tr>
<td>M13</td>
<td>Error and Incident rate</td>
<td>Measures the frequency of faults and incidents in production following a deployment.</td>
<td>[92, 96, 109, 160, 167, 169, 171, 177, 186, 192, 193, 195–, 197, 200, 201, 205, 225, 233]</td>
<td>19</td>
</tr>
<tr>
<td>M14</td>
<td>Volume and Feedback</td>
<td>Indicates the level of satisfaction of customers using their feedback.</td>
<td>[92, 96, 116, 158, 160, 162, 167, 168, 170, 183, 192, 205, 206, 212, 218, 225, 228, 230]</td>
<td>19</td>
</tr>
<tr>
<td>M15</td>
<td>Mean time to failure (MTTF)</td>
<td>Exposes the average time a flawed deployment into a system will manage to run until it fails.</td>
<td>[92, 95, 116, 158, 160, 165, 169, 170, 183, 186, 193, 198, 200, 203, 205, 218, 234]</td>
<td>17</td>
</tr>
<tr>
<td>M16</td>
<td>Usage and traffic</td>
<td>Customer-facing applications when there are long business goals to increase.</td>
<td>[35, 52, 56, 92, 102, 160, 170, 193, 196, 199, 201, 205, 211, 212, 227, 237]</td>
<td>16</td>
</tr>
<tr>
<td>M17</td>
<td>Pipeline automated tests</td>
<td>Shows the rate of success/failure of tests.</td>
<td>[46, 52, 104, 158, 160, 167, 175, 177, 192, 199, 205, 227, 229]</td>
<td>14</td>
</tr>
<tr>
<td>M18</td>
<td>Westrum organizational culture</td>
<td>Result of the Westrum cultural assessment [110]</td>
<td>[7, 27, 35, 46, 52, 60, 96, 99, 104, 111, 207, 209, 210, 220]</td>
<td>14</td>
</tr>
<tr>
<td>M19</td>
<td>Automated Test Code Coverage</td>
<td>Measures how many lines, statements, or blocks of code are tested using the suite of automated tests.</td>
<td>[5, 52, 92, 102, 170, 192, 199, 204, 219, 220, 229, 234, 235]</td>
<td>13</td>
</tr>
<tr>
<td>M20</td>
<td>Progress (WP) /Load</td>
<td>Indicates the amount of time spent on tasks that weren’t in the initial plan. Shouldn’t be over 25%.</td>
<td>[46, 52, 104, 199, 201, 220, 223, 224, 226, 232, 234, 237]</td>
<td>12</td>
</tr>
<tr>
<td>M21</td>
<td>Work Rate (UWR)</td>
<td>Measures the amount of time spent waiting for the next step to add value.</td>
<td>[6, 33, 35, 46, 104, 158, 171, 183, 200, 218, 233]</td>
<td>11</td>
</tr>
<tr>
<td>M22</td>
<td>Wait Time</td>
<td>Shows the number of changes incorporated in each production release.</td>
<td>[52, 104, 198, 204, 218, 220, 223, 224, 226, 227]</td>
<td>10</td>
</tr>
</tbody>
</table>

---

Concluded
an update may indicate users are pleased with the updates. If traffic reports indicate too much or no activity, there might be an issue, suggesting a malfunctioning component is generating the anomaly [92, 193, 205].

M17. Pipeline automated tests success/fail rate is another contributor to the speed of the DevOps process. Automated tests are faster than humans, but it should deliver the right results. To increase velocity, the team needs to make extensive usage of unit and functional testing. It is important to know how often changes are causing tests to break [160, 193, 205].

M18. Westrum organizational culture measures results are key to fostering a performance-oriented organizational environment stating Westrum et al. 2004 [110]. DevOps teams must be supported by transformational leadership [34, 240] to enable this culture, thus empowering strategic alignment and reducing conflict [99, 111, 207, 241].

M19. Automated Test Code Coverage is a DevOps best practice for measuring the percentage of unit or integrity tests coverage [92, 192].

M20. Work in Progress (WIP) /Load is a lean manufacturing principle shown in the Toyota Production System [151] that enhances teams overall throughput by limiting work in progress (partially completed work). This increases total velocity [223, 234, 237].

M21. Unplanned Work Rate (UWR) tracks the amount of time spent on unplanned work. A high UWR may indicate that efforts wasted on unexpected errors that were not identified early in the workflow. The difference between acting on warning signs or having an unexpected outage [242] is defined as unplanned work [6, 183].

M22. Wait Time (queuing or waste) is an estimate of the time that the work item spends idle in a non-productive state during its processing by the value stream. Wait time is in opposition to touch time when value is created [52, 198, 223].

E. DevOps Metrics Synthesis

From the extensive MLR done, it is understood that DevOps metrics should aim to quantify the right elements in order to understand if DevOps is working [119, 175, 188]. There are 69 publications that try to organize and explains each stated metric and 49 publications that also try to define what are DevOps metrics. Following those dispersed definitions this MLR is now able to propose a unified definition of DevOps metrics in Table IV.

The DevOps metrics typically measure either throughput, stability or quality [171], while quantifying a faster cadence (efficiency) and value addition (effectiveness) [224].

V. RESEARCH PROPOSAL

This section focuses on the development of a proposed assessment model by eliciting the main DevOps metrics for each DevOps capability using the two MLR done and a set of semi-structured interviews [20] as mentioned in Section II.

A. Interviews with Practitioners

For the construction of the proposed artifact, this research used the results from the two MLR done in Section III and in Section IV and a total of 21 interviews were conducted in this section to build the research proposal. The practitioners interviewed were: three individual contributors, six team leads and two principal engineers. The companies they work for are very diversified: Google, Noesis, Newdecision, Siemens, Azores Government, Inuits.eu, IBM, amazee.io, Acquia, Drupal Association, Manifold, Bloomidea, Deeper Insights, Facebook, Dropsolid and some freelancers.

The majority of 7 practitioners is between 35-44 years of age, six are between 25-34 years, seven are between 45-54 years and one has more than 55 years. Their locations are Belgium, India, Portugal, Spain, Switzerland, USA, and United Kingdom.

The resulting answers to research questions are here summarized.

B. RQ7 - How are DevOps capabilities categorized?

During the interviews the alignment of capabilities into categories was discussed, as well as their relevance and categorization leading to a more refined list as seen in Table V.

With this resulting table, a matrix for DevOps capabilities and metrics was obtained that includes Cultural, Measurement, Process, and Technical categories to be used in Section V-E.

C. RQ8 - How are the main metrics categorized?

The categorization of the main metrics is shown in Table VI, with Business, Change, Cultural and Operating types of Key Performance Indicators (KPIs).

D. RQ9 - What DevOps capabilities have a positive impact in which main metrics?

The metrics that are impacted positively by capabilities are represented in Table VII.

E. Proposed Capability Evaluation Matrix

The proposed DevOps capability evaluation matrix in Table VII is an artifact that aims to be used for future strategic planning.

VI. EVALUATION

The evaluation of the artifact follows the process in the design cycle mentioned in Section II-A, based on the framework for evaluation in design science (FEDS) [243] driven by the work of Pries-Heje, Baaskerville and Venable [244–246].

A. Semi-structured Interviews Iterations

Ten semi-structured interviews were done with practitioners with various skills, to perform several assessment iterations, following an outline, with the objective of refining and validating the artifact proposed in Section V-E.

A total of 10 interviews were conducted in this section to evaluate the research proposal. The practitioners interviewed were: Seven individual contributors, one architect, one VP and one product owner. The companies they work for are: Acquia, Boxboat and Liip. Their locations are India, Romania, Switzerland and USA.
### B. Evaluation Results

Primarily the additions or updates to the matrix have become residual, which confirms the data saturation already observed in Section V. A summary of all updated relations can be found in Table VIII. There were residual relations suggested between capabilities and metrics, but there were no suggestions for changing capabilities, metrics or categories, therefore not expressed in the table. This indicates that the evaluation was successful and supporting the proposal’s design [247].

### C. Validated Artifact

Using the validated artifact here presented, business executives and organization leaders will be able to evaluate the various DevOps capabilities in relation to the outcomes, identifying the capabilities that require the most significant long-term enhancements and highlighting the capabilities that should become the primary focus of future IT investments as seen in Table VIII.

### VII. Conclusion

As a few participants mentioned, this will also allow the organization to stimulate discussions about how each capability impacts DevOps adoption, allowing them to figure out where they can get the most value from. Like what capabilities, if included from the start, would have the most influence on a variety of KPIs.

This capability matrix is outcome-based, focusing on important outcomes (KPIs) and how capabilities promote change in those outcomes. This gives clear guidance and strategy on high-level goals (with an emphasis on capabilities to enhance key outcomes) to technical leadership. It also allows team leaders and individual contributors to define progress targets for the current time period based on the capabilities their team is working on.

### Table V: Categorization of DevOps Capabilities.

<table>
<thead>
<tr>
<th>Category</th>
<th>ID</th>
<th>DevOps Capability</th>
</tr>
</thead>
<tbody>
<tr>
<td>Cultural</td>
<td>C01</td>
<td>Cross team collaboration and communication</td>
</tr>
<tr>
<td>Technical</td>
<td>C02</td>
<td>Continuous Integration</td>
</tr>
<tr>
<td>Technical</td>
<td>C03</td>
<td>Continuous Delivery and Deployment automation</td>
</tr>
<tr>
<td>Measurement</td>
<td>C04</td>
<td>Proactive Monitoring, Observability and autoscaling</td>
</tr>
<tr>
<td>Technical</td>
<td>C05</td>
<td>Test Automation and environments (Continuous testing)</td>
</tr>
<tr>
<td>Process</td>
<td>C06</td>
<td>Continuous Improvement of processes and workflows</td>
</tr>
<tr>
<td>Technical</td>
<td>C07</td>
<td>Version Control System</td>
</tr>
<tr>
<td>Cultural</td>
<td>C08</td>
<td>Support learning culture and experimentation</td>
</tr>
<tr>
<td>Technical</td>
<td>C09</td>
<td>Trust/empower teams to make decisions and changes</td>
</tr>
<tr>
<td>Process</td>
<td>C10</td>
<td>Focus on people, process and technology</td>
</tr>
<tr>
<td>Technical</td>
<td>C11</td>
<td>Configuration Management</td>
</tr>
<tr>
<td>Technical</td>
<td>C12</td>
<td>Cloud infrastructure and cloud native</td>
</tr>
<tr>
<td>Technical</td>
<td>C13</td>
<td>Artifacts versioning and registry</td>
</tr>
<tr>
<td>Technical</td>
<td>C14</td>
<td>Loosely coupled architecture/ microservices</td>
</tr>
<tr>
<td>Technical</td>
<td>C15</td>
<td>Database change management/ release alignment</td>
</tr>
<tr>
<td>Technical</td>
<td>C16</td>
<td>Infrastructure as Code</td>
</tr>
<tr>
<td>Measurement</td>
<td>C17</td>
<td>Emergency response/ proactive failure notification</td>
</tr>
<tr>
<td>Technical</td>
<td>C18</td>
<td>Containerization</td>
</tr>
<tr>
<td>Cultural</td>
<td>C19</td>
<td>Open source software adoption</td>
</tr>
<tr>
<td>Technical</td>
<td>C20</td>
<td>Shift left on security</td>
</tr>
<tr>
<td>Cultural</td>
<td>C21</td>
<td>Transformational leadership</td>
</tr>
<tr>
<td>Technical</td>
<td>C22</td>
<td>Trunk based development</td>
</tr>
<tr>
<td>Measurement</td>
<td>C23</td>
<td>Monitor systems to inform business decisions</td>
</tr>
<tr>
<td>Cultural</td>
<td>C24</td>
<td>Performance/Westrum organizational culture</td>
</tr>
<tr>
<td>Process</td>
<td>C25</td>
<td>Working in small batches</td>
</tr>
<tr>
<td>Technical</td>
<td>C26</td>
<td>Centralized log management</td>
</tr>
<tr>
<td>Process</td>
<td>C27</td>
<td>Lightweight/streamlining change approval</td>
</tr>
<tr>
<td>Process</td>
<td>C28</td>
<td>Visibility of work in the value stream</td>
</tr>
<tr>
<td>Measurement</td>
<td>C29</td>
<td>Working in progress limits</td>
</tr>
<tr>
<td>Process</td>
<td>C30</td>
<td>Customer/user feedback</td>
</tr>
<tr>
<td>Cultural</td>
<td>C31</td>
<td>Blameless Postmortems/reduced fear of failure</td>
</tr>
<tr>
<td>Process</td>
<td>C32</td>
<td>Data-driven approach for improvements</td>
</tr>
<tr>
<td>Cultural</td>
<td>C33</td>
<td>Job satisfaction</td>
</tr>
<tr>
<td>Technical</td>
<td>C34</td>
<td>Test data management</td>
</tr>
<tr>
<td>Technical</td>
<td>C35</td>
<td>Chaos Engineering</td>
</tr>
<tr>
<td>Technical</td>
<td>C36</td>
<td>Code maintainability</td>
</tr>
<tr>
<td>Measurement</td>
<td>C37</td>
<td>Visual management capabilities</td>
</tr>
</tbody>
</table>

### Table VI: Categorization of Main DevOps Metrics.

<table>
<thead>
<tr>
<th>Proposed Category</th>
<th>ID</th>
<th>Main Metric</th>
</tr>
</thead>
<tbody>
<tr>
<td>Operating KPI</td>
<td>M01</td>
<td>Mean Time To Recover/Restore (MTTR)</td>
</tr>
<tr>
<td>Change KPI</td>
<td>M02</td>
<td>Mean Lead-time for Changes (MLT)</td>
</tr>
<tr>
<td>Change KPI</td>
<td>M03</td>
<td>Deployment Frequency (DF)</td>
</tr>
<tr>
<td>Change KPI</td>
<td>M04</td>
<td>Change Failure Rate (CFR)</td>
</tr>
<tr>
<td>Operating KPI</td>
<td>M05</td>
<td>Service Availability and Uptime</td>
</tr>
<tr>
<td>Change KPI</td>
<td>M06</td>
<td>Deployment duration time</td>
</tr>
<tr>
<td>Operating KPI</td>
<td>M07</td>
<td>Mean Time To Detection (MTTD)</td>
</tr>
<tr>
<td>Operating KPI</td>
<td>M08</td>
<td>Application response time</td>
</tr>
<tr>
<td>Change KPI</td>
<td>M09</td>
<td>Defect escape rate</td>
</tr>
<tr>
<td>Change KPI</td>
<td>M10</td>
<td>Cycle Time Value (CTV)</td>
</tr>
<tr>
<td>Operating KPI</td>
<td>M11</td>
<td>SLAs and SLOs</td>
</tr>
<tr>
<td>Change KPI</td>
<td>M12</td>
<td>Deployment size</td>
</tr>
<tr>
<td>Operating KPI</td>
<td>M13</td>
<td>Production Error and Incident rate</td>
</tr>
<tr>
<td>Business KPI</td>
<td>M14</td>
<td>Customer tickets Volume and Feedback</td>
</tr>
<tr>
<td>Change KPI</td>
<td>M15</td>
<td>Mean time to failure (MTTF)</td>
</tr>
<tr>
<td>Business KPI</td>
<td>M16</td>
<td>Customer Usage and traffic</td>
</tr>
<tr>
<td>Change KPI</td>
<td>M17</td>
<td>Pipeline automated tests success/fail rate</td>
</tr>
<tr>
<td>Cultural KPI</td>
<td>M18</td>
<td>Westrum organizational culture measures</td>
</tr>
<tr>
<td>Change KPI</td>
<td>M19</td>
<td>Automated Test Code Coverage</td>
</tr>
<tr>
<td>Operating KPI</td>
<td>M20</td>
<td>Work in Progress (WIP) /Load</td>
</tr>
<tr>
<td>Operating KPI</td>
<td>M21</td>
<td>Unplanned Work Rate (UWR)</td>
</tr>
<tr>
<td>Operating KPI</td>
<td>M22</td>
<td>Wait Time</td>
</tr>
<tr>
<td>Cultural KPI</td>
<td>M42</td>
<td>Team Happiness</td>
</tr>
<tr>
<td>Cultural KPI</td>
<td>M59</td>
<td>Talent retention</td>
</tr>
</tbody>
</table>

In this chapter, we conclude the research done with communication, general conclusions, limitations and future work.

### A. Research Conclusions

This study has brought important contributions to both academia and industry on the DevOps topic. In summary, a Design Science research was done that includes two MLRs on DevOps capabilities, in DevOps metrics and 21 semi-structured interviews in the build phase. To find literature, Google search, Scopus, Web of Science, IEEE, ACM, and EBSCO were utilized, and after applying the inclusion and exclusion criteria and snowballing, 207 papers were identified as relevant to these study topics. In order to evaluate the research proposal, 10 semi-structured interviews were done, resulting in a validated Capability Evaluation Matrix.
This study proposes a consensus definition distinguishing capabilities from practices, based on academic and industry literature review.

A thorough investigation was conducted in order to find a consensus definition of DevOps metrics across academics and practitioners.

It was investigated and exposed where the capabilities and practices are mentioned in literature (RQ2) and what are their differences seen (RQ3).

The purpose of each metric is identified in detail (RQ5) and the reason why each metric is important is analyzed (RQ6).

From all the literature review done in this research, 37 DevOps capabilities (RQ1) and 24 validated DevOps metrics (RQ4) were identified.

DevOps capabilities have been researched, explained and after a careful evaluation categorized (RQ7). The same rigorous work was conducted for DevOps metrics (RQ8).

In order to develop a core study proposal, this investigation drafted the DevOps capabilities that have a beneficial influence in each of the key metrics (RQ9).

The major outcome of this research is a Capability Evaluation Matrix presented in Table VIII, which has been proposed, debated, and validated by DevOps practitioners.

A set of interesting conclusions arise when identifying the analysis vector that connects the capability categories to the KPI categories based on the validated artifact in Table VIII. In Table IX the most evident conclusion is that cultural capabilities have a strong impact for improving the cultural KPIs and the highest overall impact.

<table>
<thead>
<tr>
<th>Change KPI</th>
<th>Operating KPI</th>
<th>Cultural KPI</th>
<th>Business KPI</th>
</tr>
</thead>
<tbody>
<tr>
<td>Change KPI</td>
<td>Operating KPI</td>
<td>Cultural KPI</td>
<td>Business KPI</td>
</tr>
</tbody>
</table>

Legend:
- M01 - Mean Time To Recover; M02 - Mean Lead-time for Changes; M03 - Deployment Frequency; M04 - Change Failure Rate; M05 - Service Availability and Uptime; M06 - Deployment duration time; M07 - Mean Time To Detection; M08 - Application response time; M09 - Defect escape rate; M10 - Cycle Time Value; M11 - SLAs and SLOs; M12 - Deployment size; M13 - Production Error and Incident rate; M14 - Customer tickets Volume and Feedback; M15 - Mean time to failure; M16 - Customer Usage and traffic; M17 - Pipeline automated tests success/fail rate; M18 - Westrum organizational culture measures; M19 - Automated Test Code Coverage; M20 - Work in Progress/Loud; M21 - Unplanned Work Rate; M22 - Wait Time; M42 - Team Happiness; M59 - Talent retention.
- C01 - Focus on people; process and technology; C02 - Continuous Delivery and Deployment automation; C03 - Continuous improvement of processes and workflows; C04 - Version Control System; C05 - Support learning culture and experiment; C06 - Empower teams to make decisions and changes; C10 - Collaboration and communication; C12 - Continuous Integration; C13 - Continuous Delivery and Deployment automation; C14 - Technical change management; C15 - Infrastructure as Code; C17 - Emergency response; C18 - Containerization; C19 - Open source software adoption; C20 - Shifting left on security; C21 - Transformational leadership; C22 - Trunk based development; C23 - Monitor systems to inform business decisions; C24 - Westrum organizational culture; C25 - Working in small batches; C26 - Centralized log management; C27 - Lightweight change approval; C28 - Visibility of work in the value stream; C29 - Working in progress limits; C30 - Customer feedback; C31 - Chaos Engineering; C32 - Code maintainability; C33 - Job satisfaction; C34 - Test data management; C35 - Chaos Engineering; C36 - Code maintainability; C37 - Visual management capabilities.

Nevertheless, operating KPIs are mostly impacted by technical and measurement capabilities. On the other hand, process capabilities are the second most impactful on cultural KPIs and when looking at what are the main drivers of change those are technical, cultural and process capabilities. As a result, organizations should prioritize not only technology, but also cultural and process improvements. Capabilities are, dynamic and have been growing and changing over the years. The most relations to metrics are seen in C09-Empower teams to make decisions and changes and C24-Performance organizational culture.

The five top metrics with most of the relations in the model, that an organization should start by measuring are, in order, M03-DF, M01-MTTR, M42-Team happiness, M02-MLT and M04-CFR. Metrics have been extended to 24, divided into four KPI categories: change, operating, cultural and business.