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Resumo

Empresas nos ramos da indústria e construção participam em contra licitações de forma a obter con-

tratos com clientes. Nestas licitações o cliente tem um serviço que pretende que lhe seja realizado e as

empresas interessadas fazem propostas para realizar esse serviço. Após rever as propostas, o cliente

escolhe a proposta mais adequada consoante os seus critérios.

É possı́vel identificar facilmente dois setores onde melhorias podem ser feitas de forma a gan-

har contra-licitações sem reduzir desnecessariamente as receitas. Mais concretamente, extração de

informação útil de contra-licitações passadas e, como integrar fatores externos no desenvolvimento

de novas propostas. Este projeto tem dois objetivos principais: estudar a influência do mercado na

performance da empresa nos concursos; criar uma ferramenta de apoio à decisão que aumente a

probabilidade de sucesso em concursos futuros.

De forma a estudar a influência do mercado, considerámos duas abordagens, uma explı́cita onde

criámos um ı́ndice económico especı́fico para o mercado em questão, e uma implı́cita onde usámos

”Hidden Markov Models” para obter os estados ocultos do mercado.

Após considerar diversas abordagens para prever a probabilidade de sucesso em concursos fu-

turos, considerámos modelos de Regressão Logı́stica, onde desenvolvemos modelos Frequencistas e

Bayesianos. Estes modelos foram incorporados numa ferramenta de apoio à decisão que os gestores

da empresa podem utilizar.

Após comparar as performances dos modelos desenvolvidos concluı́mos que os modelos Bayesianos

que incorporam o estudo implı́cito do mercado produzem os melhores resultados e são os que melhor

capturam a relação existente entre o mercado e a performance em concursos.

Palavras-chave: Hidden Markov Models, Regressão Logı́stica, Estatı́stica Bayesiana, Categorização

de Clientes

v



vi



Abstract

Companies in construction and industrial fields participate in reverse tenders in order to carry out con-

tracts with clients. In these tenders, a client requires a certain service to be performed and then a pool

of companies propose offers for the given project from which the client must choose the best offer.

To improve performance, two different lines of improvement can be identified. Namely, how to extract

additional useful information from the previous auctions and how to integrate the external factors into

the consideration. This project has two main objectives: to study the influence of the state of the market

on the company’s performance; to create a decision support tool for the company managers to optimize

the performance in tenders.

In order to study the market influence, we consider two approaches: one explicit, where we create

an economic index specific to the market; and one implicit, where we use those index values and, using

Hidden Markov Models (HMM), we compute the hidden states of the market.

After considering various approaches for predicting the success probability of future tenders, we

consider a Logistic Regression approach where we develop Frequentist and Bayesian models. These

models are then incorporated in a decision tool that the company managers can use.

After comparing the performance of all the models, we conclude that the Bayesian models with the

market states from the implicit study of the market influence yield the best results and are the best at

capturing the relationship between the market and tender performance.

Keywords: Hidden Markov Models, Logistic Regression, Bayesian Statistics, Client Catego-

rization
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Chapter 1

Introduction

1.1 Motivation

EQS Global is a service provider for the highly demanding industries that operates on construction

and industrial markets. On these markets it is common for companies to participate in reverse auc-

tions/tenders or RFQ (Request for Quotation). In a regular auction, i.e. a forward auction, the seller

offers a product or service that is in demand or is being requested by several buyers. These buyers

participate in a bidding competition, where the highest bidder, after a pre-determined time interval, wins

the auction and acquires the goods and/or services at play by the bidding price. In reverse auctions,

as the name indicates, the process is reversed, i.e. the buyer is the one that chooses which seller is

presenting the best value offer.

Usually this process has multiple phases: first, the client sends the set of services for which the price

is asked, then the suppliers answer the request with a price proposal, and finally the client provides a

feedback. This can range from immediately accepting the offer, immediately rejecting the offer or giving

another opportunity to a subset of the buyers with the best-value propositions so that they can, once

again, compete among themselves and present more competitive offers.

In the present paper, due to the provided data, we will look only at one phase auctions. It is important

to mention that, although the price is the main criteria, it is not the unique criteria for the selection of the

buyers. As the data shows, the relationship between the buyer and seller plays an important role in the

outcome.

We are considering the scenario that the partner company, (further denominated by company) is

participating in such auctions. Each auction is characterized by multiple variables: the internal informa-

tion of the proposal provided by the company and the external information relative to the state of the

market, that is not provided by the company and needs to be collected. The internal information of each

proposal provided by the company consists of: a global margin for the proposal, denominated by K, the

date at which the auction took place, an indicator of which client the company engaged in business with,

ClientID, and an indicator of whether or not the auction was won by the company. The global margin K

corresponds to the percentage increase of the proposal over the base cost of the service being provided
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and accounts for the following factors: the profit margin of the proposal (P ) , overheads (O), which cor-

responds to the cost associated with managing the project and the human resources contribution, and

the risk factor (R), which accounts for the risk associated with the proposal:

K = P +O +R (1.1)

Each one of these factors is given as a percentage of the baseline cost of the service/product. For

the considered industry K typically ranges from 20% to 60%, corresponding to around 15% of overheads

(O) and 5% of risk factor (R).

The data provides information for the time periods between 2018 and 2020. As mentioned before,

we consider only tenders with one phase (and therefore the winner is decided after the first round of

proposals). Moreover, we use only the values proposed by the company. In particular, when the proposal

from the company is not the chosen one, we do not have information regarding the winning bid. When

the company has the winning bid, we do not have information regarding the other competitors. Hence,

we only have partial information regarding each tender.

This project presents an unique opportunity because, having real data provided by EQS differentiates

this study from most other studies, such as [1] and [2]. In those cases, the data used for analysis

consisted of data from public tenders, where the researchers only had at their disposal information

about winning bids. On the other hand, in our study, the provided data also includes information where

the partner company was not successful in the tender which, in turn, constitutes a new type of data

that has not been studied in the previously mentioned works. This allows for a new look at the market

impact on the proposals. Furthermore, the close proximity with actual managers working in the company

allows for constant feedback regarding the obtained results and the real world implications of some of

the relationships discovered in this study.

This study also provides a way of extracting useful (practical) information from the data collected

for the company. When constructing a proposal the managers typically focus on the industry standard

variable, the global margin K, defined in equation (1.1), that corresponds to the amount added to the

proposal over the base cost. This is one of the most important parameters to be used in the development

of a new proposal. Others being the market conditions at the time of the proposal and the relationship

the company has with the client. These factors are calibrated by the company managers based on their

past experience and expertise. There is a consensus among the managers that a more data driven

approach, that could quantify or categorize the company-client relationship and the market state, would

most certainly help managers improve the company’s performance in future tenders.

1.2 Objectives

The project has two main objectives. One is to create a decision support tool for the company managers

to optimize the performance in tenders. The other is to study the influence of the sate of the market on

the company’s performance.

2



Although the company recognizes the state of the Market as a possible relevant variable in the

outcome of the tenders, the shared data does not provide any information regarding this subject. For

this reason, and in a joint collaboration with the company, the first step is to define possible financial and

economic variables that can be useful in the definition of a new variable, that we call ”Market Index”, that

can summarize the state of the market at any given quarter, this will constitute the explicit approach of

the study of the market influence.

Additionally, and for reasons that will become clearer later on, we also consider an implicit approach

to the influence of the market conditions, using a Hidden Markov Model (HMM). The idea about this

model is to assume that there is an underlying process modelled by a Markov Chain, whose states

are not directly observable. In addition, it is assumed that there is another process, observable, whose

behavior ”depends” on the state of the Markov Chain. In our setting, the observable process is the

Market Index changes every quarter, and the states of the Markov Chain describe the state of the

economy. We call the ”explicit approach” when we use the Market Index as explanatory variable, and

whenever we use the HMM states, we call it the ”implicit approach”.

For this study, the company gathered the results from past tenders of a specific type of industrial

service they provide. The data consists of tender results from 2018 until the second quarter of 2020 with

several variables concerning the parameters of the proposals, the clients in question and whether or not

the company was successful in each case. Then, we construct the Market Index variable to measure

the state of the market with constant feedback from the company managers.

The next step in the project concerns the creation of a decision tool that can predict the success

probability of a future tender, given the specific information of the tender, namely, the global margin and

the client in question, as well as the state of the market at the desired time. In our case, after testing

multiple models from Neural Networks, Random Forests, XGBoost algorithm and Logistic Regression,

we decide to follow the Logistic Regression approach. When considering the Logistic Regression models

we decide to follow two separate approaches, a frequentist and a Bayesian one. For both these two

approaches we develop models considering the explicit and the implicit study of the market influence on

the tenders.

After computing all the relevant models, we compare their performances using the AUC metric, area

under the Receiver Operating Characteristic curve, for several train/test partitions and we are able to

derive some major conclusions from the final results.

1.3 Outline

In Chapter 2 we start studying the influence of the market with the explicit approach, by creating an

economic index in Section 2.1, and then developing algorithms to predict its future values in Section

2.2. In Chapter 3 we analyse the data, paying special attention to the client-company relationship in

Section 3.1, where we develop a process to categorize the relationship between the company and its

clients. Then we construct the Logistic Regression models in Chapter 4, using two different approaches,

a Frequentist and a Bayesian one, considering the explicit study of the market influence only, i.e. using
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the MI variable. In Chapter 5 we study the market influence but now with the implicit approach where we

use Hidden Markov Models to determine the market’s hidden states. Then, we compute similar models

to the ones in Chapter 4 that, in this case, incorporate the market states instead of the market index. The

analysis of performance results from all the created models and conclusions are presented in Chapter 6,

as well as, a description of the decision support tool implemented in Python that the company managers

can use in day-to-day operations.
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Chapter 2

Market Index

2.1 Index Construction

In the explicit approach to the study of the market influence on tender performance we construct a Market

Index (MI) and then define models to predict its future values. The sector in which the company, EQS

Global, operates is a very specific market which can be considered as a combination of several fields.

This means that it is essential to construct a market index that can reflect the environment in which

the company operates. After several discussions with our industry partners it was decided to use four

indexes from the EuroStat [3] public platform, that gathers economic and social indexes regarding the

European region. These indexes are described more thoroughly in the appendix. Namely, the Producer

Price in Industry Index (Pr. Price), Producer Price in Construction Index (Co. Price), Turnover Index

(Turn) and Labour Input in Construction Index (Lab. Inp.), that can be found in [3] and are updated every

quarter. The index is then constructed by using Principal Component Analysis (PCA), as in [4]. By

recurring to the sklearn Python package [5] and using the routine PCA, we can compute the principal

components given the data from the indexes with values from 2006 until the second quarter of 2020.

The obtained 4 principal components explain 86.2%, 9.4%, 4.2% and 0.2% of the total variation in the

data, respectively. Therefore, considering the first principal component, it explains over 86% of the total

variation in the data and thus, it is a good representative of the indexes considered. The market index

(MI) is then defined as the first principal component obtained and has the following coefficients:

Table 2.1: Market Index coefficients

Index Pr. Price Co. Price Turn Lab. Inp.

Coef. 0.263 0.449 0.537 0.664

The four indexes are all subject to the same scaling rules. By definition, the EuroStat platform applies

the same formula when defining all the gathered indexes. The year of 2015 is considered the base year

for the calculation of the index values. For example. considering the Producer Price in Industry Index,

then, the mean of the quarterly values of the Production Price for the year of 2015 is set to be 100 and the
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values of the Producer Price in Industry Index in every quarter are calculated taking into consideration

that the mean of the 2015 values equals 100. This way, all the indexes considered have the same scale.

Thus, we can analyse the first principal component, and consequently the market index as a weighted

average of the four components. We see that, in the market index the biggest factors influencing the in-

dex are Labour Input in Construction, Turn Over Rate, Producer Price in Construction and then Producer

Price in Industry, respectively.

2.2 Index Forecast

We have MI values until the second quarter of 2020. Once we need to make predictions on tenders

in the first and second quarters of 2021, it is then necessary to develop a method to estimate future

values for the MI. In the literature, estimation and prediction of such market indexes that involves the

construction industry are very closely related to estimation of Tender Price Index (TPI), as in [6]. By

definition, Tender Price Index measures the movement of prices in tenders for building contracts in the

public sector in a respective region. It doesn’t, however, include contracts for housing, engineering and

maintenance works. In the literature various methods to predict Tender Price Index values are applied,

from Regression Analysis(RA) [6], [7], [8], Time Series(TS) [1], [9], [10], Vector Error Correction(VEC)

[8], [11], Fuzzy Sets(FS) [12], Structural Equations(SE) [13] and Neural Networks(NN) [14]. The general

consensus among the researchers is that an integrated model, as presented by [6], is the best approach

and the most reliable alternative, which we decide to follow. Taking a closer look at the example in [6]

one can see that the final presented model corresponds to a combination of a time series Autoregressive

Integrated Moving Average (ARIMA) [15] model with a Regression model, where macroeconomic and

other construction based variables are used. The two models are combined through an affine linear

combination.

Regression Model

For the Regression Analysis we gather several other macroeconomic variables from the EuroStat

platform [3]. As the impact of certain variables on the MI might be delayed for a few quarters we need

also to consider, in the pool of possibly relevant variables, the one, two and three quarters lagged

variants of the variables already gathered. We then adopt an automated stepwise procedure in order to

eliminate those variables with negligible impact on the MI. The selected variables are chosen based on

the p-values of each feature.

Table 2.2 summarizes the stepwise procedure of the multivariate Regression Analysis. Variables are

added or removed from the regression model step by step. The variables selected to incorporate the

model are the following:

• Production in Service Index (PSI)

• Producer Price in Service Index (PPSI)
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• Labour Input in Industry Index with 3 quarters lag (LII3)

• Interest Rates with 3 quarters lag (IR3)

• Production in Construction Index (PCI)

• GDP Index (GDPI)

In Table 2.2 we can see the 6 variables that were added to the model (there were no variables

removed), as well as, the R-Squared and Adjusted R-Squared [16]. We also have the values for the

Bayesian Information Criterion (BIC) [17]. At last, we have the p-value from the t-test for each variable.

Table 2.2: Summary table of the stepwise procedure of multivariate regression

Step Variable Added R2 R2
adj BIC p-value

1 Prod Serv Index 0.9604 0.9597 266.68 7.647e-39

2 Prod Prc Serv Index 0.9669 0.9656 260.86 2.407e-3

3 Lab Inp Index 3 0.9788 0.9776 240.31 2.046e-6

4 Int Rates 3 0.9869 0.9858 218.06 1.157e-6

5 Prod Cons Index 0.9892 0.9880 211.49 2.254e-3

6 GDP Index 0.9909 0.9897 205.92 4.040e-3

From the selected variables, only the Interest Rates variable has a different scale. The remaining

variables have the same scale as the variables used for the construction of the MI, i.e. the mean of

the 2015 values is set to 100 and then the values are recalculated accordingly. On the other hand, the

Interest Rates variable contains the absolute values of the interest rates registered in that time period,

that range from -0.5% to 5%.

Thus, the resulting model is given by the following expression:

ŶMI =− 243.4089 + 0.6425XPSI + 3.3905XPPSI − 0.3808XLII3

+ 1.6982XIR3 − 0.2423XPCI + 0.9369XGDPI

(2.1)

with XPSI denoting the values for the PSI and similarly for the other variables, and ŶMI denoting the

estimate of the MI.

Then, considering the task of determining the future values of the explanatory variables of the model

in equation (2.1), taking into consideration the problems identified by Yuu in [18], we improve on the

method in [6]. In [6] the prediction of future values for the explanatory variables is derived by the growth

rate of the historic periods of each variable and then extrapolated for the next two quarters.

We improve on this method by using a stochastic time series modelling technique known as Auto

Regressive Integrated Moving Average (ARIMA) [15]. An Auto-Regressive (AR) model expresses the
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present value of a process as a linear combination of past values plus a random stochastic term repre-

senting uncorrelated forces acting on the system (white noise). (Xt)t∈N0 is a stationary autoregressive

process of order p (abbreviated AR(p)) if

Xt = ψ1Xt−1 + ...+ ψpXt−p + Zt (2.2)

where ψ1, ..., ψp are constants and (Zt)t∈N0 ∼ N(0, σ2), is usually called white noise process. The

elements of the series, (Zt)t∈N0
, are independent and identically distributed, with mean zero, finite

variance σ2 and uncorrelated.

Using the backward shift operator denoted by B and defined as BdXt = Xt−d, we can rewrite

equation (2.2) as,

Ψ(B)Xt = Zt with Ψ(B) = 1−
p∑
i=1

ψiB
i (2.3)

A Moving Average (MA) model expresses the present value of a process as a linear combination

of white noise variables. The process (Xt)t∈N0
is a stationary moving average process of order q

(abbreviated (MA(q)) if

Xt = Zt + θ1Zt−1 + ...+ θqZt−p or, using the backshift notation

Xt = Θ(B)Zt with Θ(B) = 1 +

q∑
j=1

θjB
j ,

(2.4)

where θ1, ..., θq are constants.

A stationary autoregressive moving average (ARMA) process, (Xt)t∈N0
, of order p and q, abbrevi-

ated as ARMA(p,q), can then be defined as follows:

Xt = ψ1Xt−1 + ...+ ψpXt−p + Zt + θ1Zt−1 + ...+ θqZt−p or,

Ψ(B)Xt = Θ(B)Zt with Ψ(B) = 1−
p∑
i=1

ψiB
i, and Θ(B) = 1 +

q∑
j=1

θjB
j

(2.5)

where ψp 6= 0, θq 6= 0.

If the process in question is non stationary then we can attempt to remove the trend component by

differencing the series until the transformed observations resemble a realization of some stationary time

series. To this extent, the difference operator is defined as

∇dYt = (1−B)dYt (2.6)

Then, (Yt)t∈N0
is an ARIMA(p,d,q) process if

Xt = (1−B)dYt (2.7)
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is an ARMA(p,q) process (with d a non-negative integer that indicates the number of differencing steps).

This definition means that (Yt)t∈N0 satisfies a difference equation of the form

Ψ(B)(1−B)dYt = Θ(B)Zt (2.8)

where Ψ(z) 6= 0 for |z| ≤ 1, which guarantees causality in the ARMA process.

In order to obtain the best fit ARIMA model for each feature we first use the Augmented Dickey-

Fuller test [19] to check if the given series is stationary. When stationarity is not satisfied we perform

differencing to the series. In cases where differencing is not enough (as it is the case for the Labour Input

Index with 3 quarter lag), we apply a logarithm transformation to the series and then apply differencing

to achieve stationarity. Then, having the new stationary series we use a GridSearch approach to find

the best fit ARMA model for each series using as selection criteria the Akaike Information Criterion (AIC)

[20].

The methods applied to each variable, as well as the p-value from the Augmented Dickey-Fuller test

for the transformed series can be seen in Table 2.3. At 10% significance level all the transformed series

can be considered stationary.

Table 2.3: Transformations to explanatory variables and p-value of AD-Fuller test of stationarity

Variable Transformation p-value

PSI None 0.047

PPSI Differencing(1) 0

LII3 Log + Differencing(1) 0.071

IR3 None 0

PCI Differencing(1) 0

GDPI None 0.003

In Table 2.3 the variables are named after the nomenclature used for the regression model equation,

in equation (2.1). The transformations applied to the series range from none, to differencing in one

quarter indicated by ”Differencing(1)” or to differencing in one quarter after being applied the logarithm

transformation to the series, indicated by ”Log + Differencing(1)”.

Afterwards, considering now the stationary transformed series, we can find the best fit ARMA model

to each series using a GridSearch approach. The implemented algorithm cycles through multiple combi-

nations of the model parameters, i.e., it computes ARMA(p,q) models for the series with p and q varying

from 0 to 4. In each iteration it computes the AIC score for the model. The final model corresponds to

the one with the lowest AIC score.

The obtained estimated ARMA models’ p and q parameters can be seen in Table 2.4. After obtaining

the models we still need to do some diagnostic checking to see if the models are indeed a good fit for the

data. One way to perform the diagnosis is by analysing the residuals. The errors from an ideal model

would resemble a realization of a white noise and they would have no autocorrelation. The Ljung-Box
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test is used to assess if the residuals have no autocorrelation. The Jarque-Bera test is used to check if

the residuals resemble a Gaussian distribution. In Table 2.4 we have the p-values for both the Ljung-Box

and the Jarque-Berta test for each models’ residuals.

Table 2.4: ARMA models and Ljung-Box and Jarque-Bera tests results on the residuals of the explana-

tory variables

Var PSI PPSI LII3 IR3 PCI GDPI

ARMA(p,q) (2,1) (3,1) (1,3) (1,2) (0,0) (2,2)

Ljung

-

Box

Lag 1 0.765 0.991 0.698 0.675 0.817 0.923

Lag 2 0.931 0.997 0.894 0.865 0.954 0.988

Lag 3 0.967 0.877 0.952 0.899 0.991 0.998

Lag 4 0.989 0.915 0.968 0.887 0.997 0.999

Jarque-Bera 0 0 0.582 0 0 0

In all the models and for all the lags from 1 to 4 (quarters), corresponding to lags up to one year,

the p-values of the Ljung-Box test are larger than 0.1 and thus we accept the null hypothesis that the

residuals are not autocorrelated. For the Jarque-Bera test we see that only for the model of the Labour

Input Index with 3 quarters lag do we get a p-value above 0.1. Thus, only in that case do we not reject

the null hypothesis that the residuals resemble a normal distribution. In all the other cases, we reject

the null hypothesis and cannot assume that the residuals are normally distributed. Albeit important,

the lack of normality in the residuals distribution does not have much impact in our work as the main

consequence of this result is that we need to be more careful with making inference and interpreting the

p-values of the models’ parameters. However that interpretation is not a major concern for our study.

(a) Plots for PSI residuals (b) Plots for LII3 residuals

Figure 2.1: Diagnostic plots of the residuals for two of the explanatory variables series

For illustrative purposes, in addition to the Ljung-Box and Jarque-Bera tests, we can also use density

plots, histograms and QQ plots to check normality, and autocorrelation plots to check for autocorrelation
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in the residuals. In Figure 2.1 we have two examples of those plots for two different series. The plots on

the left correspond to the PSI residuals, while the plots on the right are from the LII3 residuals. From left

to right and top to bottom we have the following plots: Standardized residuals over time; Histogram of

the residuals plus estimated density of standardized residuals, along with a Normal(0,1) density plotted

for reference; Normal Q-Q plot, with Normal reference line; ACF plot (autocorrelation plot).

We see that, in both cases, the ACF plot corroborates the results from the Ljung-Box test because

there is no evidence of autocorrelation in these residuals. Regarding the Jarque-Bera test we see that,

for the PSI residuals, these appear to have a negative mean, the Normal Q-Q plot shows some very

distant points from the reference line and the histogram shows that the residuals have a distribution

that does not resemble a Gaussian distribution. These plots corroborate the Jarque-Bera test which

indicates that these residuals are not normally distributed. When looking at the residuals from LII3 we

see that they do not seem to be skewed, the histogram and the estimated density distribution closely

resemble a Gaussian distribution. On the other hand the Q-Q plot does not offer strong indications that

the residuals are normally distributed. Nevertheless, the overall analysis of these plots leads to the

conclusion that these residuals are normally distributed, corroborating the results from the Jarque-Bera

test for this series.

Therefore, we are able to develop methods for predicting future values for each of the explanatory

variables of the regression model defined in equation (2.1).

Time Series Model

For the time series model we perform a similar process to the one described for the prediction of

future values of the explanatory variables of the regression model. First, we perform Augmented Dickey-

Fuller test [19] to check if the series is stationary. When the stationary is not satisfied we perform differ-

encing and logarithm transformation to the data in order to achieve the condition. The final transformed

series is obtained after differencing 2 quarters on the logarithm of the initial series values. For this trans-

formed series the Augmented Dickey-Fuller test yields the p-value 0.001502 and thus we accept the

stationarity of this series.

Afterwards, we find the best fit ARMA model for the transformed series through the same GridSearch

approach on the p and q parameters of the ARMA model with the decision criterion being the AIC

score. The best fit model obtained is the ARMA(2,1) model. With the Ljung-Box test we assess that

the residuals have no autocorrelation and with the Jarque-Bera test we cannot assess normality in the

residuals distribution. These results can also be seen in Table 2.5

Table 2.5: ARMA model and Ljung-Box and Jarque-Bera test results on the residuals of the MI time

seires

Var
ARMA

(p,q)

Ljung-Box Jarque

BeraLag 1 Lag 2 Lag 3 Lag 4

MI p=2,q=1 0.856 0.973 0.934 0.950 0
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The ARMA(2,1) model obtained is defined in the following equation (using back shift notation)

(1− 1.5873B + 0.7688B2)Yt = 0.0013 + (1− 0.9631B)Zt (2.9)

where Yt is the value of the transformed MI series in current time period t, B is the back shift operator,

and Zt ∼ N(0, 0.0003). In Table 2.6 we have the summary of the model’s coefficients. On the one hand,

all the p-values indicate that all the coefficients are statistically different from zero, on the other hand

the Jarque-Bera test yields a p-value of 0 and thus we cannot assume that the residuals are normally

distributed. As in the regression model, the latter does not have an impact on the remaining of the

analysis.

Table 2.6: Summary of the coefficients of the ARMA(2,1) model for the transformed MI time series

Coef Value Std Err z P>|z|

intercept 0.0013 0.001 2.306 0.021

ar.L1 1.5873 0.107 14.777 0.000

ar.L2 -0.7688 0100 -7.717 0.000

ma.L1 -0.9631 0.260 -3.700 0.000

sigma2 0.0003 8.73e-5 3.295 0.001

We also compute the relevant plots of the residuals (Figure 2.3), similar to Figure 2.1. For the MI

time series we see that there seems to be some negative skewness in the residuals. Additionally, both

the histogram and the Q-Q plot do not show evidence of the data being normally distributed. Finally, the

ACF plot shows that there is no autocorrelation in the residuals. Both these analysis are corroborated

by the Ljung-Box and Jarque-Bera tests’ results from Table 2.5.

Figure 2.2: Plots for MI residuals
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Integrated Model

The Regression, (RA), and Time Series, (TS), models are integrated by linear combination by con-

sidering the forecasts made by both models using the same algorithm used in [6]. The coefficient for

the linear combination is obtained such that it minimizes the Root Mean Square Error (RMSE) of the

forecasts of the integrated model. For that, the algorithm presented in [6] is used. First, the data is parti-

tioned into train and test datasets with the training set containing the values until 2015Q3 and the testing

set containing the remaining values until 2020Q2 (with 19 observations). Then the RA and TS models

are fitted to the training data. One-step predictions are performed with each model and the errors of

those predictions are computed.

The RMSE for the Regression model and the Time Series model are defined, respectively as:

R =

√∑19
i=1(Ri)2

19
and T =

√∑19
i=1(Ti)2

19
(2.10)

where Ri corresponds to the error of the ith prediction of the Regression model and Ti corresponds to

the error of the ith prediction of the Time Series model. The RMSE of the Integrated model, denoted by

IM is given by IM = β × T + (1− β)×R with β ∈ [0, 1].

The algorithm for determining the coefficient β that minimizes IM is constructed by successive

decimal approximations:

• Compute the RMSE of the Integrated model, IM, for the following values of β: {0, 0.1, 0.2, ..., 0.8, 0.9, 1}

and define βm as the minimizer within that subset of β values;

• Compute the RMSE of the Integrated model, IM, for the following values of β: {βm − 0.1, βm −

0.09, βm − 0.08, ..., βm + 0.09, βm + 0.1} and update βm with the minimizer within that subset of β

values;

• Compute the RMSE of the Integrated model, IM, for the following values of β: {βm − 0.01, βm −

0.009, βm − 0.008, ..., βm + 0.009, βm + 0.01} and update βm with the minimizer within that subset

of β values;

In each step of the algorithm we explore a smaller range of possible values for the coefficient of the

linear combination that minimizes the RMSE of the integrated model’s predictions in the test set.

After performing the algorithm, the obtained coefficient is βm = 0.545 which means that the predic-

tions of the integrated model have a slightly larger influence of the Time Series model (0.545) than the

Regression model (0.455).

In Figure 2.3, it is possible to compare the real values for the market index (dashed line) with the

predictions for the integrated model (dotted line), since 2015Q3 until 2020Q2.

We see that the values obtained with the integrated model closely resemble the actual values, espe-

cially if we consider the period from 2015Q3 to 2019Q4. Obviously the last three quarters compared,

2019Q4 to 2020Q2, are directly impacted by the COVID-19 pandemic. Therefore it is difficult to predict
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the substantial drop in the market index during these three quarters. Nevertheless, one can see that a

portion of the drop is, indeed captured by the prediction model.

Figure 2.3: Market Index predictions
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Chapter 3

Data Analysis

After contextualizing the real world environment in which the company operates and after successfully

creating and estimating an adequate market index, it is important to properly analyse the data itself. Al-

though the main objective is to study the impact of the state of the market and to develop a strategy that

improves future performance, the given data not only provides some insights to each proposal’s charac-

teristics but also information about the clients. It constitutes additional information external to the market

state that can influence the performance of the proposals that needs to be taken into consideration and

integrated into the final model.

The provided data includes:

• Time at which the auctions took place (between 2018 and the last quarter of 2020);

• The global margin K;

• The three variables that form the global margin (profit P , overheads O and risk R);

• The identification of each individual client (ClientID);

• A binary variable, indicating if the auction was successful (Adjudicated);

In Figure 3.1 we see that in most quarters there are more unsuccessful tenders than successful

ones, except for the first quarter of 2019 and the last two quarters of 2020. Additionally, we also note

that there are considerably fewer observations from 2020 compared to the previous 2 years, with 23

observations for 2020, 53 for 2019 and 41 for 2018. The lack of observations from 2020 is mainly due to

the fact that the data was gathered in December of 2020 and thus not only wasn’t the quarter over but

also some of the information from completed tenders wasn’t yet available for this study.

Additionally, we see that the MI rises steadily until the last quarter of 2019 when it suddenly collapses,

due to the COVID-19 pandemic. The index starts to recover on the third quarter of 2020, according to

the integrated model’s predictions.
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Figure 3.1: Market Index and Number of Tenders by Quarter

The proposals are defined by the value of the global margin K that, as mentioned before, corre-

sponds to the sum of three other internal variables: profit P , overheads O and risk R. These three

variables play an important role for the internal analysis performed by the company. The buyer does not

have access to these variables, and the final price is characterized exclusively by the global margin, K.

In Figure 3.2 we plot the global margin as a function of time, including also, information about the

outcome of the tender (successful or unsuccessful).

Figure 3.2: Global Margin of Successful and Unsuccessful tenders

We see that many tenders have a K value in the range 30− 35%. Furthermore, we can see that the

successful tenders tend to have lower global margins and also that a majority of the tenders with global

margin above 50% are unsuccessful. However, there are still a considerable amount of unsuccessful

tenders with low levels of K and also some successful tenders with high levels of K. This suggests

that, if there is some correlation between K and whether or not a tender is successful then it is certainly

negative but it is not clear if that correlation is significant or not. We can perform a point biseral correlation

test on those two variables to confirm our suspicions:
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Table 3.1: Results of Point Biseral Correlation between variables Adjudicated and K

Score P-Value

-0.0404 0.6655

Then we conclude that it is not significant, showing that the dependency of the outcome of the tender

and the margin is not straightforward, and further analysis is necessary.

3.1 Client Categorization

The remaining variable of interest is the ClientID variable that has a unique value for each client with

which the company has engaged in business since 2018. Some of the clients have several interactions

(number of tenders), shown in Table 3.2.

Table 3.2: Number of tenders by client

client1 1 client12 1 client23 1 client34 1 client44 1 client54 1

client2 2 client13 2 client24 1 client35 1 client45 1 client55 1

client3 1 client14 1 client25 1 client36 2 client46 2 client56 1

client4 5 client15 5 client26 1 client37 1 client47 1 client57 1

client5 6 client16 2 client27 1 client38 1 client48 1 client58 3

client6 1 client17 1 client28 2 client39 1 client49 1 client59 1

client7 1 client18 2 client29 1 client40 1 client50 1 client60 1

client8 15 client19 7 client30 1 client41 1 client51 2 client61 1

client9 1 client20 1 client31 1 client42 1 client52 1 client62 1

client10 2 client21 3 client32 1 client43 1 client53 2 client63 1

client11 1 client22 1 client33 1

From analysing Table 3.2 and the values of K for each client’s proposals we immediately identify

several interesting properties:

1. Each client appears in the dataset an irregular number of times.

2. A large percentage of the clients only appear once in the dataset.

Additionally, when looking at the dates of the proposals we realise that there are multiple cases

of identical proposals in the same quarter, whose single differentiating factor is the client in question.

These remarks justify considering clusters in the data. Due to the small number of observations, (117),

the number of clusters to consider is, obviously, very limited. In the experiments, various clustering

techniques are performed with the objective of partitioning the clients into two, three or four categories.

The careful choice of the categorization has to be made to incorporate the insights from data and create

17



the categories that can be used on the day-to-day basis by the managers. Partitioning the clients using

the k-means method [21], not only does it not improve the performance of future models but also, the

partitions created are not clear or intuitive. One other alternative is to divide the clients by the number

of occurrences in the dataset. Although this seems the natural approach to follow, simply dividing the

clients by the number of occurrences would create too many clusters, 7. Therefore, we decide to create

a new variable, denoted Sympathy, that describes the level of sympathy that the clients have with the

company in the following way:

1. Category 0 - Unfriendly: corresponds to those clients with which the company tried to engage in

business more than once and was unsuccessful every time;

2. Category 1 - Friendly: corresponds to those clients with which the company tried to engage in

business more than once and was successful every time;

3. Category 2 - New: corresponds to those clients from which there isn’t enough information about

the state of their relationship with the company, because they only engaged with each other once

(independently of the fact that they won or lost the respective auction with);

4. Category 3 - Regular: corresponds to those clients with which the company tried to engage in

business multiple times and the overall outcome is uncertain, i.e. there are some cases when the

company wins the auction, and in other it loses;

This is the final and best performing categorization due to several factors. In the first place, it is

an understandable categorization, that can be easily described to the company managers and has an

inherent basis in the business environment and business relationships. This partition of the clients is

an intuitive way for the company managers to categorize their clients based on past experience and

personal relationships. It is also beneficial that this categorization does not create too many categories.

This categorization allows the subsequent models to have realistic relationships between the overall

profit margin of a proposal and the success probability, which will be explained in further detail in the

next sections.

With this partition the data is then divided in the following way:

Table 3.3: Number of observations in each client category

New Regular Friendly Unfriendly

46 43 18 10

3.2 Correlation Analysis

After defining the Sympathy variable we can then proceed with the analysis of correlation between

variables. Interpreting such correlations may provide some insights into the company’s behaviour in

some situations. Before doing so it is important to understand the type of data we are dealing with, more
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precisely, regarding the Sympathy variable. As it is defined, this is a categorical variable with values

ranging from 1 to 4, where 1 indicates New clients, 2 indicates Regular clients, 3 indicates Friendly

clients and 4 indicates Unfriendly clients. We can see that this is not an ordinal variable in the sense

that the categories do not have a specific order. Thus we can create 4 dummy variables, one for each

category of clients and use those variables to analyse relations between the MI and K for certain groups

of clients. These four binary variables are mutually exclusive, i.e. each client can only belong to one of

the Sympathy categories, which means that if, for example, the binary variable indicating the New clients

has a value of 1 then the remaining three binary variables must be 0. This property needs to be taken

into consideration when analysing and interpreting relations between variables.

In our case, it is important to study the relations between the continuous variables MI and K, and the

binary variable indicating the success/failure of the tenders. When computing the correlation between

MI and Adjudicated or K and Adjudicated we are dealing with one continuous and one binary variable.

Thus we have to calculate the point biseral correlation coefficient [22], which corresponds to the value

of the Pearson’s product moment correlation when one of the variables is dichotomous and the other

variable is metric (which is exactly our case). Considering the entire data we get the following results:

Table 3.4: Point Biseral Correlation between MI and Adjudicated, and K and Adjudicated

Score P-Value

K -0.0404 0.6655

MI -0.0199 0.8315

We see that both correlations are negative but non-significant. Although there does not seem to

exist any significant correlation between these variables at first glance we can compute the correlations

but now conditioning the set of observations according to the type of client. When considering all the

observations we might have correlations with opposite forces for different clients that cancel each other

resulting in an overall correlation coefficient that is non significant.

Table 3.5: Point Biseral correlation between Adjudicated and MI, and Adjudicated and K conditioned on

different client groups

MI K

New
Score 0.080 -0.046

P-Value 0.599 0.761

Regular
Score 0.184 -0.026

P-Value 0.238 0.869

New + Regular
Score 0.121 -0.034

P-Value 0.260 0.754

Therefore we compute the point biseral correlation coefficients between the MI and Adjudicated, and
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the K and Adjudicated variables conditioned on the clients categories whose values can be seen in

Table 3.5. We see that, although we are able to get some correlations with p-values closer to acceptable

margins, at the usual 1%, 5% or 10% significance levels, there is no evidence that the correlations are

statistically significant. These results possibly indicate that there is no evidence for linear correlation

between the MI or K variables and the Adjudicated variable.

Regarding the correlation between the New and Regular classes of clients and Adjudicated, the

results can be seen in Table 3.6, where we see that, once again, we cannot find a significant correlation

between these variables. Nevertheless, we see that the correlation value for the Regular clients is more

positive than the value for New clients suggesting that the company has better performance with clients

with whom a prior relationship has already been established.

Table 3.6: Correlation between the Adjudicated variable and the different client groups

Category Score P-Value

New -0.1271 0.1722

Regular -0.0431 0.6444

The absence of significant correlation between variables, as we will see, indicates the existence of

non-linear relations between variables.
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Chapter 4

Models

After analysing all the variables we can now proceed to the creation of models that predict the success

probability of future tenders. We have, at our disposal to include in the model, several explanatory

variables such as the global margin K, the MI variable, the Sympathy variable and the binary indicators

for each client category. In many other works, such as [23], some other variables related to geographical

region and specific characteristics of each tender were also added. However, in our case, all the tenders

are from the Euro region, which was taken into consideration by gathering only European economic

and social indexes when constructing the MI. The tenders are all from clients that operate in similar

markets, and no additional significant information is provided by the company. Similar studies include in

the models a pool of macroeconomic variables. In our case, this role is played by the MI.

For this situation, several types of models are considered, such as Neural Networks [24], Random

Forests [25], XGBoost algorithm [25] and Logistic Regression [23]. The method we choose to model

the probability of success of the tenders is Logistic Regression. When fitting the different models to the

data, Neural Network, Random Forests and XGBoost models have poor performances. Additionally, all

of these models return success probabilities between 45% and 55% for New and Regular clients while

the Logistic Regression models yield probability curves that span across a wider range of values. With

such a narrow difference between proposals, the former models prove to be not suitable for our case

because they do not provide enough distinction between the proposals in their predictions. Therefore,

we focus on the Logistic Regression approach.

4.1 Logistic Regression

For the Logistic Regression model construction, it is important to consider two different approaches.

On one hand, a frequentist model, similar to [2], [23] and [26] with the additional component of robust-

ness considered [27]. On the other hand, a Bayesian approach, where prior knowledge of the field

and the company can be taken into consideration in the model. The Bayesian approach can be imple-

mented using the PyMC3 Python package [28]. There is not an extensive literature catalog but there are

still some articles that approach this topic, such as [29]. In both approaches, the base model we first
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consider consists of a logistic regression model given by the following expression:

P (Success) = π(X) =
exp(β0 + βKXK + βMIXMI + βNXN + βRXR + βFXF + βUXU )

1 + exp(β0 + βKXK + βMIXMI + βNXN + βRXR + βFXF + βUXU )
(4.1)

where the βi’s are the coefficients associated with the explanatory variables Xi’s which, in this case,

correspond to the global margin variable, K, the market index variable, MI, and the sympathy indicators

for each client category, New, N , Regular, R, Friendly, F and Unfriendly, U .

After the definition of the model, we then consider two different approaches in the remaining steps of

the model conception, frequentist and Bayesian approaches.

4.1.1 Frequentist Approach

In the frequentist case we perform 1000 iterations of the train/test split of the data, where, for each

iteration we consider a Logistic Regression model with the formula from equation (4.1) and then, use the

Logistic Regression Python routine [5] to estimate the parameters of the model, via maximum likelihood.

Figure 4.1: Boxplot of AUC scores for classical logistic regression models

This maximization, for each one of the train partitions, that constitutes 70% of the overall dataset,

can be adjusted and calibrated with several parameters, namely in terms of the weights associated with

the classes of the dependent variable (class weight), where we can adjust the importance of having

a successful/unsuccessful tender. The algorithm used in the optimization problem (solver ), where we

can consider multiple algorithms from a coordinate descent (CD) algorithm [30], Stochastic Average

Gradient descent [31] or the Broyden–Fletcher–Goldfarb–Shanno algorithm [32]. The norm used in the
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penalization (penalty ) and the regularization strength parameter (C), where C denotes the inverse of

the regularization strength and, similar to Support Vector Machines, smaller values specify stronger

regularization. The best parameters are obtained through a GridSearch approach using the AIC as

criteria for choosing the best model.

Looking at the obtained results for 1000 different dataset partitions, we realise that there is a large

variance in the overall AUC score, indicating that the dataset partition has a huge impact on the final

score.

One of the possible reasons for such disparity in the results lays in the presence of outliers in the

training set. We recall that, in particular, the data concerning the 2020 period follows a different pattern

from the previous years, and therefore its presence in the training set may have an impact on the results.

In view of this, we propose the use of a robust version of the previous algorithm. For that purpose,

we use the redescending M-estimators method [33], which can be summarized as follows.

4.1.2 Robust Logistic Regression model with Redescending M-estimators method

According to equation (4.1), it follows that

log
P (success)

1− P (success)
= β′~x

where β′ ∈ R7 (with β′ = (β0, βK , βMI , βN , βR, βF , βU )) and ~x ∈ R7. Let F (y) = ey

1+ey , y ∈ R and ~x =

(1, xK , xMI , xN , xR, xF , xU ) ( where xk represents the variable k, and similarly for the other variables).

Then the dataset may be represented by the sample ( ~x1, y1), ..., ( ~xn, yn), where yi takes the value 1

(0) if the ith observation corresponds to winning (loosing) the auction. Moreover let pi(β) = F (β′ ~xi).

The log-likelihood function, L(β), based on the sample ( ~x1, y1), ..., ( ~xn, yn), is given by:

L(β) =

n∑
i=1

[yilog
(
pi(β)

)
+ (1− yi)log

(
1− pi(β)

)
]

Then it follows that the maximum likelihood estimative (MLE) of β, based on the data, is solution of

the following equation

n∑
i=1

yi − pi(β)

pi(β)(1− pi(β))
p′i(β)~xi = 0 (4.2)

Where p′ is the derivative of p with respect to β.

The non robust approach can be constructed using deviance. Let

D(β) =

n∑
i=1

d2(pi(β), yi),

where d(u, y) = {−2[ylog(u) + (1− y)log(1− u))]}1/2sgn(y − u), with
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d(u, y) =


0 if u = y

−∞ if u = 1, y = 0

∞ if u = 0, y = 1

In the logistic model, the values d(pi(β), yi) are called deviance residuals, and they measure the dis-

crepancies between the probabilities fitted using the regression coefficients β and the observed values.

Bianco and Yohai [34], proposed robust M-estimators for the logistic model based on minimizing

M(β) =

n∑
i=1

[ρ(d2(pi(β), yi)) + q(pi(β))] (4.3)

with weight ρ, a non decreasing and bounded function, in the family given by:

ρ(u) =

u if u ≤ c

2(uc)1/2 − c if u > c

and q(u) = v(u) + v(1− u), with v(u) = 2
∫ u
0
ρ′
(
− 2log(t)

)
dt.

Using this technique, we can compute a new, robust, logistic regression model for the same partitions

considered in the classical case. After computing each model for 20 different train/test partitions, the

AUC scores distributions for both cases can be seen in Figure 4.2. Contrary to the previous case

where we perform 1000 different partitions and obtain 1000 AUC scores, here we just calculate the

scores for 20 different partitions because too much computational time is required to obtain the robust β

coefficients, and thus it is not feasible to try and perform the same number of partitions. We can see that

the robust models have less variance in the AUC scores, while the 25% and 75% quantiles remaining

relatively similar with the classical case, which is an indication that the robust model has overall better

performance than its classical counterpart.

Figure 4.2: Boxplot for the AUC results of the robust and classical logistic regression models for the

same 20 train/test partitions

In some of the partitions, there is no significant difference between the classical and robust model,
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suggesting that in those cases either there are no outliers present in the partition or their impact is not

relevant. But overall the performance of the robust methods is better and hence from this point on,

whenever we present results from the frequentist approach, we use their robust version.

In Figure 4.3 we plot the estimated curves for the success probability as a function of the global

margin, for each class of clients, for the first quarter of 2021, assuming an MI value of 202.305 (for

illustration purposes), which corresponds to the estimated value for MI in the first quarter of 2021. The

coefficients of the model whose curves are presented in Figure 4.3 correspond to the mean estimated

values using the values obtained in the 20 partitions considered in the robust approach.

Figure 4.3: Estimated probability curves for each client category using the frequentist model for 2021Q1

First, the estimated curves for the Friendly and Unfriendly clients presented in Figure 4.3 are redun-

dant because the outcome of the tenders for these two categories is completely deterministic. The two

categories of clients that can be analysed are the New and Regular. As expected, the probability curve

for clients in the Regular category is above the curve for the New one. This result confirms the prior

rationale when analysing the correlation coefficients for each variable because the company is expected

to have better performance in auctions for clients with which there is an established prior relationship

when compared to clients with no significant prior relationship.

Although the presented plot contains values from 0 to 100% global margins, after confirmation from

the company managers, the day-to-day interval of operation is in the range 30− 60% profit margins.

In Table 4.1 we can see the estimated values for each one of the βi coefficients. Once again it

is important to reiterate that the analysis of these coefficients is not straightforward because the client

categories binary variables of the model are mutually exclusive. In Table 4.1 we also have the p-values

from the Likelihood Ratio Test (LRT) [35]. The LRT tests the hypothesis H0 : βi = 0 against the

hypothesis H1 : βi 6= 0. The test statistics is given by LR = −2(l(β̂|H0) − l(β̂|H1), where l denotes

the log-likelihood. When we test an hypothesis for just one coefficient, LR ∼ χ2
1.
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Table 4.1: Mean coefficients and LRT p-values for the robust model

Coefficient Value LRT p-value

β0 10.563 0

βK -5.140 0

βMI -0.049 0

βN 1.468 0.0001

βR 2.674 0.0081

βF 19.208 0

βU -15.031 0.0953

At a 10% significance level we reject the null hypothesis in all the cases. At a 1% significance level,

all except βU are statistically significant.

The β’s coefficients for the client categories quantify the strength of each client category compared

to the remaining categories with the condition that these categories are mutually exclusive. Neverthe-

less, we can compare the β values between categories in order to find interesting properties of each

client type. First, the Friendly and Unfriendly coefficients have large (absolute) values, with the Friendly

coefficient being positive and the Unfriendly coefficient being negative, as expected. Regarding the New

and Regular clients, we see that the coefficient for Regular clients is larger than the one for New clients,

suggesting that the company is expected to have better performance with clients with whom they have

already an established relationship when compared with clients without any pre-existing relationship.

Additionally, according to the model, the company’s performance and the MI variable have a nega-

tive relation in the sense that the company is expected to perform better when the market is more fragile

compared to when the market is healthier. This unexpected situation has some interesting interpreta-

tions. When talking with company managers one idea that was corroborated was that when the market

is more unstable and uncertain the company managers, taking notice of this dire external situations,

adjust their proposals and end up with lower margin proposals in order to be more competitive. As a

result, the company has better performance in uncertain times due to a higher willingness in offering

lower margin proposals, while when the market is in a healthier state that incentive is gone and thus the

company’s performance ends up falling. In other words, in uncertain markets the company prioritizes

the capture of the business, lowering the margins, and in healthier markets the company prioritizes the

profit, increasing the margins. Regarding the global margin, K: its coefficient is negative, which was to

be expected, because a proposal with higher profit margins is more expensive and thus less appealing

to the clients.

4.1.3 Bayesian Approach

The other approach for model creation consists on taking advantage of Bayesian statistics theory.

For estimation of this model we use the Python package PyMC3 [28]. In this package, one can
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construct Bayesian Logistic Regression models and define specific prior distributions for the coefficients.

This Python package has a unique modeling process that generally follows the following steps:

1. Encode a probability model by defining the following:

(a) The prior distributions that quantify knowledge and uncertainty about the β parameters.

(b) The likelihood function that combines the parameters with the data according to the specifi-

cation of the logistic regression.

2. Analyze the posterior by sampling from the posterior using Markov Chain Monte Carlo (MCMC)

methods [36].

3. Check the model using various diagnostic tools.

4. Generate predictions.

The resulting model can be used for inference to gain detailed insights into parameter values as well

as to predict outcomes for new data points.

For logistic regression, the likelihood contribution from the ith observation is binomial and given by:

L(yi|xi, β) = π(xi)
yi(1− π(xi))

1−yi (4.4)

with π(xi) = P (yi = 1|xi, β) given by equation (4.1). Then the likelihood function over the data set of n

observations is:

n∏
i=1

[(
eβ0+βKxKi+βMIxMIi+βNxNi+βRxRi+βF xFi+βUxUi

1 + eβ0+βKxKi+βMIxMIi+βNxNi+βRxRi+βF xFi+βUxUi

)yi
×

×

(
1− eβ0+βKxKi+βMIxMIi+βNxNi+βRxRi+βF xFi+βUxUi

1 + eβ0+βKxKi+βMIxMIi+βNxNi+βRxRi+βF xFi+βUxUi

)1−yi] (4.5)

Although there are many possible options for the prior distributions of the unknown parameters βj ,

for simplification purposes let’s consider one of the most popular choices, the normal distribution:

βj ∼ N(µ, σ2
j ) (4.6)

where µ = 0 and σ is usually chosen to be large enough to be considered as non-informative. Common

choices being in the range from σ = 10 to σ = 100.

Then the posterior distribution is derived by multiplying the prior distribution over all the parameters

by the full likelihood function, so that:

p(β|Y,X) =

n∏
i=1

[(
eβ0+βKxKi+βMIxMIi+βNxNi+βRxRi+βF xFi+βUxUi

1 + eβ0+βKxKi+βMIxMIi+βNxNi+βRxRi+βF xFi+βUxUi

)yi
×

×

(
1− eβ0+βKxKi+βMIxMIi+βNxNi+βRxRi+βF xFi+βUxUi

1 + eβ0+βKxKi+βMIxMIi+βNxNi+βRxRi+βF xFi+βUxUi

)1−yi]
×

7∏
j=1

1√
2πσj

e
−

(βj−µj)
2

2σ2
j

(4.7)
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The above expression is expensive for computations and multiple integrations have to be performed to

obtain the marginal distribution for each coefficient.To avoid this MCMC (Markov Chain Monte Carlo)

[36] methods are used.

MCMC simulation [36] is a general method based on drawing values of β from approximate distri-

butions and then correcting those draws to better approximate the posterior distribution, p(β|y, x). The

sampling is done sequentially, with the distribution of the sampled draws depending on the last values

drawn.

Markov Chain simulation is used when it is not possible (or not computationally efficient) to sample

β directly from p(β|Y,X). Instead we sample iteratively in such a way that at each step of the process

we expect to draw from a distribution that becomes closer to p(β|Y,X).

The key to Markov Chain simulation is to create a Markov process whose stationary distribution is

the specified p(β|Y,X) and to run the simulation long enough so that the distribution of the current draws

is close enough to this stationary distribution.

The algorithm used in the PyMC3 package [28] is denoted NUTS (No-U-Turn Sample) [37]. Although

the detailed description of this algorithm is not the main focus of this work, the algorithm can still be,

very roughly, described as an improvement over the Hamilton Monte Carlo (HMC) [38] algorithm, by

removing the need to set a number of steps parameter L. In turn, the HMC algorithm can be described

as an improvement over the simpler Gibbs Sampler [39] and Metropolis-Hastings [40] algorithms, by

avoiding the random walk behaviour present in the former. This is achieved by borrowing an idea from

physics that allows the algorithm to move much more rapidly through the target distribution with the

introduction of a momentum component.

The calibration phase consists of experimenting with different configurations for the prior distributions

of the coefficients. The calibration can go from completely information-less priors, given by uniform dis-

tributions with large variance, to specific distributions to each coefficient. This can be done by analysing

the posterior distributions of each sampled coefficient or by incorporating knowledge acquired from the

company’s managers experience. Additionally, one can consider the prior distributions of the coefficients

as generalized t-Student whose long-tail property reduces the effect outliers can have on the posterior

predictive distribution.

Then we can sample from the posterior predictive distribution and create density plots similar to the

ones from Figure 4.4. Here in Figure 4.4, the plots represent the posterior predictive distributions for the

New and Regular clients’ categories.

Figure 4.4(a) represents 2000 samples (given by the purple lines) from the posterior predictive dis-

tribution for the New clients in 2021Q1 and the mean curve of those 2000 sample curves (given by the

black dashed line) while Figure 4.4(b) represents 2000 samples for Regular clients in the same time

frame. The means of the two categories appear to be relatively similar and by analysing the density

of the 2000 curves in each case one can say that there is quite some volatility and uncertainty in both

cases. The definitive proof of high volatility is the fact that some of the curves have positive slope which

indicates that the sample value for the β̂K is sometimes positive, for those samples.
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(a) Posterior Predictive for New clients (b) Posterior Predictive for Regular clients

Figure 4.4: Posterior Predictive plots for the New and Regular clients on 2021Q1

The results presented on Figure 4.4 are obtained assuming that the prior distribution is a generalized

t-Student,

f(x|ν, µ, σ) =
Γ
(
ν+1
2

)
Γ
(
ν
2

)√
πνσ

(
1 +

1

ν

(x− µ
σ

)2) ν+1
2

(4.8)

where ν is the degrees of freedom, µ is the location parameter and σ is the scale parameter. When

µ = 0, we get a standard (central) t-Student.

Regarding the hyperparameters of the prior distribution (in particular µ and σ), we consider:

• For µ: we take the mean of the coefficients obtained in the 20 different train/test split iterations, i.e.

for the location parameter we use the values in Table 4.1.

• For σ: we take σ = 10 in order to provide some freedom and uncertainty to the model.

Other distributions are considered and tested for the priors, such as Uniform distributions centered

on the values used for the location parameter in the case of the generalized t-Student, as well as, a

combination of Uniform, t-Student and Chi-Squared distributions for some of the coefficients.

In the Uniform case, the prior distributions are all Uniform distributions centered on the coefficient

values used for the frequentist model and range 10, i.e. taking the example of the prior distribution for

βMI , it is Uniform(β̂MI − 10, β̂MI + 10), where β̂MI corresponds to the value of βMI in the frequentist

model. The same methodology is applied to the other coefficients. In the t-Student case, the prior

distributions are all generalized t-Student distributions with location parameter µ = β̂i, where β̂i is the

value used in the frequentist model for the coefficient βi, scale parameter σ = 10 and degrees of freedom

ν = n − 1, where n is the size of the training set. For the Mixed case, the prior distribution for the

coefficients correspond to a mixture of generalized t-Student, Chi-Squared and Uniform distributions,

namely, βK , βF and βU have Uniform priors identical to the ones used in the Uniform case, βMI , βN and

βR have generalized t-Student priors such as in the t-Student case, and β0 has a χ2
(5) distribution.

In all those cases, we have multidimensional distributions X = (X0, X1, X2, X3, X4, X5, X6) where

the Xi’s are uncorrelated. However, when comparing the performances of all those models, we find that
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the AUC scores, for the New clients, were relatively similar, whereas for the Regular clients the model

with generalized t-Student prior distributions have slightly better results than the remaining models.

In Figure 4.5 we present the results for the frequentist model as well as for the Bayesian models

(for 3 types of prior distributions). As the name suggests, B-Uniform means that we consider uniform

prior distributions, B-TStudent a generalized t-Student prior distributions and B-Mixed is related with a

combination of different priors, as previously explained.

The curves corresponding to the frequentist case are the same as the ones presented in Figure 4.3.

The curves for the Bayesian approach correspond to the mean results from 2000 sampled curves of the

posterior predictive distribution of each case.

(a) (b)

Figure 4.5: Estimated probability curves for various tested models for 2021Q1 (The Bayesian curves

correspond to the mean curve from 2000 sampled curves of the posterior predictive distribution)

For the Regular clients, (Figure 4.5(b)), the curve obtained in the frequentist approach dominates

the corresponding Bayesian ones, which means that the results obtained with the frequentist model

are more optimistic (the probability of success of the auction is larger than in the Bayesian approach).

The Bayesian curves are quite similar, and hence, it seems that the prior distribution does not impact

significantly the results.

For the category of New client (Figure 4.5(a)), the conclusions are similar although in this case, for

large values of K, the frequentist model is no longer optimistic (but instead is the most pessimistic). But

in the most relevant range for K (typically 30-60%), all models for this category lead to similar results.

After the discussion of these results with the company managers they suggested that the slope of the

Bayesian curves is closer to the reality. In other words, the more conservative approach of the Bayesian

models appears to better reflect the reality of the daily operations.
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Chapter 5

Market States

After constructing two different models that estimate the success probability of proposals, we address

next the study of the market influence through an implicit approach.

In this chapter we propose the use of an Hidden Markov Model (HMM) to model the market states.

The motivation behind this approach comes from the fact that the models previously used for estima-

tion of the success probability of the proposals used the variable Market Index (MI) as an explanatory

variable. In the frequentist case, the estimated value of the coefficient for this variable (β̂MI ) is -0.049

and, when performing a likelihood ratio test [35] to check the significance of the coefficient we get that,

at a 10% significance level we reject the null hypothesis that βMI = 0. In the Bayesian approach, the

posterior distribution of βMI has a non-zero mean.

According to the experts from the company, the state of the market should influence the decision

about the success/failure of the bids. This idea is vastly explored in the economical theories. For

example, in the research dedicated to the real estate market, it is long established the importance of not

only the global economy/business cycles but also property cycles. The economy/business cycles are

described as intervals of either expansion or recession of economical activity. The property cycles on the

other hand are divided into Boom, Slump and Recovery. The relationship between these cycles is still a

matter of debate between scholars. The seminal work on property cycles is attributed to Homer Hoyt in

his doctoral dissertation [41]. Here, we will try to create the similar notion for our particular market.

So, instead of using the MI as explanatory variable, we use a variable that describes the trend or

state of the market, and we check if its explanatory power is larger than the MI, improving, this way, the

quality of the proposed models. There is a vast literature on Hidden Markov Models [42], [43], [44] and

it has been used in several fields such as Speech Recognition [42], Information Retrieval [43] and Gene

prediction [44].

5.1 Hidden Markov Model

We consider a time discretization, with the time instances denoted by t, and the state of the system

denoted by Qt, with qt ∈ {S1, S2, ..., SN}. We say that Q = (Qt, t ∈ N) is a Markov chain if
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P (Qt = Sj |Qt−1 = Si, Qt−2 = Sk, ...) = P (Qt = Sj |Qt−1 = Si), ∀t, i, j, k (5.1)

If, in addition, this probability does not depend on time t, then Q is an homogeneous Markov chain and

we define:

aij = P (Qt = Sj |Qt−1 = Si) ∀i, j, t (5.2)

The matrix A = {aij}1≤i,j≤N is called transition probability matrix.

In case the states sequence (Qt) is not observable but can only be observed through another

stochastic process (θt, t ∈ N), taking values in {V1, V2, ..., VM}, then we say that (Qt) is an Hidden

Markov process. In that case, besides the transition probability matrix A, we also need the following

probability matrix of observations:

B = (bju)j∈{1,2,...,N},u∈{1,2,...,M}, with bju = P (θt = Vu|Qt = Sj) (5.3)

Finally, as for all Markov processes, we also need to specify the distribution of the initial state of

Q : π = (πi)i∈{1,2,...,N}, where πi = P (Q0 = Si). Hence a HMM is characterized by the tuple (A,B, π).

An inference regarding HMM regards the estimation of A,B and π, such that

(Â, B̂, π̂) = arg max {P (θ|A,B, π)} (5.4)

where θ = θ1θ2...θT is the sequence of T observations of the stochastic process θ.

This optimization problem is usually solved using the Braum-Welch algorithm [45]. In addition, once

the parameters A,B and π are estimated, we can then obtain the sequence of the most likely states of

the Markov Chain, Q. For this, the Viterbi algorithm [46] is used.

Returning to our problem, we consider that the HMM has two states, with time discretization cor-

responding to one quarter. One of the states corresponds to ”Stable Market”, whereas the other cor-

responds to ”Turbulent Market” (in the sense that it is highly volatile). The observable process is the

1-quarter percentage change in the MI.

5.2 Python Implemmentation

We use the hmmlearn package in Python for the estimation of the HMM parameters (A,B, π). For

the model it is sufficient to indicate the number of hidden states to be estimated and then, by calling the

fit() function the HMM model can be trained. The inferred optimal hidden states can be obtained by

calling the predict() function.

We decide to train the HMM with the new variable, Fluctuation, that corresponds to the percentage

change between the MI from consecutive quarters. We test several possibilities for the number of states:

two, three and four. The four and three states models end up with artificial data separations without a

clear economic meaning.
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For the HMM with two hidden states we obtain the following results:

Table 5.1: Market States obtained from the HMM

State 0 1

Mean -0.189 0.68

Variance 7.81 0.353

Name Turbulent Stable

and for the estimated transition matrix A, we get:

Table 5.2: Estimated transition matrix obtained from the HMM

States Turbulent Stable

Turbulent 0.871 0.129

Stable 0.049 0.951

In Figure 5.1 we present the values of the Fluctuation variable and the most likely states of the HMM,

colored by green (red) for the Stable (Turbulent) states.

The HMM prediction/classification for each quarter since 2006 can be compared to the Fluctuation

value for that quarter, which can be seen in Figure 5.1 below.

Figure 5.1: Market Fluctuation values and hidden Market States

The identified states clearly divide the market into two categories, a more optimistic, stable and

healthy state (Stable Market) and a more pessimistic, volatile one (Turbulent Market). The designation

of Stable and Turbulent markets of each state is done based on the variance of each state and is later

confirmed by observing the plot in Figure 5.1. We can clearly see that the market fluctuations, when
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the market in Stable, are smaller in percentage and usually do not vary drastically between positive and

negative changes. On the other hand, in the Turbulent state we see that the percentage market changes

are much higher in absolute value and it is common to have a positive MI change followed by a negative

change indicating volatility and instability in the market at the time.

The Stable Market phases correspond to the 2006-2008Q1 and 2009-2019Q3 periods where the

index registered relative stability and continuous quarter over quarter growth. The two periods of Tur-

bulent Market state are 2008Q2-2008Q4 and 2019Q4-2021Q3 periods which represent the 2008-09

financial crisis and the 2020 COVID-19 epidemic where the index experienced high volatility and sudden

decreases in value.

5.3 Models with the Market States

We designate by Market States models the group of logistic regression models, with both frequentist

and Bayesian approaches, where instead of having the market index as explanatory variable, we con-

sider the influence of the Stable/Turbulent market states. The goal is to obtain better performances with

these new models which would mean that the market influence would have been captured by the market

states constructed through HMM.

In Figure 5.2 we have the probability curves for the frequentist model and the mean curve obtained

from 2000 samples of the posterior predictive distributions from the Bayesian model with generalized

t-Student prior distributions.

(a) (b)

Figure 5.2: Estimated probability curves for the frequentist and Bayesian models in Stable and Turbulent

Market states for New and Regular clients

For the clients in the New category the relation between Stable and Turbulent Market curves seem

to be as expected, in the sense that the higher probability curves correspond to the Stable Market

state while the lower probability curves correspond to the Turbulent Market state. Then the company

is expected to have better performance in auctions in times of Stable Market than in times of Turbulent

Market with clients with which no special relation has been created. Additionally, the frequentist model

is, in general, more pessimistic than the Bayesian one, contrary to what happened with the models with
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the MI variable as explanatory.

On the other hand, for clients in the Regular category, the Stable/Turbulent Market relationship is

the opposite, i.e., for both the frequentist model and the Bayesian model the company is expected to

perform better in Turbulent Market situations than in Stable Market situations with clients. At first glance

this result seems counter intuitive and quite odd so some further analysis of this situation is required.

In Figure 5.3 we can see every case for New clients 5.3(a) and Regular clients 5.3(b), where the

purple and orange triangles indicate the profit margins for the observations in Stable Market that were

Successful or Unsuccessful, respectively. The red cross and green plus signs indicate the profit margins

for the observations in Turbulent Market that were Successful or Unsuccessful, respectively.

(a) (b)

Figure 5.3: Case analysis in Stable and Turbulent markets for each observation using the Bayesian

model

Each point represents one observation from the provided 117 observations dataset by EQS. We

see that, with the New clients, for both Turbulent and Stable markets there are observations with high

and low profit margins in the Win and Lose categories. For clients in the Regular category, the Stable

Market observations usually have lower profit margins while the Turbulent Market observations have

some instances with high profit margins. This translates into a more optimistic curve in Turbulent Market

states compared to Stable Market states for the clients in the Regular category because there are some

high profit successful proposals in Turbulent quarters while the same does not happen in Stable quarters.

Upon further consideration about this situation it is possible to deduce a reasoning for this relation-

ship. In dire times the Regular clients tend to give preferential treatment to the company due to their prior

relationship. On the other hand, when the market is Stable the Regular clients do not have too much

pressure to choose a safer, well known company and can afford to take some risks by considering other

companies. This translates into the company having better performance in Turbulent states rather than

in Stable states with this set of clients affected by their prior relationship and the fact that they constitute

a safe harbour in more volatile times for this clients.

Considering the New clients, the prior rationale cannot be applied. When the market is in Stable

states the company is expected to perform better with these clients whereas when the market is volatile

these clients are more apprehensive in engaging in business with companies with whom they do not
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have an already established relationship.

These important market relationships are captured by Market States models and ignored by the

MI models. The market states of the HMM transmit a relation much closer to the property cycles also

described in [41]. Albeit, the property cycles mentioned have three phases, Boom, Slump and Recovery,

here we limit the number of states to two, Stable and Turbulent. This classification provides the models

with a different relationship when compared with the MI variable. We can look at the HMM states as

a filter for MI. It removes the excess noise that is not relevant for our problem, exposing thus useful

relationship.
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Chapter 6

Conclusions

At last, we can then develop models for all the different approaches mentioned previously. In order

to compare all the models we need first to standardize the testing process. In each testing iteration the

full dataset is divided into 4 different partitions in every turn corresponding to the following: Train S

containing the training observations in the Stable market category; Test S containing the testing ob-

servations in the Stable market category; Train T containing the training observations in the Turbulent

market category; Test T containing the testing observations in the Turbulent market category;

The partition is done in such a way that the number of observations in each partition remains

constant. The models with the MI or Fluctuation variables are trained using the combined dataset

(Train S + Train T ) and for testing (Test S + Test T ), while the models that take advantage of the

market state classification are trained separately, i.e. two models are created, one for the Stable obser-

vations and other for the Turbulent observations and the prediction results are gathered and combined

in the end in order to compare those results with the remaining models.

The frequentist model (Freq) results correspond to the results obtained with the model whose co-

efficients are estimated using the redescending M-estimators method described previously. Then, the

(Freq F) corresponds to the frequentist model similar to the one just described but now considering the

variable with the fluctuation values instead of the absolute MI values. At last, the remaining frequentist

model (Freq-States) results correspond to the aggregate of the results from two frequentist models con-

structed each considering the Stable market observations or the Turbulent market observations, also

with the robust algorithm.

Additionally, we have several Bayesian models with different configurations. In the Uniform case, the

prior distributions are all Uniform distributions centered on the coefficient values used for the frequen-

tist model and range 10, i.e. taking the example of the prior distribution for βMI , it is Uniform(β̂MI −

10, β̂MI + 10), where β̂MI corresponds to the value of βMI in the frequentist model. The same method-

ology is applied to the other coefficients. In the t-Student case, the prior distributions are all generalized

t-Student distributions with location parameter µ = β̂i, where β̂i is the value used in the frequentist model

for the coefficient βi, scale parameter σ = 10 and degrees of freedom ν = n − 1, where n is the size

of the training set. For the Mixed case, the prior distribution for the coefficients correspond to a mixture
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of generalized t-Student, Chi-Squared and Uniform distributions, namely, βK , βF and βU have Uniform

priors identical to the ones used in the Uniform case, βMI , βN and βR have generalized t-Student pri-

ors such as in the t-Student case, and β0 has a χ2
(5) distribution. Finally, we have the results from

the Bayesian model without the MI or the Fluctuation variables, denoted B-States, where two Bayesian

models are constructed, one for each partition of the data into the Stable and Turbulent market states.

These two Bayesian models have, as priors, the same distributions for β0, βK , βN , βR, βF , βU as the ones

considered in the Bayesian model with generalized t-Student prior. The AUC scores correspond to the

scores obtained after grouping the predictions of both models for the respective test partition and then

computing the AUC score with all the predictions.

Figure 6.1: Boxplot for AUC scores of each model constructed

Before properly analysing the results it is important to reiterate that, across this study, the metric

used to evaluate the performance of a given model is the AUC score [47], as it is scale invariant and

classification threshold invariant, i.e. as we do not have a clear threshold for determining whether an

observations should be classified as ’successful auction’ or ’unsuccessful auction’, it is advantageous

to consider a metric that weights various probability thresholds. If we consider the Accuracy metric, the

presence of a single threshold for classifying positive and negative observations makes it too restrictive,

especially considering that there is no clear consensus on what the probability threshold for classifying

observations should be.

Analysing Figure 6.1, there are several conclusions that can be drawn. When looking at the frequen-

tist models, we see that the first frequentist model, i.e. the robust logistic regression model with the

MI variable is the worst performing model of all the models tested. Then, we immediately see a clear

improvement in the results with the model where the MI variable is replaced by the Fluctuation variable.

This indicates that, as expected, it is more advantageous to work with the differences of the economic
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index instead of using the nominal values, because the model ends up being influenced by the scale

of the MI values when it should only be influenced by the evolution of the MI in time. Furthermore,

the frequentist model with the market states is the best performing model out of the three frequentist

models tested. While it has a larger variance than the frequentist model with fluctuation, the (25%, 75%)

quantiles are considerably higher in the former model and it also reaches higher AUC values in general.

Considering the Bayesian models, the first major conclusion to take is that the overall performance

of the models is relatively invariant to the distributions chosen for the priors. When considering all three

different sets of prior distributions, the performance of those models is very similar. Additionally, contrary

to the frequentist case, when considering the Fluctuation values instead of the MI values there is not

a significant, but only slight, increase in the performance of the models. Although the models results’

variances decrease considerably, the (25%, 75%) quantiles remain relatively stable when compared with

the previous Bayesian models with the MI variable. Furthermore, the Bayesian model with the market

states has the best performance of all the other Bayesian models tested. Although it does not reach the

highest levels of AUC scores, its variance is one of the lowest registered, similar to the Bayesian model

with the Fluctuation variable and with a mixed configuration of prior distributions, and the (25%, 75%)

quantiles are the highest of all the models. It has the highest median at 80% AUC score, the highest 75%

quantile, and the 25% is the second highest.

When comparing the frequentist and the Bayesian models we see that the Bayesian models have

better performance. The frequentist model with the market states is the best performing frequentist

model and even then its performance is on par with the worst performing Bayesian counterpart. This

result had already been corroborated by the company managers when they mentioned that the more

conservative approach of the Bayesian models more closely resemble the day-to-day situations.

We can conclude that we successfully achieved the objective of creating a market classification

procedure that divided the market into Stable and Turbulent states using HMM [48] and then, the models

created with that market classification and without any additional information from the market index

offer better performance than the models with information from the market index. This means that the

classification procedure is able to encapsulate the influence of the market while, at the same time, by

not having to include additional information in the models.

Regarding the other objectives and goals set out in the beginning on this project we can also, safely

affirm that, to a certain degree, they were achieved. First, considering the business side of this work,

we are able to develop a model that predicts the success probability of future tenders. Additionally, this

model is integrated into a business intelligence tool in Python, along side with a graphical interface that

allows the company managers to, in an easy and intuitive way, obtain the success probability for a given

client at a specific quarter, as well as, the evolution of the probability of success with variations of the

global margin.
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(a) Initial Interface (b) Inserting parameters

(c) Output for New Clients (d) Output for Regular Clients

Figure 6.2: Decision Tool Graphical Interface

In Figure 6.2 we have four different stages of the Graphical User Interface (GUI) created. These

images reflect what EQS managers observe when using the decision tool. At first, the managers are

presented with an empty window (Figure 6.2(a)) with two text fields on the upper right side. In the first

box they can insert the ID of the client they are interested in. In the second box they can insert the

global margin value they want to use for the proposal being considered. In Figure 6.2(b), we show the

example where the manager is considering a proposal with a global margin value of 0.40 (40%) for the

client with ID 5 in the second quarter of 2021. After clicking ”Calculate Probability” the decision tool

shows what is presented in Figure 6.2(c). In the lower right side, the manager can see the estimated

success probability for the K value inserted in the previous text field, as well as, the success probability

values for proposals with global margins of K + 0.10 and K − 0.10. In the left side, the decision tool

shows a plot of the evolution of the success probability as a function of the global margin K for the client

category of client 5, which, in this case, corresponds to a New client. The black dot and dashed black

line show the K value defined by the manager and its corresponding success probability for this client.

The red region constitutes the probability region between K − 0.10 and K + 0.10 which, according to

the managers, corresponds to the region the managers will focus on when calibrating the proposal. In

Figure 6.2(d) we have the output for a different client, client 7, that is in the Regular category. We see

that, we have different probability curve and different success probability values for the same levels of

K. This tool allows then the company managers to better adjust their proposals in future tenders and

also have more confidence in their proposals knowing that there is a data driven model backing their

decisions.

This tool was presented to the managers and board members of EQS and id expected to be incor-
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porated in the day-to-day operations. The Python code for this project can be accessed on the following

Github page [49].

Turning now to the Master’s project, it is also clear that the overall project can be considered success-

ful. The academic goal set for this work is to study the influence of the market state on profit margins

proposed by the partner company in tender auctions. Moreover, there is also the purpose of considering

different approaches and methods, for a comparative study. Several milestones can be pointed out.

• For the construction of the MI we look into methods to develop economic index and ultimately arrive

at a principal component analysis approach. Then, in order to predict future values of this index,

we analyse similar works for the estimation and prediction of the Tender Price Index (TPI). This

leads us to consider different methods as, Regression Analysis, Time Series, Neural Networks,

Structural Equations, among others. After exploring this topic, we arrive at an integrated model

that combines a regression and a time series model with an approach described in [6]. It was

implemented using the improvements suggested by Yuu in [18].

• Another very important part of this work, although at first glance it does not seem to be quite

related with the main focus of the study, is the client categorization process. After receiving and

performing an exploratory data analysis of the data provided by the company, we realise that the

information given by the ClientID variable needs some additional work in order to maximize the

relevant information this variable can bring to the models. Thus, multiple clustering algorithms

are tested, from k-means to hierarchical clustering but with the final algorithm for partitioning the

clients being based on decision rules that relate with the business side. The categorization serves

to classify the relationship between the clients and the company based on the success/failure rate

of past encounters. This classification procedures proves to be essential for the good performance

of future models constructed.

• Regarding the models that estimate the success probability of future auctions, several methods

are considered: Logistic Regression, Neural Networks, Random Forests and XGBoost algorithm.

We are able to explore multiple approaches to this problem and, in our study, the only approach

that yields interesting results is the Logistic Regression one. All the other models seem to output

success probabilities between 45% and 55% for all the cases, independently of the market state

or the type of clients in question. Additionally, the Logistic Regression procedure allows us to

consider two different approaches, a frequentist and a Bayesian one. In the Bayesian approach,

we have the opportunity to provide field knowledge to the model in the form of the prior distributions

of the model’s parameters. Both approaches yield satisfactory results with the Bayesian model,

by creating a more conservative scenario, ends up with the best performances. This is confirmed

by company managers, that state that the obtained probability curves of the Bayesian models are

closer to the on the ground experiences.

• The study of the market influence is done with two approaches, an explicit and an implicit one. In

the explicit case models that predict the success probability of future auctions with the MI variables

are constructed. While the implicit case leads us to explore the concept of Hidden Markov Models,

41



in which we use the MI values to estimate two market states, a Turbulent state and a Stable state.

When predicting the hidden states and comparing the results with the quarterly changes in the

index, we see that the predicted states characterize well the stability/turbulence of the market in

those situations.

• The final step of the project consists of comparing all the models from both explicit and implicit

approaches to the market influence, and where in each case the frequentist and Bayesian models

are constructed. The overall takeaway of the final analysis, already mentioned in the beginning of

this section, is that the Bayesian models have a more conservative and more realistic behaviour. At

the same time, the implicit approach yields better results than the explicit one with the two market

states created constituting a good characterization of the market.

Overall, in this project we are given a real life problem that a Portuguese company is facing where

there is a lack of information on the impact of the state of the market on the performance of its proposals

in tenders. In order to address this issue and to properly study the influence of the market on the

performance of the company we develop a procedure with multiple steps. In each step, a different

problem needs to be addressed and a different area needs to be explored. In the end, not only are we

able to construct several methods to study the market influence through different approaches, but we

also create models that predict the success probability of future tenders and incorporate those models

into a business decision tool that can be used by the company managers to improve their performance

in future cases. Thus this project’s goals were achieved both at an academic and business level with

satisfactory results in both ends.
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Appendix A

EuroStat Indexes

The EuroStat public platform gathers several economic data publically. The data are presented with

multi-dimensional tables with various selection features. In order to construct and to predict future values

of our market index we gathered various indexes from the platform. The indexes used for constructing

the MI variable were: Producer Price in Industry Index, Producer Price in Construction Index, Turn-

over Index and Labour Input in Industry Index. For the Regression portion of the integrated model, the

indexes gathered were: Production in Service Index, Producer Price in Service Index, Labour Input in

Construction Index, Interest Rates, Production in Construction Index and GDP Index.

All of the indexes correspond to economic data from the European Union - 27 countries, as denom-

inated in the platform, which include all the countries from the European Union as of the exit of Great

Britain. Additionally, all the data obtained contained values from 2006 until the second quarter of 2020

with values being registered every quarter.

From all of the gathered variables, only the Interest Rates variables does not follow the same stan-

dardization procedure. As mentioned in previous chapters, the Interest Rates variable contains the nom-

inal values for the interest rates of the 27 countries in the European Union. Regarding the remaining

variables, all of them were extracted after a standardization transformation was applied. The EuroStat

platform allows the user to extract the nominal values of the economic variable of interest, however, it is

also possible to extract the information using the available indexes. In our case, we extracted the infor-

mation using the ’Index, 2015=100’ parameter under the unit of measure menu. With this option we can

transform the nominal values of each variable into an index. The transformation, already described in

previous chapters, consists of averaging the four quarterly nominal values from 2015, and consider that

new value the baseline for the index which is equal to 100. Then all the quarterly values are calculated

according to this new rule.

Regarding the meaning of each index, the EuroStat platform also provides a brief description of what

each variable represents.

• The GDP variable corresponds to the aggregate of the Gross Domestic Product of the 27 European

Union countries;

• The remaining variables can be divided by their respective fields, from Construction, to Industry
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and Services. These fields are defined as follows:

– Services - refers to all activities concerning the following: transportation and storage, accom-

modation and food service activities, information and communication, professional scientific

and technical activities and administrative and support service activities;

– Industry - refers to mining and quarrying, manufacturing, electricity, gas, steam and air con-

ditioning supply, water supply, sewerage, waste management and remediation activities;

– Construction - refers solely to construction activities;

• Variables from each sector have then specific indicators from Production, Producer Price, Turnover

and Labour Input. These indicators are defined as follows:

– Production - The objective of the production index is to measure changes in the volume of

output at close and regular intervals. It provides a measure of the volume trend in value

added over a given reference period. The production index is a theoretical measure that

must be approximated by practical measures. Value added at basic prices can be calculated

from turnover (excluding VAT and other similar deductible taxes directly linked to turnover),

plus capitalised production, plus other operating income plus or minus the changes in stocks,

minus the purchases of goods and services, minus taxes on products which are linked to

turnover but not deductible plus any subsidies on products received.

– Turnover - The objective of the turnover index is to show the development of the market for

goods and services. Turnover comprises the totals invoiced by the observation unit during

the reference period, and this corresponds to market sales of goods or services supplied to

third parties. Turnover also includes all other charges (transport, packaging, etc.) passed on

to the customer, even if these charges are listed separately in the invoice.

– Producer Prices - The producer prices are also known as output prices. The objective of the

output price index is to measure the monthly development of transaction prices of economic

activities. The domestic output price index for an economic activity measures the average

price development of all goods and related services resulting from that activity and sold on

the domestic market. The non-domestic price index shows the average price development

(expressed in the national currency) of all goods and related services resulting from that

activity and sold outside of the domestic market. When combined, these two indices show

the average price development of all goods and related services resulting from an activity.

– Labour Input - The objective of the labour input index is to show the impact of the human

resources. It takes into account number of people employed, hours worked, gross wages and

salaries;
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