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this thesis, for answering my questions, for helping me solving the problems I was facing and for the

knowledge you transmitted.

For the people in Canada, I want to thank everyone from the ORCASat team, specially the ones that

worked by my side from the beginning of March until the end of October. Alex Doknjas, you are one of

the most intelligent and dedicated people that I ever worked with. I wish you all the luck. You deserve

it. Peter Ogilvie, I want to thank you for everything we shared together during the first 6 months. Tristan

Tarnowski, you are the most patient person I know. Thank you for helping me during the development of

this work. Thank you for all the time you spend with the team.

I want to thank the people I met - Ricardo, Martı́n, Luı́s Romeiro, Mário Brás and Deisy - for the good

times.

Jerry Donaldson, thank you for making Victoria feel like home.

To Mariana Fernandes, António Ramalho, Pablo, Bernardo Sabino, Beatriz Rebelo, thank you for be-

ing a good company while exploring Canada, for experiencing as much as we could during this journey.

Thank you for all the laughs. The office wouldn’t be the same without you.

To the rest of the people I met during this experience, thank you!

I want to thank my friends from Portugal - Maria Inês, Ana Nunes, Inês Beatriz, Inês Moreira, Miguel

Nunes, Luı́s Correia, Bernardo Moreira, Ana Cunha, Margarida Garcez, Beatriz Sousa - you show me

the meaning of a true friendship every day.

Lastly, I want to thank the biggest part of my life, my family. I do not have words to describe how

grateful I am to have you by my side during these years. A big thank you!

v



vi



Resumo

Análise estrutural e térmica do Optical Reference Calibration Satellite (ORCASat), um CubeSat de

2 unidades. O principal objetivo é demonstrar que o satélite cumpre os requisitos mecânicos e térmicos

durante as fases de lançamento e órbita. A nı́vel estrutural, é analisado se a frequência fundamental se

mantém acima dos 90 Hz e se a estrutura principal suporta uma carga de 1200 N ao longo eixo longitu-

dinal. O solver Siemens NX Nastran é utilizado para as análises de vibração e linear estática. Soluções

são sugeridas sempre que os requisitos não são cumpridos. Os resultados numéricos são posterior-

mente comparados com resultados obtidos a partir de dois testes experimentais – um teste com mesa

vibratória realizado na Universidade de Victoria e um teste de impacto realizado no National Research

Council. Após um melhoramento relativo à densidade do Alumı́nio 6061, o modelo de elementos finitos

que representa a estrutura externa é validado. A nı́vel térmico, os ciclos de temperatura dos compo-

nentes são estudados para se verificar que o ORCASat, na órbita pré-definida, se encontra dentro do

intervalo que permite a sua operabilidade. Nesta análise, o solver Siemens NX Space Systems Thermal

é utilizado. As condições de fronteira são descritas e estabelecidas. De modo a acelerar as simulações,

são sugeridas algumas simplificações. Dois casos opostos são analisados – caso quente e frio – sendo

desenvolvido um sistema de controlo térmico passivo. É provado que o satélite mantém a sua integri-

dade estrutural após o lançamento e sobrevive ao ambiente espacial, estando operacional durante o

tempo esperado de vida.

Palavras-chave: CubeSat; Modelo de Elementos Finitos; Análise Estrutural; Frequência

Fundamental; Análise Térmica; Sistema de Controlo Térmico
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Abstract

Structural and thermal analysis of the Optical Reference Calibration Satellite (ORCASat), a 2U Cube-

Sat. The goal is to demonstrate that the spacecraft fulfills the mechanical and thermal requirements

during launch and orbital conditions. On the structural level, it is verified if the satellite’s fundamental

frequency remains above 90 Hz and if its main structure handles a load of 1200 N along the longitudinal

axis. Siemens NX Nastran is used for both vibration and linear static analysis. Solutions are proposed

when the requirements are not fulfilled. The numerical data is compared with the results obtained by two

experimental tests - a shaker test performed at the University of Victoria and an impact test performed

at the National Research Council. After an improvement involving the density of the material Aluminum

6061, the FEM model representing the spacecraft’s external structure is validated. On the thermal level,

the components’ thermal cycles are studied to verify if the ORCASat operates between the safe tem-

perature range in the defined orbit. The solver Siemens NX Space Systems Thermal is used in this

analysis. Boundary conditions such as Radiation Simulation Object, Heat Loads and Orbital Heating

are described and established. Simplifications in the solution details are suggested. Two opposite cases

are analysed – hot and cold case – where a passive thermal control system is developed to maintain the

ORCASat between its operational temperatures. It is proven that this satellite can maintain its structural

integrity after launch and survive the space environment, being operational during its lifetime.

Keywords: CubeSat; Finite Element Model; Structural Analysis; Fundamental Frequency;

Thermal Analysis; Thermal Control System
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ẋ Velocity vector

x Displacement vector

Subscripts

i, j Computational indexes or Iteration number

x, y, z Cartesian components

Superscripts

T Transpose

xxiii



xxiv



Glossary

1D One Dimensional

2D Two Dimensional

3D Three Dimensional

ABS Acrylonitrile Butadiene Styrene

ADCS Attitude Determination and Control System

ALTAIR Airborne Laser for Telescopic Atmospheric Interference Reduction

CAD Computer Aided Design

CCP Canadian CubeSat Project

CDR Critical Design Review

CfAR Centre for Aerospace Research

CHIME Canadian Hydrogen Intensity Mapping Experiment

COTS Commercial-Off-The-Shelf

CSA Canadian Space Agency

CSDC Canadian Satellite Design Challenge

CVCM Collected Volatile Condensable Material

ECOSat Enhanced Communications Satellite

EGSE Electrical Ground Support Equipment

EMA Experimental Modal Analysis

EPS Electrical Power System

ESO European Southern Observatory

FEA Finite Element Analysis

FEM Finite Element Method

xxv



FFT Fast Fourier Transform

FR Flame Retardant

FRF Frequency Response Function

GMT Greenwich Mean Time

GPS Global Positioning System

ISS International Space Station

LED Light Emitting Diodes

LEO Low-Earth-Orbit

LSST Large Syn-optic Survey Telescope

MAC Modal Assurance Criterion

NASA National Aeronautics and Space Administration

NRC National Research Council Canada

NRCSD NanoRacks CubeSat Deployer

OBC On-Board Computer

ORCASat Optical Reference Calibration Satellite

Pan-STARRS Panoramic Survey Telescope and Rapid Response System

PCB Printed Circuit Board

PDR Preliminary Design Review

P-POD Poly-Picosatellite Orbital Deployer

RBF Remove Before Flight

SFU Simon Fraser University

SSL Space Systems Loral

TCS Thermal Control System

TML Total Mass Loss

TT&C Tracking, Telemetry and Command

UBC University of British Columbia

UHF Ultra High Frequency

USA United States of America

xxvi



USSR Union of Soviet Socialist Republics

UVic University of Victoria

xxvii



xxviii



Chapter 1

Introduction

1.1 Context

Satellites surround us and have an active role in our quotidian. The benefits of developing the

space sector are not only for advancements in science. The technology also improves the quality of life

[1]. Satellites serve different purposes like military or civilian and their number have been increasing

exponentially.

To better understand the universe, more accurate instruments are needed. Orbital measurements

done by satellites cover wider areas and show more precise results than the data obtained by ground-

stations on Earth or even airborne observations because the atmosphere interference is lower or null.

1.1.1 CubeSats

Satellites can be as big as a truck or as small as a loaf of bread that is why they are divided in different

categories depending on their mass. This thesis focuses on small satellites so, the characteristics of

other satellites will not be shown. Small satellites are divided in three different groups from the lightest

to the heaviest: picosatellites (0.1 to 1 kg), nanosatellites (1 to 10 kg) and microsatellites (10 to 100

kg) [2]. Lighter satellites are more affordable to be sent to space making it easier to obtain scientific

answers. This happens because they can be launched as secondary payloads attached to primary and

heavier payloads. Even if these satellites are the primary payload they can be put into orbit using smaller

and cheaper launch vehicles due to their lower mass [1].

The first nanosatellite being launched was the Vanguard 1 with a mass of 1.47 kg on March 1958 by

the United States of America (USA) while the Union of Soviet Socialist Republics (USSR) was launching

larger, heavier and more complex satellites (for example, Sputnik 1 was launched on October 1957 and

had a mass of 83.6 kg) since the mentality was bigger is better [3]. This idea was drastically changed

over the years and, by analyzing figure 1.1, it is verified that the interest on sending smaller satellites to

orbit has been increasing.

In 1999, the first called CubeSat was developed by the Stanford University’s Space Systems Devel-

opment Laboratory with the collaboration of the California Polytechnic State University [5]. Its purpose
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Figure 1.1: Number of nanosatellites launched over the years [4]

was to provide a standard design for nanosatellites in order to reduce costs, decrease time for develop-

ment and, this way, increase the accessibility to space [6]. CubeSats are measured in units, U’s, which

consists of a cubic volume with a 10 cm side and a mass up to 1.33 kg. These cubic shapes can be

combined and form a 2, 3, 6 or 12 U satellites, respecting the mass constraint (Fig. 1.2).

Figure 1.2: Cubesat configurations [7]

Besides developing a standard satellite, these universities showed a standard deployment system

called Poly-Picosatellite Orbital Deployer (P-POD). Nowadays there are other deployers with different

designs available to accommodate CubeSats that differ in the maximum satellite dimensions available

to accommodate the spacecraft but their mechanisms are similar [1]. Being the interface between the

satellite and the launch vehicle, they are designed to be versatile and as light as possible. It is guaran-

teed that, in the event of a CubeSat failure, the remaining payloads and launch vehicle stay intact and

protected against any interference (mechanical, electrical or electromagnetic). During deployment, the

CubeSats are also released with minimum spin and low probability of collision with the launch vehicle or

other spacecrafts [8]. The ORCASat will be deployed by the NanoRacks CubeSat Deployer (NRCSD)
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Figure 1.3: Scale between the CubeSat LUME 1 and the satellite HISPASAT 36 W-1 [7]

from NanoRacks.

CubeSats started as training projects where university students could test and train their skills in

different engineering fields by solving real-life problems. With the development of new technologies and

the possibility of fitting more complex instruments in less space, CubeSats started gaining importance

since great science advances could be made with cheaper satellites [9]. Another aspect that makes

these satellites so affordable is the ability of developing components off the shelf to fit into the structural

requirements of the CubeSats designated by Commercial-Off-The-Shelf (COTS) [3].

Even with these advantages, CubeSats have several restrictions in terms of power, volume and mass

that still limit more complex missions. Such limitations must be addressed throughout the entire project,

for example, the orbit selection should concern several studies like the power generation and thermal

impact [10]. Other technical challenges, hard to be controlled, can appear related to micrometeoroids,

dust and radiation. CubeSats are usually protected by a thin shield made of aluminum and fiberglass

epoxy and all the components are close to each other and to the surrounded environment which make

them vulnerable to damage by dust and micrometeoroids. On the other hand, typical satellites offer

more room to the electronics being distant from the protective shield. [11].

1.1.2 ORCASat

ORCASat stands for Optical Reference Calibration Satellite. Being developed with the collabora-

tion of the Canadian Space Agency (CSA) and by representing the British Columbia province, this 2U

CubeSat is part of a contest named Canadian CubeSat Project (CCP), which the main purpose is to

increase student’s interest in science, technology, engineering and mathematics, particularly in space

domains by providing the opportunity to design, build, test and operate a CubeSat. With this hands-on

experience, it is possible to get a new generation of highly qualified personnel to take care of Canada

Space Exploration in the upcoming years. The satellite is being developed through a combined effort of
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three western Canadian universities – University of Victoria (UVic), Simon Fraser University (SFU) and

University of British Columbia (UBC). It also counts with support from other academic institutions and

industry collaborators such as University of Lisbon, National Research Council Canada (NRC), Harvard

University and Space Systems Loral (SSL) [12]. ORCASat should be launched from the International

Space Station (ISS) in the final quarter of 2021.

The mission’s problem-solution can be described as below [13]:

– Problem: Scientists want to know the expansion rate of the universe and how is changing over

time. Distant supernovae can be used to identify this rate however, one must measure the brightness

of the supernovae with extreme precision. When looking at a supernova through a telescope, the light

is lost in the atmosphere making it appear less bright. Scientists can only measure how bright a super-

nova appears, rather than how bright the supernova actually is. There is not a precise-enough way to

determine how much light from the supernova is lost along the way;

– Solution: In order to calibrate ground-based telescopes, one of the main techniques is photomet-

ric calibration using standard stars in the sky [14]. ORCASat is an artificial star with a precisely-known

brightness and is above the atmosphere. Scientists can use a telescope to observe ORCASat and mea-

sure how bright it appears. The difference between how bright ORCASat is and how bright ORCASat

appears, is the amount of light lost in the atmosphere and in the telescope optics. It is possible to in-

corporate that lost light back into the measurements and calibrate the telescopes to measure how bright

the supernovae exactly are. Once ORCASat is launched, supernovae can be used to precisely measure

the expansion rate of the universe. As the ORCASat is equipped with Light Emitting Diodes (LED’s) and

laser lights, which are monochromatic, individual wavelengths can be calibrated making it possible to

have an entire calibrated spectrum [15].

The ORCASat can be separated into its primary and optional mission objectives [13].

– Primary Mission: on the scientific level, the spacecraft shall provide a reference light source in

Low Earth Orbit (LEO) to test a novel methodology for calibrating ground-based optical telescopes. On

the educational level, the ORCASat project shall provide a platform for training opportunities to develop

marketable new skills in space science and technologies.

– Optional Mission: on the scientific level, supply the Canadian Hydrogen Intensity Mapping Exper-

iment (CHIME) observatory with valuable data by calibrating its observation antenna and characterizing

the CHIME antenna via a consistent radio source on board the satellite [10]. On the educational level,

ORCASat shall provide a store and forward amateur radio repeater.

1.2 Objectives

With two years prior to launch this work was developed while the preparation for the Preliminary De-

sign Review (PDR) presentation. The main purpose of this thesis is to characterize the behaviour of the

ORCASat satellite structurally and thermally. Finite element analysis were performed in order to know
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this behaviour and solutions were adopted every time it was verified that its integrity and components

were not working on the safe range. This was possible using the CAD model developed by the Mech &

Thermals team.

In the structural analysis three FEM models are developed from the simplest to the most complex and

modal simulations are performed to check the fundamental frequency of the satellite and the respective

mode shapes (Fig.1.4). In order to validate the finite element models used, these results are then

compared with three different experimental tests - two experimental tests done to the simplest model

and one to the most complex. If at any time the results do not meet the requirements adopted, a solution

should be proposed. If the error between the experimental and numerical results is high, it is concluded

that the numerical model needs to be optimized so that the team can rely more on numerical analysis

(where faster results are obtained) and less on experimental results (whose preparation requires more

time).

In the thermal analysis the most complex FEM model is studied and the satellite is simulated in an

orbit with the same characteristics as the real one. Temperature peaks are the most important data

for the development of this work and if any component reaches temperatures outside its safe range,

solutions should be proposed as well.

Being the team in the PDR phase, this is an advantage but also a disadvantage for the analysis

performed. The good side is that the CAD model is almost complete which approximates the numerical

results with reality and if small modifications on the satellite design are needed, these can be done if the

other subsystems are not affected since the development of the ORCASat is half away to be completed.

The bad side is that if this modification affects other subsystems considerably, this cannot be performed

due to the lack of time available until the Critical Design Review (CDR). Another downside is that the

CAD model is constantly being updated especially when it comes to the satellite’s structure so, by the

end of this work, it is possible that some features will not be present. Having this said, the data and

results obtained during this thesis should not be considered as final results but should help the team to

know if the mission is going towards success. Also, this project is a way of learning and improving the

skills related to finite element analysis using the program Siemens NX. The procedure should be seen

as a guide for future analysis since there is a lack of documentation and tutorials available.

1.3 Thesis Outline

This thesis is organized as follows:

Chapter 2 presents the theoretical background that supports the modal and thermal analysis of this

project.

Chapter 3 provides an overview of the ORCASat where both payloads are described as well as its

requirements. The satellite’s design and subsystems are characterized.
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Chapter 4 explains the process for the dynamic and static analysis. The idealization and finite

element models are described as well as the adaptations and solutions adopted. The experimental

modal analysis and its results are compared to the numerical ones and the conclusions presented.

Chapter 5 explains the process for the thermal analysis. The finite element model and the simula-

tions performed are described. The obtained temperature distributions are discussed and the applied

thermal control systems explained.

Chapter 6 presents the main conclusions and achievements throughout the development of this

project. It also presents some recommendations for future work.

Figure 1.4: Thesis flowchart
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Chapter 2

Theoretical Background

2.1 Dynamic Analysis

During launch and deployment, CubeSats are submitted to aggressive environments in terms of

vibration and loads that can damage their structure. This makes a modal analysis extremely important

during the development of a satellite since, if it is performed properly, it establishes the line between

failure or success [10]. With a modal analysis it is possible to check if the structure needs some design

modifications because the minimum frequency requirement is not satisfied or because failure occurs

due to fatigue caused by excessive vibration, consequence of the structure’s resonance [16].

2.1.1 Numerical Modal Analysis

The main purpose of a numerical modal analysis is to determine the modal frequencies and respec-

tive mode shapes of a system during a free (no loads) or free-free (no loads and constraints) vibration

allowing to evaluate the linear dynamic characteristics of a system [16].

A natural mode of vibration is characterized by an harmonic motion of every point of the structure

around a point of equilibrium which is passed by at the same instant for all the points. The frequency of

this harmonic motion is called natural frequency [16].

The fundamental frequency is the first natural frequency and the most relevant for this thesis. Its value

is influenced by a great number of factors being the most important related to the physical properties of

the system and its boundary conditions, observed during the analysis developed where different criteria

was considered to verify the changes on the satellite’s behaviour. Other parameters are the magnitude

and distribution of masses and inertia.

A multidegree-of-freedom system can have its equations of motion represented in a matrix form that

depends on the mass matrix M, the damping matrix C, the stiffness matrix Ke and the force vector F,

being x, ẋ and ẍ the displacement, velocity and acceleration, respectively [17].

Mẍ + Cẋ + Kex = F (2.1)
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To determine the natural modes of vibration the force is zero, as the system is subjected to a free

vibration case, and the damping coefficient is not considered, as natural frequencies correspond to the

undamped case. The equation is simplified corresponding to the undamped free vibration of the system.

Mẍ + Kex = 0 (2.2)

Assuming that,

x = φvsin(ω̄t+ ϕ) (2.3)

which corresponds to an harmonic solution. φv is the mode shape vector, ω̄ is the angular frequency

and ϕ is the phase angle. Replacing in the Eq.2.2, the following is obtained,

(Ke − ω̄2M)φv = 0 (2.4)

where ω̄2 defines the eigenvalues and φv defines the eigenvectors allowing to obtain the natural fre-

quencies and natural mode shapes, respectively. A non-trivial solution of the mode shapes is obtained,

det(Ke − ω̄2M)φv = 0 (2.5)

By expanding Eq.2.5, the characteristic equation can be obtained and, by solving it for ω̄, the natural

frequencies, in Hz, can be calculated from,

fi =
ω̄i
2π

(2.6)

All the other components of the mode shape can be computed by choosing an arbitrary value for one

of the components of the corresponding mode shape. The mode shape is intended to give information

about the shape of vibration in each natural frequency, not its amplitude, that is why it is possible to do

it [17].

Usually, the modes of shape are normalized in relation to the mass matrix by using the following

equation,

φTvinMφvin = I (2.7)

The number of degrees of freedom of the system defines the number of natural frequencies and corre-

sponding mode shapes. When a linear elastic structure is in free or forced vibration, its vibration shape

can be given by a linear combination of all its natural mode shapes [17].

When the mass and stiffness matrices are symmetric and real, the mode shapes are orthogonal

which means that each mode shape is unique and cannot be obtained by linear combination of the other

modes. This property can be represented in the following way,

φTviMφvj = 0 , i 6= j (2.8a)

φTvjKeφvi = 0 , i 6= j (2.8b)
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The natural frequencies are higher when the system has less mass or higher stiffness or can be lower

when the system has higher mass and less stiffness. The equation that demonstrates this behavior is

the Rayleigh’s equation and can be obtained by doing the ratio between the stiffness and mass.

ω̄2
i =

φTviKeφvi
φTviMφvi

(2.9)

In cases where the system presents damping, each frequency of damped vibration can be calculated by

considering the following solution in each equation represented by Eq.(2.1) [1],

xi = Cie
sit (2.10)

where Ci represents the amplitude of xi and si represents a complex number.

By substituting the previous solution in each equation of the system, which represents each degree

of freedom, the frequency of damped vibration, given by ω̄d, can be obtained from,

ω̄di = ω̄i

√
1− ζ2i (2.11)

where ζ defines the modal damping ratio and can be obtained by the quotient between the damping

term ci and twice the product of the mass term mi with the natural frequencies,

ζi =
ci

2miω̄i
(2.12)

By looking at Eq.(2.11) an oscillatory motion only results if ζ < 1, which corresponds to the underdamped

case. In this case, the frequency of the damped vibration is always lower than the natural frequency [1].

The NX Nastran user’s guide reports that the software has several numerical methods to calculate

the fundamental frequencies and mode shapes since none of the existed methods are perfect for solving

every structural problems although they can be used for the majority of the problems. Usually the method

is chosen based on its efficiency [18].

The methods for eigenvalue extraction can be classified as transformation and tracking methods -

in the first one, the eigenequation is transformed in a form from which the eigenvalues can be easily

extracted; in the second one, the eigenvalues are extracted by an iterative procedure. The best method

combines the advantages of both tracking and transformation.

NX Nastran allows the user to choose between Lanczos or Householder methods. The Householder

method is a transformation method and is better applied to small matrices, having a low cost in com-

puting modes but higher cost if the matrices are large. The Lanczos method is a combination of the

advantages of transformation and tracking methods and is better applied to medium and large matrices

but maintains a medium cost in computing modes in both small and large matrices [18]. That way, the

latter method has a performance advantage and it was chosen to perform this numerical study.
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2.1.2 Experimental Modal Analysis (EMA)

One of the purposes of doing a numerical analysis using a finite element method is being able to

compare the data and validate the model with the results obtained by experimental tests. Shaker and

impact testing can be performed to obtain this information [19]. These tests were done in this thesis and

information related to the setup, problems faced while performing them and the type of data obtained

can be found on chapter 4.

– Shaker test: It consists of placing and attaching the structure on a shaker table that will input a

force in a certain frequency range. According to [20], shakers are usually provided with load cells to

control the input force and sensors, as accelerometers, are placed in specific points on the structure to

measure the output values (as displacement, velocity or acceleration) in the desired directions. This test

is more adequate for structures with larger dimensions or higher masses where low frequencies need

to be measure. When the structure needs to be excited at low frequencies, the period should be long

enough to detect these values;

– Impact test: Is the most popular method to determine natural frequencies and mode shapes. An

hammer is used as an input force and there is a cell load attached to its head that measures the applied

force while sensors measure the output on a desired direction. The input frequency range is controlled

by the hardness of the hammer’s head i.e. the harder its tip, the wider the frequency range [10]. It is

advised to choose different impact locations to reduce the possibility of not exciting a particular mode of

vibration. At the same time, this location must also consider the local flexibility of the structure and the

possibility of double impact [1]. One disadvantage of this method is that the structure may not be able to

be excited uniformly by the hammer.

While performing the mentioned tests, the data is obtained as Frequency Response Functions

(FRFs) which is a ratio of the structure’s behavior (output) due to the applied force (input), transformed

from the time domain to the frequency domain using Fast Fourier Transform (FFT) algorithms. The

resonance frequencies are identified as the peaks of the amplitude diagrams.

2.2 Thermal Analysis

Thermal analysis are of extreme importance as they allow for a better understanding of the system’s

behaviour when it is submitted to different environmental conditions. This analysis simulates the space

environment and, by defining the various parameters of the satellite’s orbit, it is possible to know the

variations of temperature that occur on the spacecraft as well as if its components stay between their

operational range. This information helps developing a thermal control system which purpose is to

protect the satellite’s internal components from the extreme conditions of space [10].

Thermal analysis can be performed with stationary or transient conditions. For satellites, the bound-

ary conditions are time varying and even the heat transfer processes change while the spacecraft is

in orbit so, in order to obtain results that can simulate the reality i.e. to correctly predict the systems’s
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response, the transient analysis was chosen. The different types of heat sources can be found below.

2.2.1 Heat Sources

Radiation

Radiation does not require matter to propagate. It results from the loss of internal energy in order

to achieve thermal equilibrium with the surrounding environment [10]. Every surface/body irradiates

so, in the case of a satellite, the main sources are the radiation from the Sun, Earth and all the sur-

faces/subsystems of the spacecraft; and the Earth’s albedo.

Solar radiation According to [21], a black body is an idealized physical body that absorbs all incident

electromagnetic radiation, regardless its frequency or angle of incidence. By considering the Sun as a

black body and by using the Stefan-Boltzmann Law, it is possible to estimate the total emissive power of

this star and calculate the solar flux,

q̇solar = σT 4
s (2.13)

where σ is the Stefan-Boltzmann constant (σ = 5.6697 × 10−8Wm−2K−4) and Ts represents the Sun’s

effective temperature i.e. is the temperature of a black body that would allow to emit the same total

amount of electromagnetic radiation [21].

Considering the star as a perfect sphere (rs = 6.957 × 108 m) and multiplying the spherical surface

area by the heat flux, the total heat transfer rate emitted by the Sun is obtained,

Q̇solar = q̇solar × 4πr2s (2.14)

The solar flux that reaches the satellite changes over the year being its highest on the December Solis-

tice and the lowest on the June Solistice. This happens because the heat is spread over a wider area

as the distance to the Sun increases. Using Eq.(2.15) and dividing the heat rate emitted by the Sun by

a surface area of a sphere which the radius is now the distance from the Sun to Earth (represented by

rθ), the heat flux that reaches the Earth can be estimated as well as the maximum and minimum values.

q̇solarEarth
=
Q̇solar
4πr2θ

(2.15)

The variation of the solar flux for one year in LEO is represented (Fig. 2.1). The point where the Earth

is closest to the Sun is designated Perihelion and the point where the Earth is farthest is designated

Aphelion (Fig. 2.2).

The materials used on the satellite components play an important rule on the amount of power that

is absorbed, transmitted and reflected by the spacecraft. This happens because that power depends on

the material’s absorptivity, transmissivity and reflectivity and, also, on the component’s area viewed by

the Sun. The solar radiation absorbed by the satellite can be estimated by the equation below where

αsolar is the absorptivity of a component, F ji is the view factor from surface i to surface j, Asun is the
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Figure 2.1: Solar Flux variation in one year [22]

Figure 2.2: Perihelion and Aphelion [23]

area of the Sun and q̇solar is the solar flux, as previously stated.

Q̇solar absorbed = αsolarF
component
Sun Asunq̇solar (2.16)

where,

F ji =
1

Ai

∫
Ai

∫
Aj

cos θi cos θj
πR2

dAidAj (2.17)

Figure 2.3: View factors representation [21]

In Eq.(2.17) θi and θj are the angles between the line that connects both surfaces and the normal
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vector to surface i and j respectively [21]. This equation can be simplified to,

F componentSun =

∫
Acomponent

cos θcomponent
πR2

dAcomponent (2.18)

as Sun’s dimensions are too big compared to the satellite’s and the solar radiation is not diffuse, which

is an assumption.

For the same material and wavelength [1],

α+ τ + ρ′ = 1 (2.19)

For an opaque material, the radiation is not transmitted so, τ = 0.

Albedo When the Sun’s radiation reaches the Earth, a small part of this radiation never penetrates

the atmosphere and hits the surface. This small amount is reflected directly back to space. Albedo is

the fraction of incident sunlight that is reflected by a celestial body back to space and is highly variable

[24]. Using other words, it is the integrated product of incident solar radiation spectral composition and

the spectral reflectivity of the object [25].

As mentioned previously, the amount of radiation that is reflected, absorbed or transmitted by a body

depends on its thermo-optical properties. As the Earth and other celestial bodies are a cluster of different

materials and have a very complex composition this makes albedo hard to compute as it varies every

second from each part of the planet (Table 2.1 and Fig. 2.4).

Table 2.1: Typical albedo values from different surfaces [26] [27] [28] [29]

Surface Ocean Ice Open Ocean Bare Soil Green Grass Forest Desert Sand

Typical Albedo 0.50 to 0.70 0.06 0.17 0.25 0.08 to 0.15 0.40

Having this said, the fraction of solar radiation reflected by the Earth is estimated to be BA = 0.306

[31]. With this value is possible to compute the reflected heat flux,

Q̇solar reflected by Earth = BAFEarthSun ASunq̇solar (2.20)

The heat flux that reaches the satellite after the radiation from the Sun had been reflected by the Earth

is given by,

Q̇albedo absorbed = αsolarF
component
Earthsunlit

Q̇solar reflected by Earth (2.21)

If Eq. 2.20 is not represented, Q̇albedo absorbed can be written as,

Q̇albedo absorbed = αsolarF
component
Earthsunlit

AEarthq̇albedo (2.22)
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Figure 2.4: Earth’s average albedo by latitude [30]

being,

q̇albedo = BAFSunEarthq̇solar (2.23)

These Eqs. 2.21 and 2.22 when equated, demonstrate the reciprocity relation of the view factors,

FEarthSun Asun = FSunEarthAEarth (2.24)

Contrary to the previous section, Eqs. 2.21 and 2.22 cannot undergo the same simplification for the view

factors calculation since the reflected radiation is diffuse so, it reaches the satellite with any direction.

Earth’s Infrared Radiation All incident sunlight not reflected as albedo is absorbed by Earth and

eventually re-emitted as IR energy [24]. The satellite receives this energy but, as Earth’s temperature is

much lower than the Sun’s, the radiation emitted is located primarily in the infrared zone of the electro-

magnetic spectrum [32].

Once again, it is possible to use the same equations present in the solar radiation calculation if the

Earth is assumed to be a black body. According to [33], it is first assumed that the Earth behaves as an

opaque body i.e. the heat flux that reaches it is either reflected to space or absorbed and the heat rate

emitted by the Sun and absorbed by the Earth is calculated, considering the Earth’s bond albedo and

the solar radiative flux that reaches it,

Q̇solar absorbed by Earth = αsolarF
Earth
Sun ASunq̇solar (2.25)

where,

αsolar = 1−BA (2.26)

Considering a thermal equilibrium where the heat rate emitted by the Sun and absorbed by the Earth is
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equal to the infrared heat rate emitted by the Earth, it is possible to obtain,

Q̇infrared = Q̇solar absorbed by Earth (2.27)

By solving the expression, the following is obtained where αinfrared represents the component’s absorp-

tivity of infrared radiation,

Q̇infrared absorbed = αinfraredF
component
Earth AEarthq̇infrared (2.28)

where,

q̇infrared = αsolarF
Sun
Earthq̇solar (2.29)

To conclude, since the planet Earth is provided with a significant atmosphere, it is considered that this

infrared radiation is uniform for the whole Earth area i.e. the sunlit and dark sides of the Earth are

considered to emit the same infrared radiation [32].

Radiation to Space As the satellite’s components also emit radiation to the surrounding environment

and cannot be considered as black bodies, to compute their heat flux it is necessary to modify the Stefan-

Boltzmann Law and consider their emissivity,

Q̇emitted = σAcomponentεcomponentT
4
component (2.30)

Radiation from the surroundings If there is radiation being emitted by the components there is

also radiation being absorbed from the surroundings. This radiation can be considered exclusively from

the infrared zone of the electromagnetic spectrum, due to low temperature of the components [1]. Being

i the surrounding body, Q̇surroundings absorbed is given by,

Q̇surroundings absorbed = αinfrared
∑
i

F componenti Aiq̇i (2.31)

where,

q̇i = σεiT
4
i (2.32)

Conduction

When the heat is transferred through a material because of the shock of its particles due to atomic

and molecular activity that is called conduction. As an equilibrium state needs to be reached, the energy

is always transferred from the most energetic particles to the less ones i.e. along the direction of the

negative temperature gradient (from higher to lower temperatures) [21].

Considering a satellite orbiting in LEO, conduction will only occur between its components. The heat
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flux resultant of heat conduction is a vector quantity and follows the Fourier’s Law [21],

q̇conduction = −(kx
δT

δx
ex + ky

δT

δy
ey + kz

δT

δz
ez) (2.33)

By taking the scalar value and considering that two components of the satellite can be made of dif-

ferent materials, the heat rate can be given by the expression below where k represents the thermal

conductivity and Rcontact is the contact resistance consequence of the imperfect contact between the

two surfaces.

Q̇conduction = −
∑
i

Tcomponent − Ti
Li

kiA
+Rcontact +

Lcomponent

kcomponentA

(2.34)

The values are assumed positive if the heat is being transferred from the surroundings to the i-th com-

ponent and is negative if it is being transferred in the opposite sense.

Convection This type of heat transfer also needs matter to propagate and occurs in gases or liquids.

It can be defined as an energy transfer between a surface and a moving fluid over the surface [21]. For

instance, convection can be observed when the water is being boiled (Fig. 2.5). The hot water (at the

base of the pot) is less dense than the cold water (on the surface). The mass of hot water will flow to the

surface and the cold water will be pushed down to the base. This successive movement creates what is

called convection current.

In space and with the characteristics of the ORCASat’s LEO orbit, the atmosphere rarefaction is

significant. The convection can be neglected.

Figure 2.5: Convection currents [34]

Internal Heat Generation The electrical components of the satellite always dissipate energy due

to their internal electric resistance U . Since they are not perfect electric current conductors, electrical

energy is converted into thermal energy. By multiplying the electric resistance U by the current I it is

possible to obtain the heat generation [10],

Q̇internal = UI (2.35)

2.2.2 Heat Balance

After having all the heat sources defined it is possible to establish a heat balance. For each compo-

nent, the net heat rate is computed by solving the following differential equation [10],

Q̇net = Q̇in − Q̇out + Q̇generation (2.36)
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It is possible to obtain the final expression that defines the heat balance,

mcp
δT

δt
= Q̇solar absorbed + Q̇albedo absorbed + Q̇infrared absorbed − Q̇emitted

+Q̇surroundings absorbed + Q̇conduction + Q̇internal

(2.37)

Wherem represents the component’s mass, cp is the thermal capacity and δT/δt is the temperature vari-

ation. All the heat exchange mechanisms are positive but the heat emitted by the different components

is negative.

2.2.3 Transient Thermal Analysis Simulation

The thermal analysis was performed considering a transient state instead of a stationary one being

possible to obtain better results as the conditions applied are similar to reality. For a transient thermal

analysis, performed using Siemens NX Space Systems Thermal, the general equation to be solved is

written as [35],

CpṪ + KtT + RT4 = HL(t) + HL(T ) (2.38)

Cp represents the heat capacity matrix, Kt is the heat conduction matrix, R is the radiation exchange

matrix, HL(t) is a vector of applied heat loads that are constant / functions of time but not functions

of temperature and HL(T ) is a vector of nonlinear heat loads that depend on temperature. Eq.(2.38)

can be solved using the Newmark’s method. As the solution progresses, the time steps are adjusted

automatically by an adaptive time stepping scheme described in [35]. It is up to the user to specify a

reasonable initial time step size (as well as other initial conditions like temperatures, solution time and

convergence criteria). A conservative estimate can be determined as in Eq.(2.39), where χmin is the

smallest element dimension in the model and αmax is the largest thermal diffusivity given by Eq.(2.40),

∆t0 =
χ2
min

10αmax
(2.39)

α =
k

ρcp
(2.40)
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Chapter 3

ORCASat

This chapter intends to show the main characteristics of the ORCASat. The payloads are described

as well as the requirements that must be fulfilled in order to put the spacecraft into orbit successfully.

Then, information regarding the mechanical and electrical subsystems is presented.

3.1 Payloads

The ORCASat is composed by two different payloads - Airborne Laser for Telescopic Atmospheric

Interference Reduction (ALTAIR) and the Canadian Hydrogen Intensity Mapping Experiment (CHIME) -

responsible for optical and radio calibration, respectively.

ALTAIR is responsible for the European Southern Observatory (ESO), the Large Syn-optic Survey

Telescope (LSST), the Panoramic Survey Telescope and Rapid Response System (Pan-STARRS) and

the University of Victoria (UVic) ground station calibration. The second payload is responsible for the

CHIME observatory calibration [13].

3.1.1 ALTAIR

This payload will be a precision light source in orbit using an integrating sphere. According to [25],

this payload provides a viable means to reduce atmospheric and instrumental extinction, which are the

dominant uncertainties in measurements of dark energy and it also provides calibration opportunities to

other spectrum ranges.

The structure of the integrating sphere (Fig.3.1) is divided in three different parts (sphere-front (1),

sphere-back (2) and gasket (3)) all made of polished aluminum 6061. Regarding the electrical com-

ponents, the adopted CAD model has three more parts attached to the integrating sphere being the

photodiode-case (4), made of black delrin, and the photodiode-caps (5), made of brass. These were

discarded during the third modal analysis in order to avoid possible errors (see chapter 4).

Looking at the payload design as a whole, it consists of three primary components - a laser light

source, an integrating sphere and a photodetector. The light source generates light to be emitted from

the satellite; the integrating sphere ensures that the light being emitted has uniform irradiance and
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Figure 3.1: Integrating sphere structure (left) and attached electrical components (right)

maintains the output intensity and wavelength; and the photodetector measures the power of the light

inside the sphere.

Although polished aluminum 6061 is used to increase the reflectivity of the sphere, a spectralon

coating will also be applied on the concave surface. Spectralon is a fluoropolymer that exhibits a high

Lambertian behaviour which is a property that defines the ideal “mate” or diffusely reflecting surface.

This way, the apparent brightness of a Lambertian surface to an observer is the same regardless of the

observer’s angle of view [36] [37] [38].

The operation of this payload is described as follows (Fig. 3.2) [13]:

1) Launch from the ISS into orbit at an altitude of, approximately, 400 km and a speed of around

27600 km/h. The ORCASat’s orbital period is 92.6 minutes and the expected lifetime is 1.2 years;

2) The observatories request for calibration;

3) Once the ORCASat is over the target region, the payload will sequentially flash a red laser and

LED’s in the visible spectrum, while onboard sensors measure the real output of each pulse;

4) At the same time, the observatories record their own measurements of the satellite’s emitted light;

5) Information about the intensity and wavelength of each pulse is transmitted to the ground obser-

vatory being calibrated;

6) By comparing these two measurements, localized attenuation due to atmospheric and instrumen-

tal interference can be determined;

7) Researchers can reduce the uncertainties associated with measuring the total luminous output of

stellar objects.

3.1.2 CHIME / SFU Payload

Although the parts that characterize the Canadian Hydrogen Intensity Mapping Experiment (CHIME)

payload are not physically present in the model, it is important to describe one of the pillars that support

this mission.

By developing a small scale UHF band antenna that can support the research efforts, this payload

can be described as an orbiting transponder broadcasting a predefined bit string on multiple frequencies

within the operating range of the CHIME telescope (400-800 MHz) [13]. CHIME’s purpose is to map the
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Figure 3.2: ORCASat’s operation demonstration [13]

expansion history of the universe, specifically the distribution of hydrogen, with the goal of determining

the dynamics of dark energy on the expansion rate of the universe [39].

CHIME requires a characterization of the telescope’s complex gains, which is currently performed

with natural astronomical sources sweeping the sky from east to west for the longitudinal axis however,

it is difficult to use a similar source to make this characterization along the latitudinal axis. By having

an artificial source in orbit with knowledge of signal characteristic moving with a longitudinal component

relative to the telescope, it is possible to provide the additional information needed to fully characterize

CHIME’s performance [10].

Having this type of equipment in LEO is important as it has high access availability and allows for

frequent calibration opportunities that translate into a higher accuracy reading for radio telescopes [12].

3.2 Requirements

The team was provided with several documents with all the requirements to send the ORCASat suc-

cessfully to space. These can be from CubeSats in general, the payload carrier/deployer (NanoRacks)

[40] or the program under which the CubeSat is being developed (Canadian CubeSat Project) [41]. Only

those that are relevant for this project will be presented. The selected requirements can be divided in

four groups - mechanical, launch environment, thermal environment and safety.

3.2.1 Mechanical Requirements (Interface deployer-satellite)

- The CubeSat shall be launched from NRCSD which can accommodate a combination of 1U, 2U

and 3U up to 6U. The ORCASat dimensions shall be of a 2U (10×10×22.7 cm) with a mass less than

3.6 kg;

- ORCASat shall have XY Z coordinate system parallel to NRCSD XY Z coordinate system where

+Z is the direction of deployment, +Y is in the direction of access panel and +X forms the triad. This

requirement has not been met. Figure 3.3 shows the coordinate system adopted. After discussing with
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the CSA and Nanoracks, the team was authorized to use this orientation. From this point on, all the

information related to the coordinate system will be relative to the ORCASat.

Figure 3.3: ORCASat and NRCSD coordinate systems [42]

- CubeSat’s +X face shall be inserted first into the deployer;

- The Cubesat shall have four rails along the X-axis which allow the satellite to slide along the rail

interface of the NRCSD;

- The Cubesat rails shall be the only mechanical interface with the deployer in all axes;

- The Cubesat rail surfaces that contact the NRCSD guide rails shall have a hardness equal to or

greater than hard-anodized aluminum. The most commonly material used is Aluminum alloy 6061-T6.

Aluminum alloy 7075 with temper T7531 is an alternative;

- The CubeSat shall be capable of withstanding a force of 1200 N across all rail ends in the X axis.

3.2.2 Launch Environment Requirements

- The CubeSat’s fundamental frequency shall be higher than 90 Hz during launch;

- CubeSats shall have a minimum of three mechanical deployment switches corresponding to inhibits

in the main electrical system [10];

3.2.3 Thermal Environment Requirements

- The CubeSat shall be capable of withstanding the temperature range of –20oC to 50oC.

3.2.4 Safety Requirements

- The satellite shall comply with NASA guidelines for selecting all non-metallic materials based on

available outgassing data;
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- ORCASat shall not utilize any non-metallic materials with a Total Mass Loss (TML) greater than

1.0% and Collected Volatile Condensable Material (CVCM) greater than 0.1%;

By setting these constraints it is important that the decisions made anticipate that manufacturing,

assembly and reliability will be simple, possible and guaranteed, respectively, keeping in mind that these

will always affect the static, dynamic and thermal behaviour of the ORCASat.

3.3 Structure Subsystems

The structure accommodates most of the subsystems and payloads allowing the satellite’s correct

operation and, consequently, the mission. It also provides rigidity to the satellite. According to the

requirements, the team has the possibility of choosing the shape of the structure and how it’s machined,

although there are some restrictions about its dimensions. The structure can be an assembly of various

parts or it can be one physical part.

Aluminum 6061 was the material selected to compose the structure. It is present on the rail-panel,

side-panel, top-cap, bottom-cap, PCB/payload brackets, magnetorquer/momentum-wheel bracket and

integrating sphere. One of the advantages of this aluminum is its low density combined with good

mechanical and thermal properties (Table 3.1). There are other alloys with a better strength-to-weight

ratio, for example, the aluminum 7075 T6, but the 6061 is the least expensive and still presents good

mechanical properties [43] [44]. The outer structural parts - rail-panel, side-panel, bottom-cap and top-

cap - are anodized but the remaining are normal polished aluminum.

Table 3.1: Mechanical and Thermal Properties of Aluminum 6061 T6 [45]

Aluminum 6061 T6

Mass Density [kg/m3] 2711
Young Modulus (20oC) [MPa] 68 980

Poisson Ratio 0.33
Yield Strength (20oC) [MPa] 241.7

Ultimate Tensile Strength (20oC) [MPa] 275.95
Thermal Expansion Coefficient (20oC) [1/oC] 2.24×10−5

Thermal Conductivity (20oC) [W/mK] 154.25
Specific Heat Capacity [J/kgK] 896

To facilitate the machining process, lower its price and produce less material waste, it was decided

to divide the exterior structure in multiple aluminium parts. Once these are assembled, the PCB/payload

brackets and integrating sphere can be coupled as well. This set defines the main structure of the

spacecraft (Fig. 3.4). The modularity allows to incorporate different payloads into the volume between

the brackets instead of redesigning the entire structure for every new payload. It is also possible to

access the internal components of the satellite without the need of a complete disassembly [10]. Never-

theless, the modularity requires more fasteners which, consequently, increase the stress concentrations

in the model and its mass.
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Figure 3.4: ORCASat’s exterior structure (left) and ORCASat’s main structure (right)

3.4 Electronic Subsystems

3.4.1 PCBs and Solar Panels

To guarantee that the satellite is able to perform its mission and remain operational, an electronic

subsystem is being developed. This stack consists of a series of Printed Circuit Boards (PCBs) con-

nected in parallel to a perpendicular backplane, forming a computer system. There are five different

PCBs: ADCS, payload, OBC, TT&C and EPS, each one with its own purpose. These PCBs are placed

in the respective module, between the 1U brackets, with a defined distance from each other. General

information about each PCB and their location is presented (Fig. 3.5).

ADCS PCB (1) - Attitude Determination and Control System board is responsible for supporting the

ADCS components such as the Z and Y magnetorquers (7), momentum-wheel (8) and air-core (9) (for

more information proceed to subsection 3.4.3);

Payload PCB (2) - controls the behaviour of the ALTAIR payload. It is responsible for the LEDs

and laser lines of action while it converts from analog to digital the output of the measured light by the

photodiodes [13];

OBC PCB (3) - OBC stands for On-Board Computer and this PCB maintains its correct operation;

TT&C PCB (4) - this board is responsible for the tracking, telemetry and command of the satellite.

It is the PCB that allows the operation of the CHIME payload and the exchange of information between

the ground component and the satellite;

EPS PCB (5) - EPS stands for Electrical Power System and this PCB provides physical support to

the batteries (10) that store the power generated by the solar panels and distributes it by the subsystems

that require electric energy (for more information proceed to subsection 3.4.2) [10];

Backplane (6) - connects all the printed circuit boards together to make up the complete computer
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system. It is a group of electrical connectors in parallel with each other so that each pin of each connector

is linked to the same relative pin of all the other connectors forming the computer bus [46].

Figure 3.5: PCB stack

These circuit boards (as well as the solar panels) are made of FR-4 material and copper along the

total thickness of 1.6 mm. There are four copper layers, with 35 µm of thickness each. The main purpose

of the Flame Retardant (FR) is to be a non inflammable substance. The type 4 indicates that is a woven

glass reinforced epoxy resin. In summary, FR-4 is a composite material made of fiberglass and epoxy

resin. The properties shown in the table 3.2 are from the FR4-370HR material and were provided by the

manufacturer. As an orthotropic material, its properties vary in the length direction and cross direction.

Table 3.2: Mechanical and Thermal Properties of FR4-370HR [47] [48]

FR4-370HR

Length Direction Cross Direction

Mass Density [kg/m3] 1950
Young Modulus [MPa] 25 813.98 21 911.54

Poisson Ratio 0.177 0.171
Tensile Strength [MPa] 385.42 245.45

Thermal Expansion Coefficient [1/oC] 5.50×10−5 1.60×10−5

Thermal Conductivity [W/mK] 34.56 0.3393
Specific Heat Capacity (25oC) [J/kgK] 845

The backplane is divided in different parts with a lot details and small features. During the structural

and thermal analysis, the model was simplified and replaced by blocks with similar dimensions. These

boards are composed by more than one material - ABS is the main one and copper is found on the

small pins. The team decided that ABS would be the only one selected. ABS fills the outgassing

requirement and it is available on the library of materials provided by Siemens NX. The table 3.3 presents

the characteristics of this material.
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Table 3.3: Mechanical and Thermal Properties of ABS [45]

Acrylonitrile Butadiene Styrene (ABS)

Mass Density [kg/m3] 1050
Young Modulus [MPa] 2000

Poisson Ratio 0.4
Yield Strength [MPa] 40

Thermal Expansion Coefficient [1/oC] 7×10−5

Thermal Conductivity [W/mK] 0.17
Specific Heat Capacity [J/kgK] 1800

3.4.2 Batteries

The model has room for four Lithium Ion NCR18650B 3350 mAh batteries from Panasonic (Fig. 3.6).

The mechanical properties provided by the manufacturer were scarce (table 3.4). During the vibration

and thermal analysis, some adaptations to the model had to be done (see chapter 4).

Table 3.4: Properties of each battery cell [49]

Batteries (Lithium Ion NCR18650B 3350mAh)

Mass [g] 48.5
Height [mm] 65.3

Diameter [mm] 18.5
Nominal Voltage [V] 3.6

Thermal Conductivity [W/mK] 25
Specific Heat Capacity (25oC) [J/kgK] 675

Charging Temperature Range [oC] 0 to +45
Storage Temperature Range [oC] -20 to +50

Discharge Temperature [oC] -20 to +60

Figure 3.6: Panasonic Lithium Ion NCR18650B 3350 battery [50]

3.4.3 ADCS Components

The upper PCB provides physical support to the magnetorquers and momentum wheel which are

actuators of the ADCS system. These components control the ORCASat in terms of orientation / position

maintaining it, even when an external disturbance occurs. Some other sensors are also required, such

as, a GPS receiver and sun sensors (table 3.5).

Table 3.5: Information regarding the GPS, Sun Sensors and Momentum Wheel

Component Model Quantity Dimensions [mm] Mass [g]

GPS NovAtel OEM719 [51] 1 71×46×11 31
Sun Sensor Hyperion SS200 [52] 4 24.66×15×3.50 3

Momentum Wheel Hyperion RW210 [53] 1 25×25×15 21 / 32 / 48
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Figure 3.7: GPS receiver [51] Figure 3.8: Sun sensor [52]
Figure 3.9: Momentum Wheel
[53]

Apart from the bracket, the momentum wheel is an assembly of four parts. Aluminum 6061 was the

material selected for the structural parts and brass was chosen for the wheel. Brass is available on the

software and some of its properties are shown (table 3.6).

Table 3.6: Mechanical and Thermal Properties of Brass [45]

Brass

Mass Density [kg/m3] 8409
Young Modulus [MPa] 1.034×105

Poisson Ratio 0.35
Yield Strength [MPa] 440

Ultimate Tensile Strength [MPa] 1100
Thermal Expansion Coefficient [1/oC] 2.124×10−5

Thermal Conductivity [W/mK] 116
Specific Heat Capacity [J/kgK] 380

The magnetorquers are divided in three parts - the core and two brackets. The brackets are made of

aluminum 6061 and the core is composed by copper. Both materials are provided by Siemens NX and

the properties of copper are presented in the table below (table 3.7).

Finally, delrin was the selected material for the air core. Since it is not provided by the program, it was

difficult to fill all the required fields for its mechanical and thermal properties. The main characteristics

are presented (table 3.8).

Table 3.7: Mech. / Therm. Prop. of Copper [45]

Copper

Mass Density [kg/m3] 8920
Young Modulus [MPa] 1.14×105

Poisson Ratio 0.31
Yield Strength [MPa] 30

Ultimate Tensile Strength [MPa] 207
Thermal Expansion Coefficient [1/oC] 1.17×10−5

Thermal Conductivity [W/mK] 387
Specific Heat Capacity [J/kgK] 385

Table 3.8: Mech. / Therm. Prop. of Delrin [54] [55]

Delrin

Mass Density [kg/m3] 1419.98
Young Modulus [MPa] 2413.16

Poisson Ratio 0.35
Yield Strength [MPa] 62.05

Ultimate Tensile Strength [MPa] 69
Thermal Expansion Coefficient [1/oC] 8.46×10−5

Thermal Conductivity [W/mK] 0.3603
Specific Heat Capacity [J/kgK] 1465
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3.4.4 Solar Cells

As most satellites, the ORCASat uses solar energy to generate electrical power. Thereby, 17 solar

cells are distributed by the external surfaces that have direct contact with sunlight. There are six faces

for the placement of the solar cells but only five are available since the nadir surface is occupied by the

patch antenna and does not receive enough sunlight to implement solar cells. The selected solar cells

are supplied by AZUR SPACE and are 30% Triple Junction GaAs Solar Cell Assembly with the type TJ

Solar Cell Assembly 3G30A (Fig. 3.9)

The solar cells are made of a material composed by GaInP/GaAs/Ge on Ge substrate. Since most of

the mechanical and thermal properties were not provided by the supplier, the information available was

scarce. It was decided to use the same properties applied in previous studies performed at CfAR.

Table 3.9: Properties of the solar cells [56] [57] [10]

Solar Cells (AZUR SPACE Solar Power GMBH)

Base Material GaInP / GaAs / Ge on Ge substrate
Anti-Reflective Coating TiOx / Al203

Dimensions [mm] 40.15×80.15 ± 0.1
Surface Area [cm2] 30.18

Mass Density [kg/m3] 4214.29
Mass [g] 3.56

Thickness and Coverglass Thickness [µm] 280 ± 25 / 100
Thermal Conductivity [W/mK] 57
Specific Heat Capacity [J/kgK] 325

Thermal Expansion Coefficient [1/oC] 6.03×10−6

Figure 3.10: AZUR SPACE solar cells [56]
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Chapter 4

Structural Analysis

Before being launched, the spacecraft is subjected to vibration loads from its transportation on the

way to the launch site by aerial or land vehicles. Some vibrations can also be originated when the

Cubesat is installed on its deployer.

During launch to orbit, the satellite is exposed to various external loads of higher amplitudes resulting

from the vibroacoustic noise, propulsion system, stage separation, wind gust, aerodynamic flows, among

others, being structurally more challenging [58]. This is a critical aspect of the mission since it must be

assured that the spacecraft can handle all the induced disturbances during this phase.

Once in orbit, the satellite is mostly subjected to micro-vibrations, referred as low-level mechanical

vibrations or disturbances in the microgravity environment [59]. Usually, they are ignored, for example,

on typical telecommunication satellites, however, spacecrafts with optical instruments and cameras are

generally the most affected by micro-vibration issues since the accuracy and stability required for these

satellites instruments line of sight have increased over the years [60].

Considering the satellite as an isolated system due to the small environmental damping in space, the

mechanical energy produced by the different moving instruments is dissipated into its system. These

mechanical disturbances are characterised by forces and torques that appear at the interface between

the equipment and the satellite and are propagated through the structure to the sighting instruments [61].

As they can persist for a long time, the working environment of on-board instruments is deteriorated,

downgrading its precision [59]. Micro-vibrations can also be amplified by structural resonances thus

making their prediction complicated [60]. Therefore, as they usually involve the flexible modes of the

spacecraft structure rather than its rigid body motion, these disturbances can’t be controlled or reduced

by the ADCS system.

Micro-vibrations can emanate from various sources on a typical spacecraft, notably subsystems with

moving parts such as reaction and momentum wheels assemblies, cooler and pointing mechanisms or

switches. Besides that, micro-vibrations can also arise from non-moving systems such as electronics

and sensors, the release of strain energy at structural interfaces (joints, latches, hinges) during ”thermal

snap” events and the bending of solar arrays and antennas due to sudden temperature change [60].
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It is extremely important to do a dynamic and static analysis in order to predict how the structure

behaves in the presence of loads but also what modal frequencies characterize it. The last mechanical

requirement on section 3.2.1 and the first launch environment requirement on section 3.2.2 must be

fulfilled in this chapter - from Nanoracks, the Cubesat shall be capable of withstanding a force of 1200 N

across all rail ends in the X axis; and, from the CSDC, the spacecraft shall have a fundamental frequency

of at least 90 Hz in each axis. The latter requirement is directly related to the vibration environment to

which the satellite is subjected while it is being transported into orbit and to the lowest natural frequencies

of the launch vehicle itself. This way, resonance originated from the coupling between the spacecraft

and launch vehicle may be prevented. The requirement is not part of the Canadian Cubesat Project but

will be used as a reference.

Using Siemens NX 9.0, a modal analysis is performed in order to verify the modal frequencies of the

ORCASat and respective mode shapes. The goals of this chapter is to compare the obtained results

with the experimental ones and, possibly, obtaining a validation of the method used and to verify if the

main structure can handle a load of 1200 N along the rails.

During the study, if the satellite does not satisfy the requirements, a solution must be developed.

4.1 Finite Element Analysis (FEA)

A bottom-up approach was adopted to produce the final finite element model i.e. a simplified model

is simulated, and it will progress to a more complex structure until the final model is reached.

To perform the simulations, three types of files (.prt, .fem and .sim) are required - the .prt file contains

the CAD model; the .fem file is where the mesh is generated and all the materials are assigned to

the different components; and, the .sim file is used to give constraints to the model, assign boundary

conditions, establish connections between the different parts and, also, run the simulations and obtain

results.

To import the model from Solidworks software to Siemens NX without ruining the model or the

assembly contacts, the Solidworks file should be saved as .IGES and should be imported as is to

Siemens NX. On NX, the New command should be used followed by the assembly one. Once the new

file is open, by choosing the import from IGES command, the advanced options as smooth B-surface,

Automatic Sewing of Surfaces and Simplify should be selected. The model must appear without any

errors.

4.1.1 Idealization Process

Since various parts of the ORCASat are complex and very detailed, the model should be simplified

to obtain a more uniform mesh. This way, the simulations will be less time consuming and mesh errors

are most unlikely to occur. As stated in [1], the mesh generation process is simplified because it reduces

the need of using large number of elements to properly mesh the small details and it also avoids abrupt

transitions in mesh size near the small feature zones.
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It must be proven that this idealization process does not affect the dynamic behavior of the structure

otherwise, the simplifications will only be considered when there is no better solution to obtain data

without errors.

Figure 4.1: Number of elements before and after an idealization process. The mesh characteristics are
the same with an element size of 4 mm. The non-idealized model presents 58 780 elements while the
idealized model presents 42 284 elements

The main adopted simplifications are listed below. Some of these idealizations were different depend-

ing on the model used. For instance, on the first model, only the screw holes responsible for connecting

the rail-panel, side-panel, top-cap and bottom-cap were considered. However, in the following models,

all of them were already taken into account.

– Top-cap: fillet and chamfered edges removed;

– Bottom-cap: fillet and chamfered edges removed;

– Side-panel: fillet and chamfered edges removed;

– Rail-panel: fillet and chamfered edges removed;

– 1U bracket: fillet and chamfered edges removed;

– Batteries: small design features removed;

– Air core: round surfaces and fillet edges removed;

– Magnetorquer brackets: small holes removed and one of the dimensions increased in order to

touch the ADCS PCB. One of the four magnetorquer brackets was “floating”, which would not happen

on the real satellite. As the results related to the vibration test would be influenced, it was decided to

increase its length;

– Momentum wheel: all the electronic components, small holes, fillet and chamfered edges re-

moved. The model was provided by the manufacturer and it was a very detailed assembly with all the

electronics presented on it (represented as small extruded boxes) but some of its features presented
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errors. The best solution was to simplify this assembly at its maximum;

– Momentum wheel bracket: unnecessary screw holes removed. One of the surfaces was com-

pletely modified in order to avoid mesh errors;

– PCB’s (including solar panels): rounded edges removed;

– Sphere bracket: fillet and chamfered edges removed;

– Solar cells: transformation to 2D surfaces;

– Integrating sphere: in the second model, the sphere-front part was transformed into a 2D surface

because one of its features had a small thickness and the program was not letting the use of a 3D

mesh even after redoing the model. This was due to the presence of the eletrical components as the

photodiode-case and photodiode-caps attached to its surface. In the third model those components

were removed and the 2D surface was not necessary;

– Fasteners: substitution by 1D beams because their length is larger than the other dimensions.

It was chosen not to include the small electronic components (like sensors, RBF switch, among

others) in this study because they were not concluded. The PCB stack could be transformed into 2D

surfaces, as the solar cells, due to their small thickness however, in order to approximate the results of

both computational and real models, this idea was discarded.

After the idealization process it was verified if the original components and the idealized ones had

the same structural behavior. All the changes were considered acceptable if the error between the

modal frequencies was below 10%. The parts were individually considered and simulated with free-free

vibration conditions (no loads and no constraints applied). The data obtained by this study for some

components as the bottom-cap (tables 4.1, 4.2 and Fig. 4.2), rail-panel (tables 4.3, 4.4 and Fig. 4.3)

and top-cap (tables 4.5, 4.6 and Fig. 4.4) is presented. The reader is advised to access the appendix A

to visualize the results obtained for the other components.

Table 4.1: Bottom-cap idealization process

bottom-cap

Modes Real Freq. [Hz] Idealized Freq. [Hz] Error [%]

7 988.7 976.1 1.27
8 2133 2079 2.53
9 2530 2521 0.36
10 3490 3464 0.74
11 3793 3724 1.82
12 4048 3768 6.92
13 4733 4536 4.16
14 5680 5169 9.00
15 5743 5362 6.63
16 6178 5798 6.15
17 6202 5898 4.90
18 7045 6652 5.58
19 7403 6905 6.73
20 7566 7294 3.59

By analyzing the results, the idealized parts can be considered as fare representatives in estimating

the natural frequencies of the original parts. For the components where the error was higher than 10%,

the idealization was considered valid as well and justifications can be found below.
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Table 4.2: Bottom-cap idealization convergence

bottom-cap

Non-idealized Idealized

Element Size [mm] Number of Nodes Mode 7 [Hz] Element Size [mm] Number of Nodes Mode 7 [Hz]

5 9742 1004 5 7778 1007
4 13174 998.1 4 10544 988.1
3 22786 993.9 3 14903 988
2 44892 991.2 2 27539 980.8
1 192181 988.8 1 142969 976.4

Figure 4.2: Bottom-cap idealization convergence

Table 4.3: Rail-panel idealization process

rail-panel

Modes Real Freq. [Hz] Idealized Freq. [Hz] Error [%]

7 276.5 274.4 0.76
8 801.4 799 0.30
9 1003 956.3 4.66
10 1078 1076 0.19
11 1115 1101 1.25
12 1337 1334 0.22
13 1640 1613 1.65
14 1985 1971 0.70
15 2199 2197 0.09
16 2335 2305 1.28
17 2776 2745 1.12
18 2876 2833 1.50
19 3367 3345 0.65
20 3428 3419 0.26

Table 4.4: Rail-panel idealization convergence

rail-panel

Non-idealized Idealized

Element Size [mm] Number of Nodes Mode 7 [Hz] Element Size [mm] Number of Nodes Mode 7 [Hz]

5 24886 282.3 5 22063 281.4
4 31332 281.5 4 25844 281.1
3 48401 279.1 3 36988 279
2 104766 277.5 2 81519 276.4
1 462071 276.1 1 426218 274.4
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Figure 4.3: Rail-panel idealization convergence

Table 4.5: Top-cap idealization process

top-cap

Modes Real Freq. [Hz] Idealized Freq. [Hz] Error [%]

7 660.8 653.4 1.12
8 1057 997.7 5.61
9 1961 1957 0.20
10 2130 2129 0.05
11 2369 2363 0.25
12 2643 2626 0.64
13 2860 2843 0.59
14 3395 3244 4.45
15 3589 3466 3.43
16 5337 4902 8.15
17 6576 6409 2.54
18 6709 6633 1.13
19 6722 6662 0.89
20 7138 7043 1.33

Table 4.6: Top-cap idealization convergence

top-cap

Non-idealized Idealized

Element Size [mm] Number of Nodes Mode 7 [Hz] Element Size [mm] Number of Nodes Mode 7 [Hz]

5 8285 673.4 5 5274 690.6
4 9628 675.5 4 6417 684.6
3 16752 664.2 3 9293 666.5
2 35094 662.3 2 19345 657.5
1 137674 660.9 1 113866 653.6

– Magnetorquer Bracket: for the second idealization, with the changed dimension, it was expected

that the error would increase. However, the dimension needed to be modified otherwise the analysis

would be useless (Table A.3);

– Momentum Wheel Bracket: the errors are mostly above 10% as one of its surfaces was com-

pletely modified. This was done because the SolidWorks model revealed unrealistic shell-like surfaces

that in future simulations would lead to errors (Table A.8);

– Integrating Sphere (front): it was expected that, by changing this part from a 3D surface to a
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Figure 4.4: Top-cap idealization convergence

shell-like equivalent, the modal frequencies would suffer modifications. The errors obtained from mode

7 to 20 were always below 13% and this simplification was needed to avoid fatal errors related to mating

different meshes (Table A.11).

4.1.2 Finite Element Method Models

With the idealization process concluded, the .fem file must be created which represents the actual

satellite tested [1]. As stated before, a bottom-up approach was adopted because the satellite consists

on a large number of parts assembled together that requires a great number of contacts and connections

between them. Three finite element models were developed and depending on the model, there were

small changes on the meshes because of trial and error methods.

FEM Model 1 consists on the external structure, including the rail-panels, side-panels, top-cap and

bottom-cap;

FEM Model 2 consists on every component of the satellite except the solar panels, solar cells and

boards. While this model was being analyzed, the boards were still under development that is why they

were only added to the last model;

FEM Model 3 all the components are included. There were changes between the FEM 2 and FEM

3, explained later in this thesis.

The three models are composed by 1D, 2D and 3D elements.

1D elements are used to represent the screws. In FEM 3, the screw that connects the PCB stack,

which is a multiple connected bolt segment with male and female standoffs, was modeled as a cylinder

using 3D elements. Three main steps are necessary to create a 1D element - 1) access the command

1D connection, type Point to Edge, select the source and target which will be the screw hole and, in the

element properties, RB2 should be selected. This method must be done twice, in order to connect the
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nodes later; 2) access the command 1D connection, type Node to Node, select one node at a time and,

in the element properties, CBAR should be selected; 3) once the connection is created, the user should

edit the CBAR connections by choosing the material and the diameter of the element;

2D elements are used for the solar cells. In FEM 2, the integrating sphere was transformed to a

shell surface as well. To perform this transformation - 1) the user should open the .prt file and select

the desired component; 2) use the command Midsurface by Face Pairs; 3) the various surfaces of the

component must be selected and a 2D model should appear. It is important to mention that the program

creates a shell in the mid distance between the upper and lower surface of the 3D component. In

the third model, Siemens NX was also informing the author to create a midsurface in the back part of

the integrating sphere which would lead to an unrealistic model and increase the errors regarding the

idealization. To avoid this simplification, it was possible to represent both front and back sphere parts

with 3D elements at the cost of removing the attached electrical components;

3D elements were used for the rest of the ORCASat components.

On tables 4.7, 4.8 and 4.9 it is listed all the information related to the mesh of the three finite element

models. Some properties and mesh qualities were modified along the analysis because the ORCASat’s

CAD model is still under development by the Mech & Thermals team. Therefore, the main goal was

always to follow the updates, being these discarded only when it was no longer possible. From FEM 2

to FEM 3 some 3D tetrahedral meshes (CTETRA) were replaced by 3D swept meshes (CHEXA) since,

in the meantime, the viability of this command was discovered, it would give better results and decrease

the simulation time.

Table 4.7: FEM model 1 mesh information

Component Element Type Material

side-panel / rail-panel / top-cap / bottom-cap CTETRA(10) aluminum 6061
screws CBAR steel

connections RBE2 not defined

Table 4.8: FEM model 2 mesh information

Component Element Type Material Thickness [mm]

side-panel / rail-panel / top-cap / bottom-cap CTETRA(10) aluminum 6061 -
PCB brackets CTETRA(10) aluminum 6061 -

batteries CTETRA(10) steel -
PCB CTETRA(10) FR4 -

air-core CTETRA(10) delrin -
magnetorquer brackets CTETRA(10) aluminum 6061 -

magnetorquers CTETRA(10) copper -
momentum wheel bracket CTETRA(10) aluminum 6061 -

momentum wheel [front / back] CTETRA(10) aluminum 6061 -
momentum wheel [wheel] CTETRA(10) brass -

integrating sphere [gasket / back] CTETRA(10) aluminum 6061 -
integrating sphere [front] CQUAD8 aluminum 6061 1.5

integrating sphere [photodiode case] CTETRA(10) delrin -
integrating sphere [photodiode cap] CTETRA(10) brass -

screws CBAR steel -
connections RBE2 not defined -
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Table 4.9: FEM model 3 mesh information

Component Element Type Material Thickness [mm]

side-panel / rail-panel / top-cap / bottom-cap CTETRA(10) aluminum 6061 -
PCB brackets CTETRA(10) aluminum 6061 -

batteries CTETRA(10) steel -
PCB CHEXA(8) FR4 -

air-core CTETRA(10) delrin -
magnetorquer brackets CTETRA(10) aluminum 6061 -

magnetorquers CTETRA(10) copper -
momentum wheel bracket CTETRA(10) aluminum 6061 -

momentum wheel [front / back] CTETRA(10) aluminum 6061 -
momentum wheel [wheel] CTETRA(10) brass -

integrating sphere [gasket / front / back] CTETRA(10) aluminum 6061 -
solar cells CQUAD8 defined previously 0.28

solar panels CHEXA(8) FR4 -
boards CHEXA(8) ABS -

multiple connected bolt segment CHEXA(8) steel -
screws CBAR steel -

connections RBE2 not defined -

Figure 4.5: FEM model 1 (left) and FEM model 2 (right)

Figure 4.6: FEM model 3
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The analysis is performed on the .sim file. To prepare the model, boundary conditions must be

assigned as well as surface contacts and loads (not applied in the vibration analysis since the purpose

is to know the natural frequencies and corresponding modes of vibration).

As the most significant source of vibrations is the launch vehicle, the modal analysis shall be done

for a structure under its launch configuration, accommodated in the deployment system [10]. According

to NanoRacks, the only parts of the satellite in contact with the deployer are the four outer rails (Fig.

4.7). Then, the constraints should be applied along the rails. The deployer fully constraints the satellite

rails in the X direction, but it is allowed to move in Y and Z directions due to clearance. However, if

the X direction is constrained tightly enough, the friction force created is enough to surpass the force

generated by the induced accelerations. Because the provided documentation is not clear, this study will

follow the same procedure as in [1] and both boundary conditions will be analysed: satellite with fixed

bases and satellite with fixed rails.

Figure 4.7: NanoRacks deployer mechanical interface (dimensions in mm) [40]

To know if the ORCASat is able to withstand a force of 1200 N in the X direction, two different

environments were created. In the first one, the force was applied on top (-X direction) and the spacecraft

was fixed at the bottom. In the second one, the force was applied at the bottom (X direction) and the

spacecraft was fixed at the top. Both results are expected to be different since the structure is not

symmetrical.

To establish the surface contacts the command Simulation Object Type should be selected followed

by the surface-to-surface contact or surface-to-surface gluing. These conditions must be assigned oth-

erwise, there is no way the program “understands” that several interconnected parts exist and the results

would show components penetrating each other, giving incorrect data for the natural frequencies and

mode shapes. The option surface-to-surface contact is used in surfaces that are connected by screws

and the option surface-to-surface gluing is used in the other cases (for instance, the solar cells attached

to the solar panels). These contacts can be assigned automatically or by hand. Initially, the contacts

were done by hand but, in the last models, the surface-to-surface contacts were assigned automatically

while the surface-to-surface gluing was done by hand since much better results were obtained as well

as a better convergence and less warning errors.
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The command mesh mating, on the .fem file, influences the contacts in the model as well. The

user should be careful and select mesh mating free coincident and not mesh mating glue coincident,

otherwise this condition will overwrite the simulation object type. Initially, mesh mating free coincident

was used since it allowed the software to align the meshes on both source and target face without

connecting them. These meshes would have the same element pattern by the existence of duplicate

nodes at the interface between the source and target faces. However, in the most complex models, there

were multiple components with different mesh sizes and the refinement of the mesh was compromised

in the contact areas. Thus, the author decided not to use it.

As stated in [10], defining contacts is not straightforward, leading to a long process of trial and error

where, in each trial, it is necessary to wait for an iterative method to resolve the contacts between

the components before proceeding to the eigenvalue extraction. This process consumed weeks to be

solved.

By establishing all the constraints above, the following solutions must be created:

– Vibration Analysis: Static Subcase before Eigenvalue Method Subcase of Solution 103 – Real

Eigenvalues;

– Linear Static Analysis: Solution 101 Linear Statics – Global Constraints.

To evaluate the results from each finite element model correctly, a convergence analysis must be

done. This study was performed by going from coarse meshes to refined ones.

In the next sections, the preparation of the mesh for each of the three models, the problems faced

while preparing the model, the adaptations done in order to have better results and the commands used

are explained.

First FEM Model

After assigning materials to the mesh it must be assured that the model’s final mass is similar to real

one to achieve a more accurate model since the mass affects the structure natural frequencies.FEM

1, all of its components had their mass compared since the rail-panels, side-panels, bottom-cap and

top-cap were already machined (Fig. 4.8). Using the Solid Properties Check command and selecting

all the elements (element size of 1.5 mm / 557 996 nodes), the mass is, approximately, 408.8 g while

the real model has 414.3 g (36.5 g from the bottom-cap; 31.8 g from the top-cap; and 346.0 g from the

two side-panels and two rail-panels) giving an error of 1.3% between the numerical and real model. The

density of the Aluminum 6061 was changed from 2711 kg/m3 to 2747.47 kg/m3.

The fundamental frequency convergence study is presented (Fig. 4.9). The values vary between the

intervals of [720-750] and [1230-1300] Hz for the cases where the bases and rails are fixed, respectively.

The analysis was performed for both idealized and non-idealized models (Table 4.10) since the time

needed for the simulations was low. The error in both cases is always below 10% proving that the

idealization process is a good way to obtain similar results in less time.
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Figure 4.8: Mass of the real model

Figure 4.9: First FEM Fundamental Frequency Convergence

Regarding the linear static analysis, the integrating sphere and 1U brackets were added to FEM 1

representing the main structure. To run a simulation where screws are presented in the model, one must
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Table 4.10: Error between modal frequencies in idealized and non-idealized FEM 1

Fixed Bases Fixed Rails

Mode Ideal. Freq. [Hz] N-Ideal. Freq. [Hz] Error [%] Ideal. Freq. [Hz] N-Ideal. Freq. [Hz] Error [%]

1 728.1 740 1.61 1297 1294 0.23
2 787.5 809.2 2.68 1786 1798 0.67
3 884.1 892.2 0.91 2014 1913 5.28
4 1037 1039 0.19 2109 1930 9.27
5 1045 1063 1.69 2110 1980 6.56
6 1327 1343 1.19 2135 2040 4.66
7 1392 1397 0.36 2138 2043 4.65
8 1483 1492 0.60 2195 2112 3.93
9 1753 1752 0.06 2208 2161 2.17

10 1763 1765 0.11 2286 2162 5.73

apply a bolt pre-load value. As the value chosen could easily alter the results, one simplification adopted

in this study was the removal of all screws and bonding all of its surfaces using the surface-to-surface

gluing command. This can be considered as a safe representation since the main structure is going to

be totally epoxied before launch. In this study the model was not idealized.

Applying the force on the top (Fig. 4.10) or bottom (Fig. 4.11) of the main structure showed different

but approximated results (Fig. 4.12). It is concluded that the ORCASat’s structure can handle the load

perfectly. The values for the stress elemental – Von Mises are below 15 MPa which is under the stress

required for the aluminum to start showing plastic deformations. The yield strength of aluminum 6061 is

241.7 MPa.

Figure 4.10: Stress analysis with force applied on the top
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Figure 4.11: Stress analysis with force applied at the bottom

Figure 4.12: Main structure stress analysis convergence
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Second FEM Model

Only a few components had their numerical mass compared to the real one. The rail-panels, side-

panels, bottom-cap, top-cap and 1U brackets were already machined and could be weighted as in FEM

1. The batteries and momentum wheel mass information was provided by the suppliers so, it was

possible to compare it. Regarding the PCB’s, magnetorquers, air core and payload, no information was

available. That way, the comparison could not be made.

To correctly replicate the mass of the batteries, two main different materials should be assigned being

stainless steel for the capsule and lithium-ion for the inside material completing a mass of 0.194 kg in

total (4 batteries). However, the CAD model provided by the Mech & Thermals team was representing

the batteries as a single part. Steel was the material used for the total volume of the batteries and its

density was changed from 7830 kg/m3 to 2919.16 kg/m3 in order to meet the mass requirement. This

introduces a level of uncertainty in the model since a steel material with much less density is being used

with all the usual properties of a normal steel.

The mass of the front sphere part was also affected since it was made of shell elements and, for the

magnetorquer support with increased length, the mass was also higher than it would be in reality.

By applying the same boundary conditions and following the same procedure as in FEM 1, the

convergence for the fundamental frequency was obtained (Fig. 4.13). The values for the model with

fixed bases were always between [430-434] Hz and for the case where the rails were fixed were between

[454-455] Hz. An approximation of the results in this model for both boundary conditions is also verified.

A non-idealized model in this finite element model was not used due to the longer simulation time.

Third FEM Model

Between the solar cells, solar panels and boards, only the first ones had information provided by the

supplier. As the mass requirement was already fulfilled, the material density composing the solar cells

remained the same. The solar panels and boards, could not be weighted experimentally and there was

no information available so, no modifications were done.

Although the fundamental frequency can increase with the presence of higher tensions, it was ex-

pected that, with a higher mass, this model would show a lower fundamental frequency. Initially, the

results for the FEM 3 showed a fundamental frequency higher than the previous model. As a conse-

quence, hundreds of hours of simulations were needed to solve this problem as its cause could have

been on the mesh, on the uncertainty of the materials used or in the surface-to-surface contacts as-

signed. From FEM 2 to FEM 3, the only components added to the model were the boards, solar panels

and solar cells so, these were the first to be questioned. All the surfaces were glued and screws deleted

to know the origin of the error. Another idea was to use only materials provided by Siemens NX to know

which material was influencing the results. Then, every component, one by one, was removed from the

model and the model’s fundamental frequency analysed in order to know what component was affecting

it. The last hypothesis was to replace the manual contacts by automatic contacts, maintaining the glue
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Figure 4.13: Second FEM Fundamental Frequency Convergence

constraints. After this solution, the results were finally viable to be used. In future work, it is advised the

use of automatic contacts (and automatic glue).

The convergence for the fundamental frequency is presented (Fig. 4.14). The values obtained for

both boundary conditions are the same which demonstrates that the rails do not have any contribution

on the ORCASat’s first mode of vibration. The data does not fully converge but, since meshes with

element sizes below 1.5 mm increase the number of nodes exponentially, after 1 400 000 nodes, the

simulation time was too long. Due to computational resources limitations further mesh refinement was

not viable.

Numerically, it can be proven that the satellite fills the requirement of having a frequency above 90

Hz as the values are always between [246-249] Hz. It can also be concluded that the structure is very

stiff. Similar to FEM 2, no comparison with a non-idealized model was performed.

4.1.3 Summary results and conclusions

The table 4.11 shows the fundamental frequency for each model as well as the correspondent num-

ber of the nodes. The selected values were based on the convergence study presented previously. The

modes of vibration don’t provide information about the amplitude of vibration [1], the shown deformation

was chosen for an easy visualization of each mode (Fig. 4.15, 4.16 and 4.17).
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Figure 4.14: Third FEM Fundamental Frequency Convergence

Table 4.11: Fundamental Frequency of each Finite Element Model

Fixed Bases Fixed Rails

Frequency [Hz] Number of Nodes Frequency [Hz] Number of Nodes

FEM 1 728.1 557 996 1297 292 342
FEM 2 433.3 633 968 454.3 633 968
FEM 3 246.8 839 325 246.8 839 325

Figure 4.15: FEM 1 Results. Fixed bases (left) and fixed rails (right).

As the model becomes more complex, more components are added, which increases its mass. The

frequency would decrease with an increased mass and, after solving the obstacles mentioned previously,

that happens.

Due to errors, simplifications and assumptions associated to the modelling process, this result cannot

be considered as proof that the satellite’s fundamental frequency is, actually, 246.8 Hz. Besides, the

electrical components and laser diode parts were removed from the model which would increase its

mass even more and decrease the fundamental frequency. Nonetheless, the value is 273% higher than

the required so, it can be predicted that the ORCASat’s frequency will be above 90 Hz.
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Figure 4.16: FEM 2 Results. Fixed bases (left) and fixed rails (right).

Figure 4.17: FEM 3 Results. Both boundary conditions had the same behaviour.

To have a validation of the numerical results or to improve the accuracy of the computational models,

an experimental test must be done.

4.2 Experimental Modal Analysis (EMA)

4.2.1 Vibration Test Performed at UVic

The system is the ORCASat’s outer structure composed by two rail-panels, two side-panels, one top-

cap and one bottom-cap purely made of aluminum 6061 with stainless steel screws. The whole satellite

could not be tested since these were the only components available and machined.

The shaker is basically a small cylinder with a small protrusion on top with a M8 hole. The author

visited the lab before performing the test and it was concluded that, given the shaker characteristics, the

satellite could not be attached to it without damaging its structure unless a plate was used to connect
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the satellite and shaker (Fig. 4.18).

Figure 4.18: ORCASat’s outer structure (left) and shaker (right)

After the support from the University of Victoria machine shop, the plate presented the dimensions

of 101.6×101.6 mm, a mass of 171.4 g and 5 holes. The holes in the four corners are used to attach

the ORCASat to the plate and the big centre hole is used to fix the plate to the shaker. It is important

to highlight that the plate was heavy compared to the whole structure. The Siemens NX finite element

model was adapted to these conditions as well.

Finite Element Model

By adding an extra part (and extra mass) to the system, the modes of the plate should be well

separated from the structural modes to avoid the pollution of these latter modes. In order to approximate

the numerical model with the real one, the idealization process was not considered and the density of

the aluminium 6061 was increased since the real model had 599.4 g (Fig. 4.19) and the numerical

model had 581.22 g. This difference relies on the fact that the real model included 32 screws while

the numerical model had none because surface-to-surface glue was chosen for all the surfaces to avoid

simulation errors related to the modal frequency calculation. The initial density was 2711 kg/m3 and the

final density 2796 kg/m3. To replicate the real boundary conditions on NX, the plate was fixed.

Experimental Test: Procedure

On the day the experimental test was performed, more problems appeared.

- The plate was expected to be attached on the structure’s bottom-cap however, the logistic of as-

sembling everything to the shaker was impossible because of the bottom cap “X” beams. The structure
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Figure 4.19: Mass of the components used during the vibration test

had to be analysed upside down and the plate was fixed on the top-cap (Fig. 4.20). The simulations on

Siemens NX were also performed considering this option;

- The number of small screws to attach the plate to the structure was not enough as only 3 were

available instead of 4. Although small, these bolts needed to be extremely long due to the gap between

the plate and the structure. There were two solutions for this problem - the system could be analysed

with 3 screws or the structure could be attached to the plate using wax. After discussing with one of

the lab testers, it was concluded that the first option would be better since the wax would not be strong

enough to keep the structure attached to the plate during the vibration test;

- The accelerometers measure the acceleration in the normal direction to the surface they are lo-

cated. The team was advised to be extremely careful with the only accelerometer available otherwise its

interior components could be damaged and the values read would not be accurate. While the lab tester

was explaining how to attach the accelerometer, which is done by using wax (Fig. 4.21 (1)), the instru-

ment was dropped. It is unlikely that the accelerometer was damaged due to the small altitude the falling

occur, but it should be highlighted since it could influence the data obtained during the experimental test.

Five instruments were used to perform the test (Fig. 4.21): shaker (2), oscilloscope (3), accelerome-

ter (4), function generator (5) and amplifier (6).

The team was told where to place the accelerometer in order to determine the system modal fre-

quencies. By using the numerical modal analysis and visualizing the mode shapes, the area where the

structure showed a bigger displacement should be the location to attach this instrument. Thus, the ac-

celerometer was placed on the rail-panel and side-panel corners to read the accelerations on the Y and

Z directions respectively, since the first five modal frequencies and mode shapes were not axial modes

but bending modes.
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Figure 4.20: System tested

Figure 4.21: Setup

The procedure was based on starting at a low frequency (for example, 75 Hz) and increasing it slowly.

When the graphics on the oscilloscope started giving higher response i.e. the response amplitude

increased due to resonance, that should be identified as a modal frequency.
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Experimental Test: Results

The following frequencies were obtained:

Side-panel accelerometer [Hz] 167.20 / 215.07 / 301.18 / 376.60 / 502.92

Rail-panel accelerometer [Hz] 485.22 / 590.01 / 1020.5

The fundamental frequency is 167.20 Hz. Comparing to the fundamental frequency given by Siemens

NX, 218.1 Hz, an error of 30.4% is revealed (Fig. 4.22).

This error can be a consequence of everything mentioned above but also because of the subjectivity

while detecting the modal frequencies. Another analysis was performed at the NRC installations by

specialists and the discussion can be found in the next section.

Figure 4.22: Fundamental frequency’s mode shape (left) and fundamental frequency convergence study
(right)

4.2.2 Vibration Test Performed at NRC

This experimental vibration test was performed at the National Research Council (NRC), in Ottawa.

The system tested was composed by the ORCASat’s outer structure - two rail-panels, two side-panels,

one top-cap and one bottom-cap.

In September the team reunited with some NRC representatives and, in order to obtain the results

before the end of October, it was initially established that a free-free vibration test (no loads being applied

and no constraints) would probably be the best option. Nevertheless, due to the structural symmetry

of the system and its structural complexity, there would be some challenges to perform an effective

modal test for some modes. Throughout that month, the best and easiest way to perform the test was

discussed.

Two preliminary numerical models were analyzed being one submitted to a free vibration analysis
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(fixed at the bottom) and another to a free-free vibration analysis. It was observed that the first 10

modes ranged between 260 and 1600 Hz for the free vibration case and the first 17 modal frequencies

ranged between 480 and 1950 Hz for the free-free vibration. After sending these preliminary results

to NRC, it was concluded that both cases would require a similar input excitation energy of, at least, 2

kHz. A load hammer with a stiff head for excitation input would be used for the free-free vibration test

and a modal shaker for the same excitation would be used for the free vibration test. From the setup

implementation point of view, the free vibration test would require the system to be fixed on a larger base

structure, similar to the vibration test performed at UVic and the free-free vibration test would require

the structure to be hanged using a flexible bungee cord, to ensure that rigid body modes would be well

separated from the structural modes, which is a relatively simpler setup.

The number of modes to be identified was also a discussed parameter. First, the frequency range

must be known since more modes require more sensor channels to enable effective separation and

identification of the target modes. Second, the existence of any axial modes besides bending modes

must be verified. If there are any axial modes, the accelerations in all directions should be measured

after the excitation. If there are only bending modes, the accelerations in Y and Z are the ones of interest

to be measured after the excitation.

Considering the preliminary free-free vibration analysis on Siemens NX, it was observed that the

modes 12 to 17 had localized beam bending modes (at around 1000 Hz) in the mid height of the struc-

ture, which would require extra sensors to be attached to the center of these four mid height beams.

These modal shapes would greatly increase the setup complexity.

Having a very similar structure in Y and Z directions can also complicate the task due to the existence

of ”closely related modes”. In order to differentiate these modes, multiple shaker inputs with uncorrelated

input energy simultaneously would be needed otherwise they can be mixed and possibly mistakenly

identified. In the preliminary free-free vibration analysis, modes 12 to 15 were ”closely coupled modes”.

As predicted during the meeting and regarding all the statements above, it was suggested a free-free

vibration test and the use of an excitation hammer to identify the structure lower and first few modes.

Due to its quasi-symmetric nature and complex design, it would be challenging to accurately identify

modes above 1 kHz for this structure.

Besides determining the modal frequencies, NRC wanted to characterize the modal shapes on the

targeted modes more reliably. As explained to the team, without the modal shape information it is difficult

to correlate the experimental and numerical results especially when there is a mismatch between them.

To enable a reliable correlation, more information at more modes is required being a similar situation as

defining a very coarse mesh for the modeled structure. Twelve accelerometers were used to perform

this test.

Finite Element Model

Before sending the structure to NRC, the numerical model was updated and a convergence analysis

performed.
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One of the characteristics changed was the density of the aluminum 6061 since the mass of the

numerical model was 404.971 g and the mass of the real model was 415.2 g. As NRC was planning

to use 12 accelerometers, these would affect the final mass of the system as well. Knowing that the

accelerometers used were PCB 356A01 with 1 g each [62], the real model would weight 427.2 g. Re-

garding the cables attached to the accelerometers, their weight was off-loaded by the wire responsible

for supporting the structure during the test. The initial density was changed from 2711 kg/m3 to 2859.81

kg/m3 being the mass of the accelerometers dissipated by the whole model which could increase the

error between the theoretical and experimental tests.

The finite element model is equivalent to the non-idealized FEM 1 with all the surfaces glued. The

modal frequencies (Table 4.12) and convergence study (Fig. 4.23) obtained from mode 7 to 15 are

presented.

Table 4.12: Modal frequencies in the numerical model

Number of Nodes 723 010 400 167 262 288 192 583 149 843 123 501

Mode 1 470.8 471.5 472.1 472.5 473.6 474.4
Mode 2 567.5 568.7 569.9 570.9 572.6 576.1
Mode 3 722.1 724 726.1 727.3 729.9 737.7
Mode 4 813.2 813.9 814.8 815.2 816.1 816.5
Mode 5 905.4 906.2 907.5 908.6 910.4 912.6
Mode 6 1025 1026 1027 1028 1030 1033
Mode 7 1201 1204 1207 1211 1216 1220
Mode 8 1225 1227 1229 1231 1234 1239
Mode 9 1273 1275 1277 1279 1282 1284

Figure 4.23: Fundamental frequency convergence study

Experimental Test: Procedure

The structure was sent to NRC, the free-free vibration test was performed and the required structural

modes were successfully extracted. Procedures included:

- The system was suspended using four thin wires attached to the four corners of the frame (1) and

a bungee cord which was connected to a firm supporting structure (2) (Fig. 4.24);
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Figure 4.24: Setup

- 12 tri-axial accelerometers were attached to the top, mid and bottom of the structure (3);

- An impact hammer with embedded load cell was used to excite the structure (Fig. 4.25). The energy

was analysed and confirmed to cover the target frequency range up to above 2 kHz. Two datasets were

measured, one with the hammer at the top corner (left) and the other with the hammer at the bottom

corner (right);

- POLYMAX Modal Analysis method was performed, and the frequency range was focused between

10 and 1600 Hz for each dataset. All target modes were identified clearly in each dataset;

- Comparing the modal data results from both datasets, all the major modes were identified with

consistency, and correlated well;

- Operational modal analysis was also performed on one dataset and also confirmed the consistency

in the identified modes;
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Figure 4.25: Impact hammer

Besides this information, NRC sent more documents including Auto MAC and MAC validation be-

tween two separate datasets, FRF quality check and modal synthesis. Animations of the modal shapes

were also sent.

Experimental Test: Results

The modal frequencies obtained by NRC are shown (Table 4.13).

Table 4.13: Error between the modal frequencies obtained numerically via NX Nastran and experimen-
tally by NRC

Mode NX Nastran Results [Hz] NRC Results [Hz] Error [%]

1 470.8 459 2.57
2 567.5 527 7.68
3 722.1 672 7.46
4 813.2 799 1.78
5 905.4 861 5.16
6 1025 990 3.54
7 1201 1155 3.98
8 1225 1222 0.24
9 1273 1347 5.49

The Modal Assurance Criterion Analysis (MAC) is used to determine the similarity of two mode

shapes. If the mode shapes are identical i.e. all points move the same or if a linear relation exists

between the two complex vectors, the MAC will have a value of one or 100%. If the mode shapes are

very different or linearly independent, the MAC value will be small, close to zero. If a mode shape is

compared to itself, the Modal Assurance Criterion value should be one or 100%, observed in the Fig.

4.26, extracted from the AUTO MAC results.

Although the provided table was cut, it is noticeable that the diagonal of the matrix is 100% and the

other elements are always below 1% except in the case of the mode 1 and 3 where, approximately, 3%

was obtained.

Regarding the MAC results (Fig. 4.27) where the values differ on the hammer’s impact location (top

or bottom) it is observed that the matrix diagonal is not exactly 100% but is always around 99% except for
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Figure 4.26: AUTO MAC results matrix

mode 1 where the value was, approximately, 96%. All the other elements of the matrix present a value

below 1% except for the mode 1 and 3 that, as in the AUTO MAC, have a value of, approximately, 3%.

It can be concluded that the location of the hammer will not affect the obtained data. Theoretically, the

extracted modes should not be affected by the location of the hammer’s impact however, the direction of

the impact load can cause variation in the results.

Figure 4.27: MAC results matrix

Modal Synthesis serves to compare the measured FRF’s with the synthesized FRF’s using the ex-

tracted modes within the frequency of interest. If no error exists, an 100% match should be obtained

for all directions and locations. The results on figures 4.28, 4.29 and 4.30 are for a specific selected

location. NRC stated that similar correlations for other locations were obtained.

PCA stands for Principal Component Analysis. FRF-Coherence and PCA were provided to show the

quality check of the obtained FRFs in the experiments. By visualizing the FRF-Coherence results, it

is possible to detect the modal frequencies easily as they are well defined and are given by the peaks

presented on the FRF. As the author was told by NRC, unexpectedly, the outer structure was a ”simple

and clean” system which facilitated the distinction of modal frequencies as they were presented as quite

out of phase peaks and well damped. Usually, in more complex systems, the different peaks can be very

close making the detection and distinction of the modal frequencies a complicated process.

Regarding the coherence diagram, it helps to evaluate if the amplitude of the FRF is close of being

correct. According to [63], coherence is a function versus frequency that indicates how much of the

output is due to the input in the FRF. It can be an indicator of the quality of the FRF. The value of a

coherence function ranges between 0 and 1. A value of 1 at a particular frequency indicates that the

FRF amplitude and phase are repeatable from measurement to measurement. A value of 0 indicates

the opposite, which means that possibly there is an error in the measurement setup. If only one mea-
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Figure 4.28: Modal synthesis (X direction)

Figure 4.29: Modal synthesis (Y direction)

surement is performed, the value will be 1 across the entire frequency range giving the appearance of

a perfect measurement. At least two FRF measurements need to be taken and compared to compute a

meaningful coherence function [64].

It is possible to observe the location of the modal frequencies as well as the coherence obtained for

that Frequency Response Function in Fig. 4.35.
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Figure 4.30: Modal synthesis (Z direction)

Conclusions

In addition to the error induced by the inconsistent excitation, another limitation to obtain correct

data are the sensors locations. Since the outer surfaces of the structure are not flat, NRC attached

the accelerometers on the interior surfaces. Due to the limited space and cross beams, the sensors

locations were not perfectly aligned to the intended node locations, which would affect the results to

some extent. The sensor orientation during the setup is another common source for errors during the

test [63].

Despite all the approximations and induced errors that could appear during the real and simulated

tests, by comparing the first nine modal frequencies (Table 4.13), the error is always below 8%. In fact,

for the fundamental frequency, the error is, approximately, 2.6% which validates the numerical model for

future analysis.

By having this validation, the characteristics applied to the outer structure in the numerical model

should be added in the following more complex models as well. As this experimental test was the final

step of this thesis and the last data being received, this structure was not applied to the second or third

finite element models described in the beginning of this chapter. However, for the succeeding studies

related to vibration analysis done by the ORCASat team, this should be the starting point for a good

model and good results.

Regarding the optimization, considering the parameters that needed to be changed, the number of

elements present in the model and the simulation time, a complex optimization would take, at least, one

month to be completed. The team was advised to do an improvement where the mass of the model or
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the Young modulus could be changed in order to decrease the error. As the mass of the numerical model

had already been changed before sending the structure to the NRC, no modifications were applied.

4.2.3 Vibration Test Performed at NRC (Homathko)

This section is simply for comparison between the results regarding the third finite element model

and the experimental ones obtained for the satellite Homathko at the National Research Council on July,

2018. This experimental test is explained in [10] so, only a brief discussion is presented. It is relevant

because it is the only experimental test covering a complete model.

Homathko is a 3U CubeSat, born in the Canadian Satellite Design Challenge (CSDC) competition

with a payload similar to ORCASat. In fact, the integrating sphere used on FEM 2 and FEM 3 is the

same as the one used in this experimental test.

The experimental test consisted in three different phases - a sine sweep test from 5 Hz to 2200 Hz to

identify the resonance frequency; a random vibration test to simulate the launch conditions and; another

sine sweep to verify any resonance frequency changes. If these changes are detected, it means that a

failure in a component occurred or a satellite’s connection was broken. During the Homathko’s vibration

test, there were some changes in the resonance frequency decreasing in the second sine sweep. This

happened because some screws and connectors were lost, which reduced the stiffness of the structure,

increased the damping and, that way, the frequency was decreased.

The accelerometers were placed in specific points on the satellite and the fundamental frequency

was detected with a value of 130.1 Hz. Comparing with the fundamental frequency obtained for the

third FEM model (246.8 Hz), it was expected that the ORCASat’s frequency would be higher than the

Homathko’s since the latter is heavier. Homathko (3U) satisfies the requirement regarding the minimum

frequency. It is reasonable to predict that a complete ORCASat (2U) will also satisfy it since both were

built with the same requirements and similar features on the structural level.

4.3 Preliminary Design Review - Finite Element Analysis

During the development of this thesis, the CAD model was undergoing changes by the Mech &

Thermals team. The model presented during the Preliminary Design Review presentation, in the end of

October, had some different features from the CAD model used during the numerical vibration analysis.

Since the thermal analysis (chapter 5) was completed and the author was waiting for the NRC exper-

imental results, a vibration analysis was performed for the PDR model as well. The main purpose was

to verify if the ORCASat’s fundamental frequency remained above 90 Hz. This time, no component was

removed from the model and the idealization process was considered due to its complexity.
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4.3.1 PDR CAD model

The PDR model is an update from FEM 3, some components were added and features changed.

These are described (Fig. 4.31 and 4.32).

- Solar cells considered as 3D surfaces;

- Inclusion of four solar sensors (1) on the ±Y and ±X faces;

- Inclusion of the Remove Before Flight pin (2);

- Inclusion of an electrical ground support equipment (EGSE) (3) connector on the −X face;

- Inclusion of an antenna deployer mechanism (4) attached to the TT&C PCB;

- The magnetorquer supports were kept as is. No dimension was changed and screws represented

as cylinders (same adaptation for the PCB stack) (5) were used to attach them to the ADCS PCB;

- The boards are divided in three main electrical components being the main backplane PCB (6) and

two connectors (7);

- Inclusion of a second payload PCB (8) with two aluminum parts attached to it (9). This PCB is

connected to the ALTAIR payload by four screws represented as cylinders (10);

- The integrating sphere possesses two bulky components designated by heatsinks (11);

- The photodiode cap (12) and photodiode case (13) were not removed;

- All the small PCB’s connected to the integrating sphere and antenna deployer were maintained

(14).

Figure 4.31: PDR CAD model description
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Figure 4.32: PDR CAD model description (another view)

4.3.2 PDR finite element model

Using the same procedure explained in the last sections, the mesh characteristics are presented

(Table 4.14 and Fig. 4.33).

Figure 4.33: FEM PDR model

4.3.3 Analysis and Solution Development

In the .sim file, both surface-to-surface contact and surface-to-surface gluing were added automat-

ically. Due to time limitation, the PDR model was analysed for the case where the bases are fixed,
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Table 4.14: FEM PDR model mesh information

Component Element Type Material

side-panel / rail-panel / top-cap /
bottom-cap / 1U brackets CTETRA(10) aluminum 6061

solar panels CHEXA(8) FR4
solar cells CHEXA(8) defined previously

solar sensors CTETRA(10) ABS
RBF pin CTETRA(10) aluminum 6061

EGSE connector CTETRA(10) ABS
batteries CHEXA(8) steel*

PCB stack CHEXA(8) FR4
multiple connected bolt segment [PCB /

integrating sphere] CHEXA(8) steel

back PCB CHEXA(8) FR4
back PCB connectors CTETRA(10) ABS

antenna PCB CHEXA(8) FR4
antenna structure CTETRA(10) delrin

air-core CTETRA(10) delrin
magnetorquer brackets CTETRA(10) aluminum 6061

magnetorquers CTETRA(10) copper
magnetorquer screws CHEXA(8) steel

momentum wheel bracket CTETRA(10) aluminum 6061
momentum wheel [board] CHEXA(8) aluminum 6061

momentum wheel [front / back] CTETRA(10) aluminum 6061
momentum wheel [wheel] CTETRA(10) brass

integrating sphere [gasket / front /
back] CTETRA(10) aluminum 6061

integrating sphere [photodiode case] CTETRA(10) delrin
integrating sphere [photodiode cap] CTETRA(10) brass

integrating sphere [all PCBs] CHEXA(8) FR4
integrating sphere [PCB metal boxes] CHEXA(8) aluminum 6061
integrating sphere [heatsink internal

component] CTETRA(10) brass

screws CBAR steel
connections RBE2 not defined

being the other boundary condition discarded. The obtained data for the first three modal frequencies is

presented (table 4.15).

Table 4.15: Modal frequencies of the PDR model before and after applying the proposed solution

Before After

Number of Nodes 660 179

Mode 1 [Hz] 89.66 192.2
Mode 2 [Hz] 140.6 276.7
Mode 3 [Hz] 192.3 289.5

The ORCASat did not fill the requirement of having the fundamental frequency above 90 Hz. This was

unexpected since the FEM 3 revealed a fundamental frequency above 200 Hz. Initially it was thought

that the cause of this frequency could be in the mass of the model which was higher than the mass of the

third finite element model however, the difference would not be enough to change the satellite’s dynamic

behaviour at this level. As the biggest difference between both models relies on the ALTAIR payload, by

analysing the mode shapes, it was concluded that the vertical payload PCB should be attached to the

respective 1U brackets.

After applying this constraint, new results were obtained revealing this solution as a success. It is

observed that the fundamental frequency is now above 90 Hz being the requirement fulfilled. As the
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structure became more stiffed, the first frequency was no longer characterized by a deformation on the

vertical payload PCB (Fig. 4.34).

The conclusions stated in the section Vibration Test Performed at NRC (Homathko) are still valid for

this model.

Figure 4.34: Mode shapes of the PDR model. First case (left), second case (right)

61



Figure 4.35: FRF and respective coherence results
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Chapter 5

Thermal Analysis

CubeSats usually possess a low thermal inertia and poor heat dissipation. This can be a conse-

quence of weight limitations that prevent the use of certain materials with better thermal properties [10].

As the power budget for these small satellites is usually very restrictive, a problem is created since, if it is

necessary to apply a thermal control system, one needs to be able to monitor and regulate component

temperatures for the spacecraft over the life of the mission without the use of too much power. The

decision of applying a thermal control system needs to be taken seriously as it can affect all the satellite

subsystems.

Thermal stresses can also be experienced if the satellite is made of different materials with different

coefficients of thermal expansion. If these stresses reach values higher enough that make the compo-

nents to start buckling or if it is subjected to many cycles that causes components to fail due to fatigue,

the whole structure can be compromised [65] or lead to a quicker degradation of the spacecraft attitude

and pointing errors.

To know the satellite’s behaviour in the space environment at a specific orbit, and if its components

stay between their operational range, a thermal analysis must be performed. If the results obtained re-

veal that the temperatures reached by the satellite’s components are outside their operating temperature

range or the temperature peaks and deltas need further improvement, a thermal control system should

be designed or some changes should be done to the structure, respectively.

The thermal analysis was performed using the program Siemens NX with the solver Space Systems

Thermal. The procedure described in the chapter 4 is the same used for this study - three documents

are needed (.prt, .fem and .sim) and each one have its specific function.

In this study, only one model was used, identical to the third finite element model in the structural

analysis.
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5.1 Finite Element Analysis (FEA)

5.1.1 Idealization Process

The thermal model suffered the same idealization process as FEM 3 from the previous chapter

however, all the contacts between its surfaces were assumed as perfect to reduce the complexity of the

model. With the screws removed, the respective holes were also deleted to decrease the number of

elements needed to define these small features.

5.1.2 Finite Element Method Model

In the .fem file, the different mesh types, materials and thermo-optical properties of the different

surfaces are assigned to the model.

The mesh of the thermal model is constituted by 2D and 3D elements (Table 5.1). Using the knowl-

edge acquired during the structural analysis it was possible to define this FEM in order to avoid possible

errors when running the solution. 2D elements were used to model the solar cells which were repre-

sented as shell surfaces. 3D elements were used in the rest of the satellite’s components.

The mesh characteristics are presented (Fig. 5.1).

Table 5.1: Mesh characteristics of the thermal model

Component Element Type Material Thickness [mm]

side-panel / rail-panel / top-cap
/ bottom-cap / 1U brackets TET4 aluminum 6061 -

batteries HEXA8 steel* -
PCB TET4 FR4 -

air-core TET4 delrin -
magnetorquer brackets TET4 aluminum 6061 -

magnetorquers TET4 copper -
momentum wheel [bracket] TET4 aluminum 6061 -

integrating sphere [gasket / front / back] TET4 aluminum 6061 -
solar cells QUAD8 thin shell defined previously 0.28

solar panels HEXA8 FR4 -
boards HEXA8 ABS -

multiple connected bolt segment HEXA8 steel -

The PCB material (composed by FR-4 and copper) must be correctly modelled as its thermal proper-

ties differ in the longitudinal and transversal directions. The thermal conductivity is one of the parameters

that needs to be established. According to [66], one simple way of modeling this behavior is by directly

calculating the values instead of modeling the whole laminate structure, which reduces the computa-

tional time. The expressions used to obtain the planar (in plane) and normal (through-plane) thermal

conductivities are given (Eq. 5.1).

kplanar = 385
hCu
h

+ 0.87 (5.1a)

knormal = [3.23(1− hCu
h

) + 0.0026
hCu
h

]−1 (5.1b)

The total thickness of the copper layers is represented by hCu and h is the thickness of the PCB.

Knowing that all the PCBs on the ORCASat have the same thickness of 1.6 mm and are composed by
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Figure 5.1: Mesh thermal model

four copper layers with a thickness of 35 µm each (140 µm, in total) it is possible to compute the thermal

conductivities (Eq. 5.2).

kplanar = 34.5575 Wm−1K−1 (5.2a)

knormal = 0.3393 Wm−1K−1 (5.2b)

The thermo-optical properties must be defined on the .fem file as well. Since different experimental

methods to calculate parameters such as emissivity or absorptivity are used, and because these prop-

erties not only depend on the material but also on its surface, it was difficult to find coherent values from

source to source. An average number was computed (Table 5.2). Initially, no passive or active thermal

control was considered.

Table 5.2: Optical Properties applied in the model [67] [68] [? ] [69] [70] [71] [72]

Material Absorptivity α Emissivity ε

Polished Aluminum 6061 0.15 0.05
Anodized Aluminum 6061 0.15 0.85

Brass 0.4 0.1
Copper 0.3 0.03
Steel 0.47 0.14

FR4-370HR 0.72 0.89
ABS 0.93 0.92

Black Delrin 0.96 0.87
GaInP / GaAs / Ge on Ge substrate 0.91 0.85

To apply optical properties, one must open the respective mesh collector and, on Thermo-Optical

Properties choose the command Open Manager. Then, on Type, Thermo-Optical Properties - Advanced

should be the option chosen and the user can apply the desired optical properties of the material.
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The commands mesh mating free coincident or glue coincident were not used to avoid errors once

the simulation is running. Every mesh is independent from another, although thermal contacts are still

established on the .sim file.

A convergence study is presented on appendix B1.

5.1.3 Boundary Conditions and Loading

Two opposite cases were analyzed to obtain the spacecraft’s behavior in space - hot case and cold

case. The hot case happens when the satellite’s orbit is closer to the Sun (December Solstice) and the

cold case when the satellite’s orbit is further away from it (June Solstice). Due to the orbit’s beta angle,

the ORCASat spends more time in the sunlight during the hot case and less time during the cold case

(Fig. 5.2). This happens because the ORCASat’s orbit is not stationary, shifting along the year. The

values chosen were meant to create the worst cold case and best hot case scenario, it does not mean

that the spacecraft will necessarily have those orbital characteristics at that time of the year.

Figure 5.2: Cold case (left) and hot case (right) orbits

As the position of the Earth to the Sun is different during the whole year, the solar flux presents a

different value for the hot and cold cases which changes the components heat dissipation. The values

presented (Table 5.3 and 5.4) were obtained considering the power consumption requirement for each

component, assuming that the power needed would be the power dissipated. The solar flux is computed

automatically by Siemens NX.

Table 5.3: Power specifications for Hot Case [mW] and solar flux [W/m2]

Hot Case

Solar Flux 1411.426
ADCS PCB 750

ADCS Magnetorquers (each) 3.3
TT&C PCB 25
OBC PCB 145

Payload PCB 10
EPS PCB 920

EPS Battery (each) 35
X Solar Panel (each) 135
Y Solar Panel (each) 135

Z Solar Panel 170
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Table 5.4: Power specifications for Cold Case [mW] and solar flux [W/m2]

Cold Case

Solar Flux 1323.682
ADCS PCB 750

ADCS Magnetorquers (each) 3.3
OBC PCB 145
EPS PCB 410

EPS Battery (each) 25

There are some parameters that should be defined on the solver NX Space Systems Thermal in

order to reduce the simulation time. These are described.

Solution details

The solution time must be changed from steady state to transient as the satellite should be analyzed

considering that its position changes over time while orbiting the Earth. Also, NX Space Systems Ther-

mal allows the user of parallel processing which accelerates the simulations. The enable multithreading

option must be selected and the number of execution threads defined. For instance, the author’s com-

puter had 6 cores and 12 logical processors so, the number of execution threads is 6.

The maximum temperature change in the convergence criteria was set to 0.1oC and the iteration

limit was changed to 1000 in the solver parameters.

Ambient condition

In this section, the fluid temperature and radiative environment temperature must be defined. The first

one is related with the initial temperature the satellite starts orbiting the Earth i.e. the initial temperature

at which the simulation starts. This value does not compromise the final results but it can modify the

temperatures reached by the satellite during its first orbit. It can also influence the simulation time

because of the number of iterations needed to reach a final value. In order to decrease this time, a value

of 15oC was defined for the hot case and a value of 8oC was defined for the cold case. For the radiative

environment temperature, according to [73], 4K was defined.

Transient Setup

Although some standard values are predefined in this section, the solution time interval was changed,

having the start time at 0 and the end altered to based on orbit period. The maximum number of orbits

has a standard value of 12 but this value was changed to 5 because it was observed that, after the first

orbit, there was no difference on the range of temperatures. On the results sampling, the number per

orbit chosen was 10 initially however, the plot of the temperatures evolution was not well defined. This

value was altered to 15 which increased the time needed for the simulations but provided better data.

Other sections do not need any improvement or update unless the user pretends to do so.
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By having the solution well defined it is necessary to apply the boundary conditions. The simulation

object type command should be used and the orbital heating, radiation and surface-to-surface contact

are the conditions applied.

Orbital Heating

This command is responsible for defining the orbit, solar and spacecraft parameters. It was assumed

that the solar cells, solar panels, rail-panels, side-panels, top-cap, bottom-cap and front part of the

integrating sphere were the only components that exchange radiation with the space environment. The

internal components radiate to each other. When selecting the surfaces, the selection filter should

be defined as polygon face, otherwise all the features of the selected parts (such as curves, points,

elements, polygon edge, etc. . . ) will automatically be selected as well.

On orbit selection, a new orbit and attitude parameters must be defined. The nadir vector is Z and the

velocity vector is X. On Sun Planet Characteristics, two GMT dates were established for the hot and cold

cases. In the hot case the date was 21st December 2021 (at 04:00:00) and in the cold case was 22rd

June 2022 (at 10:00:00). These dates were computed using an excel provided by Space Systems/Loral

(SSL), where the exact solstice dates for 2021 and 2022 were established and the moment with the

maximum and minimum beta angle detected for the hot and cold case, respectively.

In the subsection calculation positions the number of intervals chosen was, initially, 2. In order to

refine the calculation and obtain better data, this value was changed to 6.

Finally, on orbit parameters, the values are shown (Table 5.5).

Table 5.5: Orbit parameters

Cold Case Hot Case

Orbit Period [s] 5549.087
Minimum Altitude [km] 400

Eccentricity (e) 0.0005
Orbit Inclination (i) [deg] 51.64

Argument of Periapsis [deg] 34.8042
Satellite Position - Local Time at Ascending Node (Ω) 10:00:00 04:00:00

The calculation method is Monte Carlo and, in the Monte Carlo Settings it is also advised to select

calculate view factor only and the number of rays remained as 2000.

Radiation

For the thermo-optical properties to be considered by the program when the satellite is exposed

to the space environment, two commands can be applied. One can use radiation simulation object

type or simple radiation to environment constraint type, being the latter added after NX 9.0 version.

On the Siemens NX Space Systems Thermal documentation it is possible to verify that the simple

radiation to environment constraint is used to model thermal radiation between one or more surfaces

with known emissivity and an environment at specified temperature [? ]. When this constraint is applied,

the program requires an emissivity value input although it is already defined in the .fem file and the initial
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temperature defined on the solution definitions influences not only the first orbit but the following as

well. Then, if the satellite started at 10oC or 30oC, the temperatures reached on the first case would be

much lower than the temperatures reached on the second even taking the 15o orbit as example. There

is a note on the documents stating that - to model radiation when view factors are unknown or when

the radiation environment has a complex geometry, use the Radiation simulation object instead. As

the satellite presents a complex geometry, after performing several simulations where these two cases

were considered and compared and after realising that the initial temperature would influence the results

when the radiation constraint is applied, it was concluded that the radiation simulation object type should

be the one chosen.

To apply the radiation simulation object the selection’s method should be the same as described for

the orbital heating. The calculation method remains the same (Monte Carlo) and the include radiative

environment option should be selected as well as the elements not part of this enclosure can shadow

restriction, in order to simplify the model.

Surface-to-Surface contacts

This boundary condition applies conductive and radiative conductances between surfaces. On the

thermal model, the surface-to-surface contacts were automatically created and the magnitude type of

the contact was considered as perfect which is an adopted simplification to also reduce the simulation

time. It can be considered as a good approximation knowing that the components will be epoxied before

launching the satellite.

Heat loads

Last but not least, it is necessary to apply heat loads to the components, that differ from the hot and

cold cases. By using the values of the tables 5.3 and 5.4, the respective components should be selected

(or respective face by setting up the filter to polygon face), and the magnitude heat load defined.

Regarding the PCBs, the circuits were not added to the model since they were not determined yet

so, a strategy was adopted where, based on [1] [10], the thermal load correspondent to each circuit

was applied to the whole lower area of the corresponding PCB where they should be mounted. This

simplification can result in a loss of accuracy, leading to lower temperature peaks since the same thermal

load is being spread over a wider area than the area of the circuit itself. However, the PCBs operational

temperature go from -40 to +80oC so it is not expected that, at Low-Earth-Orbit, the results would show

such low/high values for these components. It is also a way of verifying the worst case scenario as the

thermal load would be lower so, if they “survive” to this case, their reliability is ensured for the real case.

After applying all the conditions described above, it is possible to solve the thermal model and obtain

the results. Initially, a single simulation would take 5 days to be completed. After the simplifications,

the simulation would take between 22 to 35 hours. The data shown can be coarse however, due to

time limitations, these simplifications are crucial. The Mech & Thermals team is advised to run these

simulations again with more calculations and more results per orbit and a more refined mesh.
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Figure 5.3: Contraints applied to the model (hot case)

5.1.4 Summary results and conclusions

On the thermal analysis it is necessary to treat the obtained data to know the satellite’s thermal

cycle. One can have access to the temperatures, albedo, IR and heat fluxes values per increment of

time directly in the results section. In the final increment it is possible to observe the maximum and

minimum temperatures as well as the time instants at which they occurred. However, as previously

mentioned, the fluid temperature values can influence the satellite temperatures on its first orbit so, the

hottest and coldest temperatures can occur on that orbit. Having this considered, the maximum and

minimum values were selected from the second orbit on.

To obtain the temperature evolution, the operator should use the post view command to select the

desired components, a random increment (not the last one) should be selected and the temperature –

nodal are the results of most interest. Then, by choosing the create a graph option, defining the start

iteration and end iteration and enabling box (all) (for 3D elements) or feature face (for 2D elements) a

graphic with the evolution of the temperature is obtained. The values of each graphic can be extracted

to an excel file by selecting the option list.

The maximum and minimum temperatures obtained for both hot and cold cases are presented (table

5.7) as well as the operating temperatures of each component (table 5.6). Initially, no thermal control

system was applied. The solar panels had the same thermo-optical properties as the PCBs being

considered as simple fiberglass epoxy materials.

The only components considered as critical are the integrating sphere, momentum wheel and batter-

ies. For the integrating sphere and momentum wheel, the operational temperatures are between -25 to

+60oC not because of the aluminum 6061/brass but due to small electrical components like laser diodes

that restrict the range of this part, although removed from the model. In the case of the batteries these
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Table 5.6: Operational temperatures on the thermal model [74] [47] [75] [76] [77] [49] [78]

Operational Temperatures [oC]

solar cells <+150
solar panels <+180

outer structure <+200
integrating sphere -25 to +60

inside structure (payload) <+200
inside structure (PCB) <+200

ADCS PCB -40 to +80
OBC PCB -40 to +80
TT&C PCB -40 to +80

payload PCB -40 to +80
EPS PCB -40 to +80

PCB screws <+500
magnetorquers -40 to +85

magnetorquer supports <+200
momentum wheel (bracket) -25 to +60

air core -40 to +120
batteries 0 to +45
boards <+150

Table 5.7: Thermal results without TCS

Cold Case Hot Case

Min. [oC] Max. [oC] Min. [oC] Max. [oC]

+X solar cells -26.648 0.581 -15.198 8.882 OK
-X solar cells -29.976 12.928 -15.407 15.403 OK
+Y solar cells -29.007 2.125 -14.958 18.000 OK
-Y solar cells -29.652 1.099 -14.937 9.625 OK
-Z solar cells -30.156 5.449 -15.430 10.940 OK

+X solar panel -26.382 1.154 -14.841 9.654 OK
-X solar panel -29.035 6.369 -14.249 13.059 OK
+Y solar panel -28.792 2.553 -14.261 15.086 OK
-Y solar panel -29.543 1.295 -14.826 9.882 OK
+Z solar panel -26.568 3.497 -13.839 13.634 OK
-Z solar panel -29.268 3.547 -14.467 11.080 OK
outer structure -28.458 2.953 -13.621 12.180 OK

integrating sphere -27.688 2.196 -12.366 11.354 NOT OK
inside structure (payload) -27.999 2.430 -12.776 11.705 OK

inside structure (PCB) -28.465 2.966 -13.499 12.217 OK
ADCS PCB -27.850 3.239 -12.657 12.586 OK
OBC PCB -21.860 2.080 -5.300 12.598 OK
TT&C PCB -21.609 0.668 -5.085 11.636 OK

payload PCB -22.819 0.926 -6.129 11.567 OK
EPS PCB -28.321 2.868 -13.131 12.243 OK

PCB screws -23.428 1.497 -6.841 12.041 OK
magnetorquers -28.364 2.905 -13.057 12.185 OK

magnetorquer supports -28.361 2.908 -13.086 12.187 OK
momentum wheel (bracket) -28.441 2.964 -13.417 12.219 NOT OK

air core -23.394 1.834 -7.251 12.266 OK
batteries -28.488 2.961 -13.441 12.226 NOT OK
boards -22.506 1.384 -5.932 11.977 OK

cannot charge below 0oC so, the value is way below the recommended. A thermal control system will

be needed.
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5.2 Thermal Control System (TCS)

The ORCASat is a small satellite that receives energy from the Sun through a limited and small

number of solar cells making power one of the main concerns for this mission. Instead of applying a

thermal control system, the team could modify the structure or the satellite’s configuration however, by

the time these results are being studied, the mission is in the final phase of the Preliminary Design

Review (PDR), which means that major changes to the ORCASat’s configuration must be avoided at all

costs.

A thermal control system is classified into passive or active.

A passive thermal control system does not require a power source to maintain the satellite be-

tween the desired temperatures. The most known technique is based on applying paints or coatings to

the satellite’s surface changing its emissivity and absorptivity. By having a surface where the emissivity

is lower than the absorptivity, it is possible to heat the satellite or keep it warm during colder cases (hot

cases should also be analysed after applying black coats/paints as the temperatures reached by the

satellite can increase at a higher rate). Other techniques, as mentioned in [10], involve multi layer insu-

lation surfaces to minimize the temperature gradients by absorbing or reflecting external radiation and

heat dissipation by on-board components via specific radiator surfaces coated with selective thermal

coatings or heat spreaders which conduct the heat from a small spot to larger heat sinks.

An active thermal control system requires a power source. The most common techniques are

heaters and heat pipes triggered by sensors. The first one is based on a device that applies heat loads

when attached to a component in order to maintain its temperature on the desired operational range.

Heaters are, usually, electrical resistances that generate heat through the Joule effect (Eq. 2.35). The

second one is based on fluids that move through sealed tubes. According to [79], the fluid is such that

its boiling point matches the controlled unit temperature range. In the hot end of the tube, the fluid

boils. The vapor expands into the pipe, carrying the heat, and when reaches the cold end, it condenses,

releasing the heat and returns to the initial point, the hot end, to initiate the cycle again (Fig. 5.4).

Figure 5.4: Heat pipe cycle [80]

Passive thermal control systems are more reliable, lighter, cheaper, easy to integrate and don’t re-

quire any kind of power from the satellite so, these were the first being implemented. If the solutions
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adopted are not enough to maintain the integrating sphere, momentum wheel and batteries between

their operational range and no other option exists, an active thermal control system shall be imple-

mented.

The solar panels were considered as black surfaces instead of the usual fiberglass epoxy material

and the anodized aluminum was treated with a black paint as well changing the emissivity value to 0.90

and the absorptivity to 0.95 [71].

To have a better understanding of the changes after applying each thermal control system, these

were applied one at a time. If the temperatures are still outside the operational range, both should be

applied at the same time.

5.2.1 TCS - Black anodized aluminum

The data obtained (Table B.1) shows that the minimum temperature reached during the cold case

for the critical components was raised, approximately, 2oC. Although the momentum wheel and the

integrating sphere were almost between their operational range, the batteries were still way below the

desired value of 0oC. The outer structure is not in contact with a lot of direct radiation as most of its

surface area is under the solar panels which can explain why the temperatures were still very similar.

It is expected that, after applying the black solar panels, the satellite’s average temperature will be

higher comparing to this option.

5.2.2 TCS - Black solar panels

As expected, the temperature of the critical components raised, approximately, 5oC (Table B.2). As

most of the satellite’s outer area is occupied by the solar panels, by having the absorptivity changed in

a higher rate than the emissivity it was possible to maintain the integrating sphere and the momentum

wheel between their operational temperature. The batteries also increased their values however, these

were still below the recommended. Next, both thermal control systems are applied.

5.2.3 TCS - Black anodized aluminum and black solar panels

By applying both TCS, higher values for the minimum temperature through the cold case were ob-

tained (Table 5.8). The thermal cycle of the payload PCB is presented (Fig. 5.5) as an example. Other

components have their thermal cycles presented on appendix B3. The batteries continued outside the

desired temperatures but applying an active thermal control system is a decision that should be avoided

at all costs.

After discussing with both Management, Mech & Thermals and Payload teams and studying other

possible solutions, a new type of batteries with the capability of recharging under -35oC was considered.
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Table 5.8: Thermal results with both TCS

Cold Case Hot Case

Min. [oC] Max. [oC] Min. [oC] Max. [oC]

+X solar cells -18.957 15.916 -4.813 27.444 OK
-X solar cells -23.045 29.497 -5.101 35.049 OK
+Y solar cells -21.827 17.993 -2.184 31.957 OK
-Y solar cells -22.674 16.662 -4.518 28.431 OK
-Z solar cells -23.167 22.599 -5.002 30.780 OK

+X solar panel -18.642 16.685 -4.387 28.471 OK
-X solar panel -21.916 22.282 -3.663 32.871 OK
+Y solar panel -21.605 18.568 -3.674 35.547 OK
-Y solar panel -22.541 16.917 -4.382 28.780 OK
+Z solar panel -18.990 18.864 -3.411 33.313 OK
-Z solar panel -22.149 19.934 -3.869 30.918 OK
outer structure -21.221 19.109 -2.885 31.943 OK

integrating sphere -20.325 18.033 -1.211 30.855 OK
inside structure (payload) -20.683 18.445 -1.705 31.284 OK

inside structure (PCB) -21.238 19.125 -2.151 31.954 OK
ADCS PCB -20.585 19.353 -1.746 32.351 OK
OBC PCB -13.201 16.817 8.058 32.106 OK
TT&C PCB -12.605 15.228 8.719 31.018 OK

payload PCB -14.125 15.641 7.280 31.060 OK
EPS PCB -21.072 18.985 -2.258 32.009 OK

PCB screws -14.978 16.222 6.046 31.620 OK
magnetorquers -21.140 19.065 -2.151 31.954 OK

magnetorquer supports -21.133 19.067 -2.184 31.957 OK
momentum wheel (bracket) -21.216 19.120 -2.625 31.990 OK

air core -15.038 16.539 -2.644 31.997 OK
batteries -21.274 19.120 -2.644 31.997 NOT OK
boards -13.802 16.083 7.510 31.484 OK

5.3 New batteries

The old batteries were lithium-ion from Panasonic charging between 0 and +45oC. The new batteries

are lithium-titanate (Li4Ti5O12). These batteries use lithium-titanate nanocrystals instead of carbon and

are able to recharge at -40oC which is an impressive advancement.

These batteries have a longer life cycle compared to lithium-ion of 3000 to 7000 charge cycles. They

also present higher security, stability and charge faster. One disadvantage is that LTO batteries have

a lower inherent voltage of 2.4V/cell leading to a lower energy density than the conventional lithium-ion

batteries [81].

The values for the recharge efficiency and capacity are presented (Table 5.10) as well as the condi-

tions of the experimental test performed by Hunan Huahui New Energy Co. (Table 5.9).

Table 5.9: Experimental test conditions on lithium-titanate battery cells [82]

Test Conditions

Items Descriptions

Sample models LTO cell 18650 1.3Ah 2.4V
Room temperature [oC] 25 ± 2

Humidity [%] 35-75

Test methods
After the cells are discharged, charge with

constant current and constant voltage
at 25oC / -20oC / -30oC / -35oC / -40oC

It is observed that the LTO batteries can recharge at -40oC but the efficiencies are low. Nevertheless,
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Table 5.10: Experimental test results on lithium-titanate battery cells [82]

Record capacity datas

Test temperature [oC] Recharge efficiency [%] Capacity compared with 25oC [%]

25 100 100
-20 97 88.5
-30 83.6 66.7
-35 62.6 35.7
-40 49.5 15.1

the peaks of temperature with both TCS applied show that the worst cold case happens above -25oC

with an efficiency of, approximately, 97% and a capacity, compare with 25oC, of 88.5%. Thus, this is

a viable solution that must be implemented to the ORCASat, solving the problem related to low battery

temperatures.

This type of batteries is being analyzed and evaluated by NanoRacks to verify if their composition

presents any hazard to the space environment as they were never tested in space and can be toxic

to astronauts on board the ISS. After the Preliminary Design Review presentation, NanoRacks did not

provided any information or conclusions on this matter, being the batteries still under study.

Figure 5.5: Payload PCB thermal cycle
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Chapter 6

Conclusions

This thesis is defined by two main objectives. One, regarding the development of finite element

models allowing the ORCASat’s fundamental frequency calculation and its static behaviour as well as

determining the temperatures reached by the spacecraft while in orbit. Two, regarding the structural

analysis, obtain a validation of the numerical models by performing experimental vibration tests.

In the structural analysis, the satellite is represented by three models being one more complex than

the other. The study was performed by using the program Siemens NX with the solver NX Nastran and

two main boundary conditions were applied - the spacecraft was fixed on the ±X bases or fixed along its

rails - which represent the moment when the satellite is being launched. The three models showed that

the ORCASat is able to maintain its physical integrity during launch being the fundamental frequency

above 90 Hz on both applied situations. With the static study performed on the satellite’s main structure,

composed by the outer structure and 1U brackets with the integrating sphere, it was theoretically verified

that the ORCASat can withstand a force of 1200 N along its length.

While the preparation of the Preliminary Design Review presentation the team was presenting a CAD

model more complex and complete than the third finite element model. The study performed on the

three FEM models was done on this PDR model as well. Initially it was observed that the fundamental

frequency had dropped below 90 Hz however, after analyzing its modal frequencies, respective mode

shapes and changing the constraints the fundamental frequency increased above this value, fulfilling the

requirement.

This thesis is supported by three vibration experimental tests - one at the University of Victoria and

two at the National Research Council. The experimental tests done while the development of this thesis

were performed on the outer ORCASat structure represented by the first finite element model. These

tests have the same purpose, determining the fundamental frequency of the structure, but the method

used was different. The vibration test performed at UVic was done using a shaker as input (free vibration

case) and the one performed at NRC was done using an hammer as input being the system hanged

by wires (free-free vibration case). The first finite element model was adapted to the constraints of

both tests and the validation of this numerical model was successfully obtained for the test performed

at NRC. The UVic test allowed the team to be in touch with experimental instruments and to develop
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the knowledge regarding experimental vibration tests but, unfortunately, the error between the real and

numerical models was too large. Finally, the second experimental test performed at NRC was not done

while the development of this work but is presented as a way of comparison with the third finite element

model. No validation can be extracted from this test but it can be demonstrated that the ORCASat is

likely to have a frequency above 90 Hz.

In the thermal analysis, the third finite element model is placed in orbit using the same program

Siemens NX with the solver NX Space Systems Thermal. The satellite temperatures were obtained at

two opposite cases, the cold case and hot case. Passive thermal control systems were applied and the

spacecraft components temperatures were dragged into the operating range with the exception of the

batteries. By avoiding the development of an active thermal control system due to power restrictions, the

solution was to replace lithium-ion batteries by lithium-titanate. These batteries are still being analyzed

by NanoRacks and the Canadian Space Agency.

To finish, on a structural level, either by numerical or experimental methods, ORCASat has a fun-

damental frequency above 90 Hz and can contain a force of 1200 N, proving that the spacecraft will

survive during and after launch. On a thermal level, although these conditions were only observed from

the numerical method, with many simplifications and adoptions, it is likely that ORCASat will survive the

space environment under the stipulated orbital conditions over the expected lifetime.

All the objectives initially proposed were accomplished.

6.1 Limitations & Assumptions

During the development of this project there were some limitations and assumptions that can be

synthesized and described.

Limitations:

- The processing capacity of the computer available at CfAR was better when compared to a domestic

one, however, this was not enough to have a total convergence of the results for FEM models with a

number of nodes above 1 million as the time required for the simulations increased exponentially;

- There is a lack of documentation and tutorials available for analysis performed using Siemens NX.

Previous studies performed at CfAR related to other satellites such as the ECOSat-III and Homathko

were used as a guide for this project;

- The CAD model provided was not complete;

- The mass of some modelled components could not be compared to the mass of the real ones as

this information was not provided by the suppliers;

- Siemens NX requires several properties to fully characterize the materials implemented on the FEM

model when these are not available in the software. Some properties were not put as the information

was not found;

- On both vibration tests performed at UVic and NRC, the only components available and machined

were the top-cap, bottom-cap, side-panels and rail-panels. The validation of the numerical study was
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limited to the simplest model;

- The team did not have the chance to perform a thermal experimental test to validate the numerical

results obtained using Siemens NX Space Systems Thermal ;

- Due to the lack of time, it was not possible to perform a complex optimization to the FEM model.

Assumptions:

- The surface-to-surface contacts were considered as perfect with zero friction. This could affect the

linear static analysis as well as the vibration analysis results;

- The density of the materials is changed to achieve an equal mass between the numerical and real

model which is a procedure that can influence the results;

- In the thermal analysis, a convergence study is performed however, the model used during this

study is the one with the smallest number of nodes and it is assumed to be correct because of compu-

tational limitations;

- To apply the heat loads it is considered that the power needed for the instruments is the power

dissipated;

- An average value for the optical properties of the different components was computed.

6.2 Recommendations for Future work

After having more components ready, machined and assembled, the first recommendation is to build

a bill of materials with all the standard mechanical, thermal and optical properties of the ORCASat. This

way, the mass between the numerical and the real models can be correctly compared and; the time

needed while the preparation of the .fem files, when assigning the materials, is decreased. Also, this

makes sub-teams use the same values when using different programs like SolidWorks, Siemens NX or

Abaqus. During the development of this thesis, only a few components had their comparison done. Also,

there were some adaptations in the assigned materials because some properties were unknown or their

values varied from source to source.

Structurally:

- Perform an experimental vibration test to a more complete model;

- The experimental test should apply the launch conditions to the model, if possible;

- Perform a complex optimization to the model, if necessary. This thesis only shows an update to the

model in terms of mass, however, an optimization where more parameters are evaluated, such as Young

Modulus and structural dimensions, are important as they approximate the real and numerical models;

- If the team is not willing to perform an optimization, it is advised to apply the mass changes pre-

sented in this thesis to the next finite element models.

Thermally:

- Perform a thermal analysis on the PDR or an up-to-date CAD model;

- Improve the model’s resolution by increasing the number of calculations per orbit and the number

of elements in the mesh;

- Increase the computational resources for a better convergence of the results;
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- After modelling the electrical components, one is able to apply the thermal loads locally instead of

doing it in the lower PCB area while the preparation of the finite element model;

- Although the satellite can survive the space environment, if the LTO batteries are applied, simulate

the thermal model with an active battery heater to raise the minimum cold case temperature above 0oC

and to study the impact of this active thermal control system in the power budget;

- Besides the black paint, the team can investigate other options to raise the minimum temperatures,

such as reducing the conduction in the structural joints or using some sort of insulation, if time allows it;

- Perform an experimental thermal test on the complete model or, at least, on the critical components

such as the payload, batteries and antenna in order to validate the thermal numerical model.

To conclude, besides these recommendations, the team is advised to read this thesis carefully and

use it as a guide for future structural and thermal analysis.
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Appendix A

Dynamic and Static Analysis

(Graphics and Tables)

A.1 Idealization Process

Table A.1: Idealization process on the air-core

air-core

Modes Real Freq. [Hz] Idealized Freq. (1) [Hz] Idealized Freq. (2) [Hz] Idealized Freq. (3) [Hz] Error (1) [%] Error (2) [%] Error (3) [%]

7 158.3 156 144.1 144.7 1.453 8.970 8.591

8 544.6 548.4 505.1 499.7 0.698 7.253 8.245

9 614 616.6 642.1 639.7 0.423 4.577 4.186

10 901.8 916.5 915.2 900.5 1.630 1.486 0.144

11 1037 1037 1007 999.3 0.000 2.893 3.635

12 1178 1179 1192 1186 0.085 1.188 0.679

13 1559 1572 1506 1479 0.834 3.400 5.131

14 1737 1687 1647 1614 2.879 5.181 7.081

15 1886 1799 1857 1817 4.613 1.538 3.659

16 1894 1814 1922 1887 4.224 1.478 0.370

17 1911 1857 1976 1977 2.826 3.401 3.454

18 1934 1889 2057 1986 2.327 6.360 2.689

19 1936 1892 2060 2013 2.273 6.405 3.977

20 2044 1893 2192 2183 7.387 7.241 6.800
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Table A.2: Idealization process on batteries

battery

Modes Real Freq. [Hz] Idealized Freq. [Hz] Error [%]

7 27140 27020 0.442

8 27140 27020 0.442

9 40190 40130 0.149

10 61460 61230 0.374

11 61460 61230 0.374

12 64390 64210 0.280

13 80380 80260 0.149

14 100000 99750 0.250

15 100000 99750 0.250

16 120600 120400 0.166

17 127000 126600 0.315

18 137300 137000 0.218

19 137300 137000 0.218

20 160700 160500 0.124

Table A.3: Idealization process on magnetorquer brackets

magnetorquer brackets

Modes Real Freq. [Hz] Idealized Freq. (1) [Hz] Idealized Freq. (2) [Hz] Error (1) [%] Error (2) [%]

7 9203 9178 10100 0.272 9.747

8 9541 9361 11920 1.887 24.934

9 15670 15560 16490 0.702 5.233

10 18590 19450 21970 4.626 18.182

11 26480 27260 27650 2.946 4.418

12 26700 28040 30440 5.019 14.007

13 29620 29930 32920 1.047 11.141

14 31400 33810 39890 7.675 27.038

15 33180 35620 39900 7.354 20.253

16 42080 42530 49970 1.069 18.750

17 47280 47890 52450 1.290 10.935

18 52630 54610 66830 3.762 26.981

19 65800 67100 72760 1.976 10.578

20 67170 70250 74900 4.585 11.508
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Table A.4: Idealization process on PCB brackets

PCB bracket

Modes Real Freq. [Hz] Idealized Freq. (1) [Hz] Idealized Freq. (2) [Hz] Error (1) [%] Error (2) [%]

7 702.1 690.3 685.4 1.681 2.379

8 1009 971.4 969.6 3.726 3.905

9 1662 1656 1655 0.361 0.421

10 1672 1671 1668 0.060 0.239

11 2253 2247 2238 0.266 0.666

12 2780 2771 2750 0.324 1.079

13 3140 3055 3055 2.707 2.707

14 3192 3193 3170 0.031 0.689

15 3498 3437 3427 1.744 2.030

16 4678 4459 4472 4.681 4.404

17 6021 5991 5988 0.498 0.548

18 6360 6296 6298 1.006 0.975

19 6558 6524 6494 0.518 0.976

20 6746 6732 6718 0.208 0.415

Table A.5: Idealization process on the momentum wheel back part

momentum wheel (back)

Modes Real Freq. [Hz] Idealized Freq. [Hz] Error [%]

7 1600 1534 4.125

8 4466 4327 3.112

9 5163 4979 3.564

10 5163 5003 3.099

11 5370 5571 3.743

12 11640 11240 3.436

13 11830 11550 2.367

14 15260 14480 5.111

15 15610 14970 4.100

16 15620 15050 3.649

17 16160 15150 6.250

18 16160 15470 4.270

19 16320 15510 4.963

20 17730 17090 3.610
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Table A.6: Idealization process on the momentum wheel front part

momentum wheel (front)

Modes Real Freq. [Hz] Idealized Freq. [Hz] Error [%]

7 6116 6077 0.638

8 9242 9231 0.119

9 11180 11160 0.179

10 16270 16230 0.246

11 16270 16230 0.246

12 27970 27840 0.465

13 27970 27850 0.429

14 32380 32180 0.618

15 33080 33000 0.242

16 33130 33080 0.151

17 45380 45300 0.176

18 45380 45310 0.154

19 48600 48560 0.082

20 52720 52660 0.114

Table A.7: Idealization process on the momentum wheel octogonal part

momentum wheel (octogonal)

Modes Real Freq. [Hz] Idealized Freq. [Hz] Error [%]

7 5743 5799 0.975

8 5773 5834 1.057

9 9888 10030 1.436

10 13150 13320 1.293

11 13380 13550 1.271

12 21520 21900 1.766

13 22100 22390 1.312

14 22160 22630 2.121

15 24740 25130 1.576

16 34720 35100 1.094

17 35040 35560 1.484

18 37490 37970 1.280

19 37500 38280 2.080

20 40970 42070 2.685
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Table A.8: Idealization process on the momentum wheel bracket

momentum wheel (bracket)

Modes Real Freq. [Hz] Idealized Freq. (1) [Hz] Idealized Freq. (2) [Hz] Error (1) [%] Error (2) [%]

7 7192 9216 9287 28.142 29.130

8 8895 9947 10290 11.827 15.683

9 13420 15850 15870 18.107 18.256

10 21970 24290 24550 10.560 11.743

11 24630 31360 31300 27.324 27.081

12 29020 33260 33990 14.611 17.126

13 31230 35710 35720 14.345 14.377

14 33650 36410 38150 8.202 13.373

15 35230 44830 44900 27.250 27.448

16 40450 48330 48310 19.481 19.431

17 44190 49150 49660 11.224 12.378

18 45410 51230 52240 12.817 15.041

19 49860 53140 53590 6.578 7.481

20 51150 58150 58420 13.685 14.213

Table A.9: Idealization process on the payload bracket

payload bracket

Modes Real Freq. [Hz] Idealized Freq. [Hz] Error [%]

7 729 714.8 1.948

8 1171 1145 2.220

9 1215 1146 5.679

10 1587 1499 5.545

11 2122 2086 1.697

12 2163 2166 0.139

13 2940 2664 9.388

14 3316 3295 0.633

15 3746 3686 1.602

16 5141 5108 0.642

17 5234 5200 0.650

18 5989 5752 3.957

19 6259 6251 0.128

20 7875 7761 1.448
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Table A.10: Idealization process on the side-panel

side-panel

Modes Real Freq. [Hz] Idealized Freq. [Hz] Error [%]

7 311.8 310.1 0.545

8 368.5 369.9 0.380

9 673.8 669.8 0.594

10 875.6 836.2 4.500

11 879.8 841.9 4.308

12 1150 1151 0.087

13 1154 1156 0.173

14 1460 1460 0.000

15 1793 1780 0.725

16 1839 1825 0.761

17 2006 1995 0.548

18 2357 2314 1.824

19 2516 2510 0.238

20 2662 2575 3.268

Table A.11: Idealization process on the front part of the integrating sphere

integrating sphere (front)

Modes Real Freq. [Hz] Idealized Freq. [Hz] Error [%]

7 3685 3303 10.366

8 3686 3304 10.364

9 10080 8833 12.371

10 10240 8946 12.637

11 15660 14990 4.278

12 15690 15790 0.637

13 17930 18070 0.781

14 18440 18640 1.085

15 20170 18720 7.189

16 20980 19390 7.579

17 21350 20080 5.948

18 21660 20120 7.110

19 22940 20400 11.072

20 23030 20820 9.596
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Table A.12: Idealization process on the integrating sphere bracket

integrating sphere (bracket)

Modes Real Freq. [Hz] Idealized Freq. (1) [Hz] Idealized Freq. (2) [Hz] Error (1) [%] Error (2) [%]

7 1611 1613 1609 0.124 0.124

8 2286 2293 2287 0.306 0.044

9 3929 3922 3918 0.178 0.280

10 4142 4161 4142 0.459 0.000

11 5247 5402 5236 2.954 0.210

12 5460 5469 5457 0.165 0.055

13 6393 6636 6391 3.801 0.031

14 6755 6772 6732 0.252 0.340

15 8492 8470 8423 0.259 0.813

16 9250 9186 9151 0.692 1.070

17 9665 9295 9295 3.828 3.828

18 9881 9778 9773 1.042 1.093

19 11510 11490 11500 0.174 0.087

20 12780 12730 12750 0.391 0.235

A.2 Static Analysis

Table A.13: Static analysis convergence study for force applied on top

Force applied on Top

outer structure [mm] 3.5 3 2.5 2.4 2.3 2.2 2.1 2 1.9 1.8

1U brackets [mm] 3.5 3 2.5 2.4 2.3 2.2 2.1 2 1.9 1.8

integrating-sphere [mm] 3.5 3 2.5 2.4 2.3 2.2 2.1 2 1.9 1.8

number of nodes 213 277 280 775 382 834 409 598 446 983 498 012 526 916 587 807 636 055 726 456

mass [kg] 0.613057 0.612657 0.612536 - - - - 0.612324 - -

stress-elemental [MPa] 10.946 12.27 11.661 11.431 11.276 11.676 11.627 11.88 12.03 11.901

stress-elemental-nodal [MPa] 15.66 15.04 17.33 22.6 24.05 22.87 22.71 22.73 21.8 22.56
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Table A.14: Static analysis convergence study for force applied at the bottom

Force applied at the Bottom

outer structure [mm] 3.5 3 2.5 2.4 2.3 2.2 2.1

1U brackets [mm] 3.5 3 2.5 2.4 2.3 2.2 2.1

integrating-sphere [mm] 3.5 3 2.5 2.4 2.3 2.2 2.1

number of nodes 213 277 280 775 382 834 409 598 446 983 498 012 526 916

mass [kg] 0.613057 0.612657 0.612536 - - - -

stress-elemental [MPa] 10.967 12.3 11.716 11.486 11.336 11.74 11.696

stress-elemental-nodal [MPa] 18.6 20.94 23.84 26.01 27.57 26 27.52

A.3 Experimental tests

Table A.15: Convergence study on the model representing the experimental test performed at UVic

outer structure [mm] 4 3.5 3 2.5 2 1.5

plate [mm] 4 3.5 3 2.5 2 1.5

mass [kg] 0.6002266 0.5999383 0.5996439 0.599526 0.599399 0.5994509

number of nodes 126 626 153 577 197 082 271 000 414 407 751 189

number of elements 60 621 74 573 97 207 139 043 221 667 421 608

mode 1 [Hz] 224.3 221.5 221.2 219.9 219.1 218.1

mode 2 [Hz] 244.3 243.6 243 242.4 241.7 240.7

mode 3 [Hz] 348 345.2 344.7 342.8 341.8 339.9

mode 4 [Hz] 725.9 723.8 721.9 720.5 719 717.7

mode 5 [Hz] 1063 1057 1056 1051 1049 1046

mode 6 [Hz] 1113 1110 1106 1105 1102 1098

mode 7 [Hz] 1260 1255 1251 1246 1243 1239

mode 8 [Hz] 1459 1453 1450 1445 1442 1437

mode 9 [Hz] 1626 1621 1616 1611 1607 1603

mode 10 [Hz] 1747 1742 1736 1732 1727 1723
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Table A.16: Convergence study on the model representing the experimental test performed at NRC

outer structure [mm] 4 3.5 3 2.5 2 1.5

mass [kg] 0.4279078 0.427635 0.4273659 0.4272617 0.427135 0.4271988

number of nodes 123 501 149 843 192 583 262 288 400 167 723 010

number of elements 58 585 72 123 94 273 132 756 211 355 399 517

mode 1 [Hz] 474.4 473.6 472.5 472.1 471.5 470.8

mode 2 [Hz] 576.1 572.6 570.9 569.9 568.7 567.5

mode 3 [Hz] 737.7 729.9 727.3 726.1 724 722.1

mode 4 [Hz] 816.5 816.1 815.2 814.8 813.9 813.2

mode 5 [Hz] 912.6 910.4 908.6 907.5 906.2 905.4

mode 6 [Hz] 1033 1030 1028 1027 1026 1025

mode 7 [Hz] 1220 1216 1211 1207 1204 1201

mode 8 [Hz] 1239 1234 1231 1229 1227 1225

mode 9 [Hz] 1284 1282 1279 1277 1275 1273
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Appendix B

Thermal Analysis (Graphics and

Tables)

B.1 Thermal Model Convergence

A convergence analysis should be done in order to verify that the mesh and number of calculations

per orbit applied will result on reliable data. The difference between doing a convergence analysis in

the vibration/static model and in the thermal model is that the time can go from 1 hour in the vibration

analysis to 2 weeks in the thermal analysis. Not only the number of elements should be changed to know

the adequacy of the mesh but it is important to evaluate if the number of orbital positions to compute the

spacecraft’s temperature is enough to obtain a converged solution [10]. Thus, both parameters should

not be increased at the same time (otherwise the time needed to have a solution would be too long) but

should be increased one at a time.

The first study was based on using a coarse mesh and increasing the number of orbital positions,

evaluating the temperatures at the same time instant and same location in the model - top-cap, exit port

of the integrating sphere and ADCS PCB. The same process was done by increasing the number of

nodes but fixing the number of orbital positions at 6.

The solutions never fully converged but it can be seen that the difference between the values is small

(Fig. B.1 and B.2). Considering this, the thermal analysis was done for a model with 63955 nodes and

6 calculations per orbit.
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Figure B.1: Temperature convergence study fixing the number of nodes and varying the number of

calculations per orbit

Figure B.2: Temperature convergence study fixing the number of calculations per orbit and varying the

number of nodes

If different simulations are being performed but they share the same orbit and mesh, it is possible to

reuse some of the results from one simulation to another by selecting the restart command on the solu-

tion definitions. The calculation of the view factors is the module that takes more time to be computed,

however, if the radiation simulation object, orbital heating, solar heating and radiative heating remain the

same, it is possible to reuse the view factor calculations done on a previous simulation. If at any chance

the number of elements is changed, all the parameters should be calculated again.

The reader is advised to consult the Siemens NX documentation in [83].
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B.2 Thermal Results with Thermal Control System

Table B.1: Thermal results with black anodized aluminum

Cold Case Hot Case

Min. [oC] Max. [oC] Min. [oC] Max. [oC]

+X solar cells -24.334 5.314 -10.775 16.412 OK

-X solar cells -27.986 17.265 -11.183 22.648 OK

+Y solar cells -26.942 6.878 -10.578 25.472 OK

-Y solar cells -27.614 5.811 -10.596 17.154 OK

-Z solar cells -28.091 10.064 -11.062 18.169 OK

+X solar panel -24.057 5.944 -10.410 17.258 OK

-X solar panel -26.952 10.910 -9.858 20.675 OK

+Y solar panel -26.692 7.405 -9.825 22.765 OK

-Y solar panel -27.496 6.029 -10.474 17.445 OK

+Z solar panel -24.511 7.800 -9.442 21.208 OK

-Z solar panel -27.167 8.394 -10.035 18.651 OK

outer structure -26.317 7.908 -9.138 20.088 OK

integrating sphere -25.526 6.992 -7.705 19.172 NOT OK

inside structure (payload) -25.858 7.361 -8.131 19.533 OK

inside structure (PCB) -26.326 7.922 -9.004 20.128 OK

ADCS PCB -25.703 8.180 -8.108 20.494 OK

OBC PCB -19.312 6.523 0.187 20.332 OK

TT&C PCB -18.977 5.060 0.581 19.296 OK

payload PCB -20.259 5.362 -0.623 19.295 OK

EPS PCB -26.179 7.810 -8.596 20.151 OK

PCB screws -20.912 5.926 -1.541 19.827 OK

magnetorquers -26.234 7.863 -8.511 20.096 OK

magnetorquer supports -26.226 7.865 -8.539 20.098 OK

momentum wheel (bracket) -26.304 7.919 -8.913 20.130 NOT OK

air core -20.950 6.251 -1.833 20.027 OK

batteries -26.355 7.917 -8.940 20.138 NOT OK

boards -19.955 5.815 -0.399 19.713 OK
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Table B.2: Thermal results with black solar panels

Cold Case Hot Case

Min. [oC] Max. [oC] Min. [oC] Max. [oC]

+X solar cells -21.181 11.215 -7.964 21.345 OK

-X solar cells -25.147 25.025 -8.394 28.860 OK

+Y solar cells -23.874 13.214 -7.763 33.095 OK

-Y solar cells -24.756 11.815 -7.781 22.144 OK

-Z solar cells -25.229 17.895 -8.247 24.755 OK

+X solar panel -20.887 11.910 -7.576 22.264 OK

-X solar panel -24.039 17.667 -6.985 26.455 OK

+Y solar panel -23.696 13.662 -6.956 29.194 OK

-Y solar panel -24.629 12.054 -7.650 22.465 OK

+Z solar panel -21.048 14.232 -6.613 27.098 OK

-Z solar panel -24.249 15.075 -7.164 24.600 OK

outer structure -23.362 14.078 -6.218 25.344 OK

integrating sphere -22.466 13.074 -4.676 24.365 OK

inside structure (payload) -22.820 13.451 -5.134 24.750 OK

inside structure (PCB) -23.377 14.091 -6.076 25.384 OK

ADCS PCB -22.730 14.330 -5.142 25.749 OK

OBC PCB -15.727 12.317 3.773 25.636 OK

TT&C PCB -15.223 10.757 4.245 24.608 OK

payload PCB -16.661 11.146 2.978 24.597 OK

EPS PCB -23.214 13.962 -5.640 25.407 OK

PCB screws -17.463 11.760 1.963 25.113 OK

magnetorquers -23.270 14.025 -5.547 25.349 OK

magnetorquer supports -23.264 14.028 -5.576 25.352 OK

momentum wheel (bracket) -23.353 14.086 -5.979 25.386 OK

air core -17.493 12.072 1.632 25.301 OK

batteries -23.407 14.085 -6.008 25.393 NOT OK

boards -16.334 11.599 3.198 25.012 OK
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B.3 Thermal Cycles during 5 Orbits

Figure B.3: Integrating Sphere thermal cycle

Figure B.4: ADCS PCB thermal cycle
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Figure B.5: OBC PCB thermal cycle

Figure B.6: TT&C PCB thermal cycle
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Figure B.7: EPS PCB thermal cycle

Figure B.8: Momentum Wheel Bracket thermal cycle
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Figure B.9: Batteries thermal cycle
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