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Abstract—This paper proposes a control strategy to follow time optimal trajectories planned to visit a given set of waypoints in windy conditions. The aerodynamic effects of quadrotors are investigated, with emphasis on blade flapping, induced and parasitic drag. An extended method to identify all the aerodynamic coefficients is developed, and their influence on the performance is analyzed. A computationally efficient three steps approach is suggested to optimize the trajectory, by minimizing aerodynamic drag and jerk while still guaranteeing near optimal results. The derived smooth trajectory is compared with standard discrete point to point followed by low-pass filtering trajectories, showing energetic improvements in thrust and reductions in Euler angles aggressiveness. By exploiting the non-linear aerodynamic effects and using \textit{a priori} trajectory information, a thrust vectoring controller is designed and compared with a classic PID controller, showing an increase in performance by reducing the tracking delay and extending the flight envelope.
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I. INTRODUCTION

Quadrotors are a popular type of Multicopter Unmanned Aerial Vehicles (UAVs) used for applications in which fast and aggressive trajectories on a three dimensional space are required \cite{10}. Application such as surveillance, package delivery or plant monitoring reflect the skills that quadrotors possess to follow predefined trajectories \cite{11}. However, due to a variety of limitations such as maximum thrust, reduced energetic capacity or bounded bank angles, their performance is not efficient and worsens when the wind is present. Planning the trajectory and designing the controller to include information about the wind to increase the quadrotors performance becomes then a natural solution \cite{13}.

The goal of this work is to plan the time optimal trajectory for quadrotors in the presence of constant wind fields. The trajectory is formulated such that \( m \) predefined desirable waypoints are visited, without restrictions in the visiting sequence. The total trajectory time has to be minimized while still maintaining feasibility. Wind influence on the quadrotors dynamics forces the inclusion of aerodynamic effects in the trajectory generation phase and to understand those effects a literature study is required. To control the quadrotor, a state of the art controller needs to be designed, which should minimize the aerodynamic effects and follow the aggressive trajectory efficiently.

Trajectory generation for quadrotors has been studied in several approaches. Smooth point to point trajectories have already been studied with Non Linear Programming (NLP) \cite{14} and using the Pontryagin’s Minimum Principle (PMP) \cite{10, 22}. For multiple waypoints the usual considered approaches are Sequential Convex Programming (SCP) \cite{3} or Quadratic Programming (QP) \cite{21, 26}, extended to Multi Integers Linear Programming (MILP) by \cite{20}. Those approaches aim at minimizing accelerations, jerks or snaps, but disregard wind and assume fixed traveling times. \cite{13} is among the few who include wind in the trajectory, but plans only point to point trajectories. \cite{6} achieve the goal of minimizing the time for multiple waypoints, but fail to the include wind.

Regarding quadrotor control, the typical controllers available are based on classic PID theory \cite{11, 29, 18}. In these approaches the wind is disregarded and treated as a disturbance to be further rejected by the controller. More complex approaches that include aerodynamic effects, such as Feedback Linearization \cite{28} or Integral-Backstepping \cite{2} exist, but are only implemented in simulations. In a further step, \cite{19} considers the trajectory generation in the controller design, using a thrust vectoring approach, but neglects wind. The same approach is used by \cite{23} but without the trajectory information. Extending the work of \cite{19} and \cite{23} seems to be an engaging approach that fulfills the controller requisites.

A general method to achieve the proposed goal is thus absent in literature. Thus, a new approach is proposed, that consists in three linked aspects. The initial aspect of the approach is to address an aerodynamic study in order to understand the three most important effects that influence the quadrotors dynamics: blade flapping, induced and parasitic drag. To complement the study, a contribution is made with an extended method to identify the drag terms and an experiment is performed to validate their influence on the controller performance. The next aspect of the approach is the definition and construction of the time optimal trajectory. The trajectory is defined to be as fast as possible while maintaining the velocity with respect to \textit{(w.r.t.)} the wind below a certain limit such that the wind effects are diminished the most. A method to plan the trajectory is proposed and divided in three steps, so that the process is structurally fast, saving computational time while still guaranteeing near optimal results. The first step is to determine the time optimal sequence of waypoints using a heuristic search algorithm. The second step is to determine the optimal trajectory throughout the waypoint sequence by solving minimizing the jerk. The third step is to ensure that the velocity respects the mentioned limit. The last aspect of the approach is to design a controller optimized to explore the \textit{a priori} information obtained about the wind and the trajectory. A cascade thrust vectoring controller is proposed and compared with a typical PID controller, showing an increase in performance, in particular by reducing tracking delay.

This work is structured as follows. Section II describes the wind and associated aerodynamic effects, the time optimal trajectory is derived in Section III and Section IV presents the quadrotor model and the proposed controller. Section V shows the results, while the conclusion is presented in Section VI.
II. Wind and Aerodynamic Effects

This Section aims at understanding the wind and associated aerodynamic effects in the quadrotor. It starts with a literature review in Section II-A and the following Sections II-B, II-C, II-D, II-E describe individually each effect with importance for this work.

A. Literature Review

Detailed studies on aerodynamic effects are already available in the literature for the case of almost all aircraft types. Even for helicopters, which can be seen as a parent of quadrotors, precise studies have been performed, such as [23] and [16]. In the latest, the aerodynamic properties of rotating blades are studied in detail. However, for the case of small and more recent quadrotors, the literature is more scarce. [11] are one of the firsts who pursue a detailed explanation of all aerodynamic effects for helicopters, which can be seen as a parent of quadrotors.

In the latest, the aerodynamic properties of rotating blades are studied in detail. However, for the case of small and more recent quadrotors, the literature is more scarce. [11] are one of the firsts to consider aerodynamic effects into the model of the quadrotor. There, blade flapping is written differently by using the thrust as the state vector, including blade flapping in the quadrotor model.

The properties of blade theory to better estimate some states of magnitude, rotor linear velocity and airspeed. Recently, [23] uses pitch moments at the blade root, and shifts the thrust vector to flex upwards, while the retrieving blade flexes downwards. In the same velocity w.r.t. the airstream. This causes the advancing blade of the rotor blades. When in translational movement, the tip induced drag, translational drag, profile drag, parasitic drag and its firsts who pursue a detailed explanation of all aerodynamic effects can only bend to a certain angle \( \beta \) when a translational movement w.r.t. the airstream exists. Nevertheless, the blades still have stiff properties, meaning that when they produce produce lift, they produce an associated and proportional drag called induced drag.

To model it, a linear drag coefficient can be introduced as

\[
D_{\text{ind},i} = T_i A_{\text{ind}} v_\infty^P,
\]

with \( A_{\text{ind}} \) constant defined by the induced drag coefficient as

\[
A_{\text{ind}} = \begin{pmatrix} k_{\text{ind}} & 0 & 0 \\ 0 & k_{\text{ind}} & 0 \\ 0 & 0 & 0 \end{pmatrix}.
\]

B. Blade Flapping

Blade Flapping is a phenomena that occurs due to the flexibility of the rotor blades. When in translational movement, the tip advancing and retrieving blades, for each rotor, will not have the same velocity w.r.t. the airstream. This causes the advancing blade to flex upwards, while the retrieving blade flexes downwards. In the literature, it is mentioned that this behavior creates roll and pitch moments at the blade root, and shifts the thrust vector \( T \) by a blade flapping angle \( \beta \). The angle \( \beta \) can be decomposed in two components, parallel and perpendicular to the airstream, as

\[
\beta_i^\parallel = -\frac{\mu_i a_1}{1 - \frac{1}{2} \mu_i^2}, \quad \beta_i^\perp = -\frac{\mu_i a_2}{1 + \frac{1}{2} \mu_i^2},
\]

where \( \mu_i = \frac{v_i}{\omega_i r} \) is the advancing ratio, i.e., the ration between the airspeed projected in the rotor plane (similar to all rotors) and the rotor linear velocity. The constants \( a_1 \) and \( a_2 \) depend on blade properties, with \( a_2 \ll a_1 \), and one can consider that \( \frac{1}{2} \mu_i^2 \ll 1 \) due to the high rotation speed of the rotors [4]. Being so, most authors who describe blade flapping as a drag force due to aerodynamic effects [12] [1] represent it as a function of thrust magnitude, rotor linear velocity and airspeed. Recently, [23] uses the properties of blade theory to better estimate some states of the state vector, including blade flapping in the quadrotor model.

There, blade flapping is written differently by using the thrust as a function of the rotor angular speed with \( T_i = k_T \omega_i^2 \), leading to

\[
D_{\text{flap},i} = \bar{\omega}_i A_{\text{flap}}' v_\infty^P
\]

with \( A_{\text{flap}}' \) a constant matrix given by

\[
A_{\text{flap}}' = \begin{pmatrix} a_{1} k_T & a_{2} k_T & 0 \\ -a_{2} k_T & a_{1} k_T & 0 \\ 0 & 0 & 0 \end{pmatrix} = \begin{pmatrix} a_1' & a_2' & 0 \\ -a_2' & a_1' & 0 \\ 0 & 0 & 0 \end{pmatrix}.
\]

C. Induced Drag

As discussed above, the blades are flexible, meaning that they can only bend to a certain angle \( \beta \) when a translational movement w.r.t. the airstream exists. Nevertheless, the blades still have stiff properties, meaning that when they produce lift, they produce an associated and proportional drag called induced drag.

To model it, a linear drag coefficient can be introduced as

\[
D_{\text{ind},i} = T_i A_{\text{ind}} v_\infty^P,
\]

with \( A_{\text{ind}} \) constant defined by the induced drag coefficient as

\[
A_{\text{ind}} = \begin{pmatrix} k_{\text{ind}} & 0 & 0 \\ 0 & k_{\text{ind}} & 0 \\ 0 & 0 & 0 \end{pmatrix}.
\]

D. Lumped Drag Coefficient

The formulas obtained for blade flapping and induced drag are w.r.t. one rotor. In the final model the four rotors should be added. For the induced drag it corresponds to linearly add the thrust of each motor, as \( \sum_{i=1}^{4} T_i = T \). In [18], the sum of all rotation speeds is found to be approximately constant during flights of near hovering thrust, leading to the blade flapping drag as

\[
D_{\text{flap}} = T h A_{\text{flap}}'' v_\infty^P
\]

with \( T h A_{\text{flap}}'' \approx \sum_{i=1}^{4} \bar{\omega}_i A_{\text{flap}}' v_\infty^P \) a constant matrix and \( T h \) the hovering thrust. When comparing with the drag caused by blade flapping and induced drag, it can be seen that the expressions are similar. Thus, it is possible to lump these two drag forces into only one, and obtain a drag force due to the mixed flexibility and stiffness of the blade propellers as

\[
D_{\text{bla}} = T A_{\text{bla}} v_\infty^P
\]

with \( A_{\text{bla}} \) constant defined by the lumped drag coefficient as

\[
A_{\text{bla}} = \begin{pmatrix} a_{bla} & 0 & 0 \\ 0 & a_{bla} & 0 \\ 0 & 0 & 0 \end{pmatrix} \approx \begin{pmatrix} \sum_{i=1}^{4} \omega_i a_1^i + k_{\text{ind}} & \sum_{i=1}^{4} \omega_i a_2^i \\ -\sum_{i=1}^{4} \omega_i a_2^i & \sum_{i=1}^{4} \omega_i a_1^i + k_{\text{ind}} \\ 0 & 0 \end{pmatrix}.
\]

E. Parasitic Drag

Parasitic Drag is caused by the non-lifting surfaces of the quadrotor in a translational movement. It must be considered when high velocities, usually greater that 10 [m/s] [4], are in question, as it is proportional to the square of the velocity and the parasitic drag coefficient by

\[
D_{\text{par}} = k_{\text{par}} ||v_\infty|| v_\infty.
\]

In environments where the wind and ground speeds are opposite, relatively big airspeeds will appear. Thus, the parasitic drag is of utmost importance in the trajectory generation phase, providing information on which direction to follow in order to minimize the global drag forces to optimize the trajectory.
III. Time Optimal Trajectory

The problem addressed in this Section is to determine the time optimal trajectory that covers multiple waypoints. The problem is defined by \( n \) waypoints distributed around the quadrotor, and there are no restrictions either in time or space. Nevertheless, the objective is to minimize the trajectory time and thus some inherent restrictions have to be weighed, which are mainly imposed by the drag forces that were studied in Section II and by the quadrotor dynamics so that the controller to be designed in Section IV follows the time optimal trajectory in an efficient manner.

In order to solve the time optimal problem, two approaches can be considered. One approach is to consider the problem as a global one, i.e., to put all objectives and constraints into a global optimization problem. However, this optimization problem would be too complex to process within an acceptable time for online applications. Therefore, a second approach that separates the problem into three smaller problems, or steps, will be considered.

The first smaller problem is to estimate the optimal sequence of waypoints and it will be addressed in Section III-A. To do so, geometric trajectory definitions can be used, including constraints related with wind, but not including the vehicles dynamics. The second smaller problem, solved in Section III-B, is to determine the optimal trajectory between each of the sequential waypoints, and can be solved using a Quadratic Programming (QP) approach. The third smaller problem of the time optimal trajectory planning is to adapt the QP problem solution so that the airspeed magnitude requirement is fulfilled, and it is covered in Section III-C.

A. Optimal Sequencing

When determining the optimal trajectory sequence a geometric approach will be used that includes wind information. Although this approach can be considered simple, it can critically reduce the computational time for this step in the trajectory generation process, and lend time to the more complex one. If this step is not considered, instead of having just one second smaller problem, there would be \( n! \), increasing factorially the processing time. This would push the selecting process towards the final third step.

The possible trajectories are thus restrained to line segments, circles and splines [5] or to B-splines [21]. Another geometrical approach is to consider vector fields such as in [30]. Since the goal lies in selecting the optimal sequence, the complexity of the trajectory does not need to be significant, and straight lines will be used. In Section III-A1 it will be seen that in constant wind fields a straight line is the correct approach and in Section III-A2 the solution of the optimal sequencing problem will be obtained.

1) The Zermelo’s Problem: Line segments are a direct geometric solution but they can also be considered as a simplification of the Zermelo’s problem [8]. In the original Zermelo’s problem a sea current (analogue to wind velocity) pushes the ship directional velocity. The current is dependent on the ship position and the trajectory is modeled in state-space formulation as

\[
\dot{x}(t) = V \cos(\chi), \quad \dot{y}(t) = V \sin(\chi), \quad \dot{\chi}(t) = V_\infty \sin(\pi) + u(x, y),
\]

(III.1)

where \( V \) is the constant velocity of the ship. The states \( x \) and \( y \) are the position that defines part of the trajectory, while \( \chi \) defines the course angle. The inputs are the current velocities \( u \) and \( v \) in the \( x \) and \( y \) direction respectively. This theory was firstly introduced in the quadrotors field by [13] but not in constant wind fields. Using the Pontryagin’s Minimum Principle [24] to optimize the trajectory time \( T \) the cost function becomes

\[
\min T = \min \int_0^T 1 \, dt.
\]

(III.2)

In the case that the current (or wind) is constant then it can be proven that the solution of Equation (III.2) results in a constant \( \chi \), showing that the optimal trajectories are in fact straight lines. With \( m \) waypoints, there are \( m! \) possible waypoint sequences. For each possible sequence, the \( \chi \), \( V \) and \( T \) are determined. It is evident that depending on the geometry of the waypoints and on the wind velocity, different trajectory times will result.

2) The Traveling Salesman Problem: The Traveling Salesman Problem (TSP) is a well known \( NP \)-hard problem in the Artificial Intelligence field [15]. It aims at determining the optimal sequence between \( m \) cities that a salesman has to cover, with no restrictions on each city to visit first, and is analogue to our problem.

To solve the TSP several approaches can be considered. One is to evaluate all possible sequences and check which one is the best. Another is to write the problem in an Integer Linear Programming (ILP) formulation and numerically solve it. One last approach is to use search algorithms to incrementally extend the sequence until the least costing solution is found.

The first approach works well in both computational time and memory for small \( m \), but when \( m \) increases the dimension increases by \( O(m!) \). The ILP formulation as a comparable computational complexity has the search algorithms, but it is slower. Therefore, the problem was solved using search algorithms.

Search Algorithm for the TSP: To solve the optimal sequence an \( A^* \) informed search algorithm is used. The heuristic function used is not admissible, since it may happen that it overestimates the true cost of the goal, and is given by

\[
h_2(i) = K_{heu}(m - i)T_{ave},
\]

(III.3)

where \( T_{ave} \) is the average traveling time between two nodes and \( K_{heu} \) is a constant, with \( 0 < K_{heu} \leq 1 \). This approach is not optimal, but the solutions are still acceptable. This is due to the fact that in waypoint navigation usually there is a nice distribution of the waypoints. The constant \( K_{heu} \) allows to tune the degree of optimality in contrast with the computational times. For a small \( K_{heu} \) the importance of the heuristic decreases and the performance gets similar to uniform search. For a big \( K_{heu} \) the performance moves towards a greedy best-first search.

B. Quadratic Programming

After determining the optimal sequence of waypoints, the next problem step is to determine the trajectory between each one of the waypoints. It is possible to obtain the trajectory by solving a QP problem [19, 20, 26, 6] or using the Pontryagin’s Minimum Principle [10, 22]. Other approaches are discretizing the model [14] or discretizing the trajectory [3]. QP was considered due to its mathematical simplicity which leads to a general capability,
since the solutions can be extrapolated to multiple goals (minimizing the velocity, acceleration, jerk or snap) within the same framework. Moreover, the precision in the polynomials and continuity in the derivatives can be guaranteed as far as wanted.

1) Trajectory Definition: There is a special class of systems, called Differentially Flat systems, for which there is an one-to-one correspondence between trajectories of a set of “flat outputs” and the full state space and inputs. This means that the trajectory can be defined in output space, and then mapped algebraically to the state and input space. These type of systems were introduced in [9] and are well suited for trajectory definition and generation. For quadrotors the flat outputs are usually [30, 19] chosen as

\[ r_T(t) = \begin{bmatrix} r_{T_x}(t) & r_{T_y}(t) & r_{T_z}(t) & \psi_T(t) \end{bmatrix}^T. \]  

(III.4)

A proof that quadrotors are differentially flat can be found in [30], without considering aerodynamic drag. Considering a general direction on \( r_T(t) \), furthermore referred as \( \sigma_T(t) \), then \( m \) trajectories between the origin and each one of the \( m \) waypoints can be defined as a \( n \) order time polynomial such that

\[
\sigma_T(t) = \begin{cases} 
 c_{10} + c_{11}t + c_{12}t^2 + \cdots + c_{1n}t^n & 0 \leq t \leq T_1 \\
 c_{20} + c_{21}t + c_{22}t^2 + \cdots + c_{2n}t^n & 0 \leq t \leq T_2 \\
 \vdots \\
 c_{m0} + c_{m1}t + c_{m2}t^2 + \cdots + c_{mn}t^n & 0 \leq t \leq T_m 
\end{cases} 
\]

(III.5)

and the derivatives of the time position given by

\[
\frac{d^k\sigma_T(t_i)}{dt^k} = \sum_{j=0}^{n-k} \frac{(k+j)!}{j!} c_{i(k+j)}t_i^j 
\]

(III.6)

2) Creating the Quadratic Programming Optimization Problem: The QP optimization problem is formulated to minimize or maximize the cost \( J \) of the vector \( c \) as

\[
\min \ J(c) = \frac{1}{2} c^T H c + f^T c \quad \text{subjected to} \quad A_{in}c \leq b_{in} \quad \text{and} \quad A_{eq}c = b_{eq}
\]

(III.7)

where \( H \) is a symmetrical matrix reflecting the quadratic form of the problem and \( f \) is a vector reflecting the linear one. The objective function can be formulated as a function of the \( k \) derivative of the position [19, 20], a sum of different derivatives [26] or the Boor control points for the B-Spline [6]. If the objective is to minimize the power of a general derivative of the position then it can be formulated as

\[
\sigma^*_T(t) = \min \int_0^T \sum_{i=1}^4 K_i \left( \frac{d^k\sigma_T(t)}{dt^k} \right)^2 dt
\]

(III.8)

with \( K_i \) a constant to turn the integral dimensionless. Since the trajectories are decoupled in all directions, the above can be seen as four different optimization problems, with \( c \) the vector with the concatenation of the referred \( c_{ij} \). The waypoints are related by imposing constraints in the continuity up until the \( p \) derivative of the position, constraints to be imposed by \( A_{eq} \) and \( b_{eq} \). Maximum or minimum values for acceptable velocities, accelerations, jerks or snaps can be imposed using \( A_{in} \) or \( b_{in} \). However, minimizing a derivative of the position is already indirectly imposing acceptable trajectories, and in this work the inequality constraint is neglected.

3) What Derivative to Minimize?: Minimizing aerodynamic drag is the same as minimizing the power of the velocity w.r.t. the wind. In constant wind fields, it can be proven that this is the same as minimizing the overall velocity, which is contradictory to achieve the goal of minimizing the trajectory time, and thus the first position derivative was not considered. Minimizing the following position derivatives powers, which have influence on the quadrotors dynamics (see Equation (IV.7)), is then proposed.

- Acceleration is the simplest, but most naïve to define as the goal, since it will imply the less possible thrust, thus constraining excessively the aggressiveness of the trajectory. Smooth trajectories are desirable, but with some aggressiveness to explore the time optimal possible trajectory, which is acceptable due to the thrust vectoring controller to be proposed in Section [V-D].

- Jerk is a better representative of the aggressiveness of the true system inputs [22] and, like the acceleration, has a direct link with thrust. Moreover [10] affirm that maintaining constraints on the acceleration and jerk leads to a continuous thrust during the maneuver, which is then supported by [6] when affirming that constraints on jerk are necessary for a smooth trajectory.

- Snap trajectories have also been proven effective to generate quadrotor trajectories [26], due to the linkage in the motors commands and body rate derivatives. The same says [21] and supports it with a study of human movement.

In this work, minimizing the power of jerk was defined as the goal, since it can balance all the aspects discussed before. Moreover, minimizing the jerk relates with minimizing the variation in the acceleration that is linked to the Euler angles caused by drag.

4) Degree of the Polynomial and Constraints: The degree of the polynomial was set to \( n = 5 \) so that there are still sufficient coefficients when minimizing the jerk power. Continuity constraints were imposed until \( p = 2 \), to guarantee continuity at least until the second derivative of the position, the acceleration.

5) Optimal Times: The time segments \( T_1, T_2 \) to \( T_m \) are constants and the optimization process is solved using the expected times obtained when solving the TSP problem. However, those times can be adapted, thus reducing the overall cost \( J \) while maintaining the total trajectory time \( T \). Thus, an iterative process to optimize the time segments with a gradient descent method using a backtracking line search was used [19].

C. Constraint on the Maximum Velocity

At this point, the total time optimal trajectory time \( T \) is an estimate given by solving the TSP, meaning that the resulting maximum velocity of the QP problem can be greater or smaller than \( V_{lim} \) in some time intervals. Due to the non dimensional spatial property included by construction in the QP formulation, a new loop can be performed, by incrementally giving or taking more time to \( T \), without the need to solve the QP problem again. By doing this, the velocity is guaranteed to respect \( V_{lim} \) so that the parasitic drag is minimized.
IV. THRUST VECTORING CONTROLLER

From the two previous Sections II and III it is known that the quadrotor dynamics are linked to aerodynamic effects and trajectory dynamics. In this Section, the model of the quadrotor will be obtained, in Section IV-A and the quadrotor used in this work will be presented, in Section IV-B Paparazzi UAV, which uses a PID controller, is an open-source platform for UAV development that will be used as framework for this work, and will be analyzed in Section IV-C. However, the time optimal trajectory information and the aerodynamic effects can be used in an optimal way using a proposed thrust vectoring controller approach, to be following presented in Section IV-D.

A. Model of the Quadrotor

The configuration of a typical quadrotor consists of four rigid blade propeller motors mounted in a “+” or “×” pairwise symmetrical counter-rotating fashion, and attached to the quadrotor rigid body as it can be seen in Figure IV.1.

1) Frames of Reference and other Formalisms: The quadrotor center of mass is B with mass m and inertia matrix J. The inertial world frame of reference is \( W = \{ O, x^W, y^W, z^W \} \) and the frame attached to the quadrotor, the body frame of reference, is \( B = \{ B, x^B, y^B, z^B \} \). To represent the relative frame orientation a rotation matrix from \( B \) to \( W \) is used, defined as \( R^W_B = R^R | x | y | z \cdot R_W \cdot R_x = R \). The inverse rotation is \( R^B_W = (R^W_B)^{-1} = (R^W_B)^\top \). \( R_B \) is composed of three consecutive Z - Y - X rotations of the Euler angles yaw, pitch and roll, such that

\[
R^B_W = \begin{pmatrix}
\cos \psi \cos \phi & \sin \psi & -\cos \psi \sin \phi \\
\cos \psi \sin \phi & \cos \phi & \sin \psi \cos \phi \\
\sin \psi & -\sin \phi & \cos \psi 
\end{pmatrix} \cdot \begin{pmatrix}
\cos \phi \cos \theta & \sin \phi \cos \theta & -\sin \theta \\
\sin \phi & -\cos \phi & 0 \\
\cos \phi \sin \theta & \sin \phi \sin \theta & \cos \theta 
\end{pmatrix} \cdot \begin{pmatrix}
1 & 0 & 0 \\
0 & \cos \theta & \sin \theta \\
0 & -\sin \theta & \cos \theta 
\end{pmatrix}.
\] (IV.1)

The canonical basis of \( \mathbb{R}^3 \) is \( \{ e_1, e_2, e_3 \} \). The quadrotor position, velocity and acceleration, in the inertial frame, are \( r \), \( \dot{r} \) and \( \ddot{r} \) while the wind velocity is \( v_w \). The angular velocity, measured in the body frame, is \( \omega = [ p \ q \ r ]^\top \). The Euclidean norm is \( |a| := \sqrt{a_1^2 + a_2^2 + a_3^2} \), the dot-product is \( a \cdot b := a_1 b_1 + a_2 b_2 + a_3 b_3 \) and the notation \( a \times b \) relates to the skew-symmetric matrix associated with the cross-product.

2) Motor Dynamics: The motors are symmetrically attached to \( B \) at a distance of \( l_i = (l_{x,i} \ l_{y,i} \ 0)^\top \). The motors dynamics are assumed relatively fast when compared to the rigid body dynamics and aerodynamics effects, so they can be neglected. Considering the body frame \( B \), each rotor rotating at \( \dot{\omega}_i \) generates a thrust \( F_{T,i} = T_i e_3 \), with \( T_i = k_t \omega_i^2 \), and an aerodynamic torque \( T_i = \lambda_i k_t \dot{\omega}_i^2 \). The thrust and torque constants, \( k_t \) and \( k_r \), depend on blade properties and the \( \lambda_i \) constant depends on the direction of rotation of the blade (\( \lambda_i = 1 \) for clockwise and \( \lambda_i = -1 \) for counterclockwise).

3) Dynamic Model: The dynamic model of the quadrotor, which represents the Newton-Euler equations, is given by

\[
\begin{align*}
\dot{m} \ddot{r} &= R \sum_{i=1}^{4} F_i - mg e_3 + F_{aero} \\
\dot{R} &= R \omega \times \\
J \ddot{\omega} &= -\omega \times J \omega + \sum_{i=1}^{4}(\dot{T}_i + I_i \times F_i) + T_{aero}
\end{align*}
\] (IV.2)

All forces acting on the quadrotor, except for \( F_{aero} \), are the sum of the thrust and blade flapping and induced drag, lumped in one drag force as in Equation (II.5). Thus

\[
\sum_{i=1}^{4} F_i = \sum_{i=1}^{4}(F_{T,i} + D_{bla,i}) = T e_3 + \sum_{i=1}^{4} T_i A_{bla} v_{\infty,i}^P. \quad (IV.3)
\]

The aerodynamic force is the parasitical drag force given by \( F_{aero} = D_{par} = k_{par} \|v_{\infty}\| v_{\infty} = k_{par} \|\dot{r} - v_w\| (\dot{r} - v_w) \). (IV.4)

The torque terms are

\[
\sum_{i=1}^{4}(\dot{T}_i + I_i \times F_i) = \sum_{i=1}^{4} T_i \dot{I}_i + A_{bla} v_{\infty,i}^P. \quad (IV.5)
\]

Assuming that the external aerodynamic forces cause no torque on the quadrotor then

\[
T_{aero} \approx 0. \quad (IV.6)
\]

Finally, the full system can be written, with manipulated inputs given by the rotors thrust and torque as

\[
\begin{align*}
\dot{m} \ddot{r} &= TR e_3 - mg e_3 + TRA_{bla} (\dot{r} - v_w) + k_{par} \|\dot{r} - v_w\| (\dot{r} - v_w) \\
R &= R \omega \times \\
J \dot{\omega} &= -\omega \times J \omega + T
\end{align*}
\] (IV.7)

where the thrust magnitude \( T \) and torque vector \( T \) relation with the angular velocity of the blade propellers is represented as

\[
\begin{pmatrix}
\dot{r} \\
\ddot{r}
\end{pmatrix} = \begin{pmatrix}
k_T & k_T & k_T & k_T \\
k_l y & k_T y & -k_T l_y & -k_T l_y \\
-k_T l_y & k_l x & k_T x & -k_T l_x \\
k_T l_x & -k_T x & -k_l x & -k_T x
\end{pmatrix} \begin{pmatrix}
\omega_1^2 \\
\omega_2^2 \\
\omega_3^2 \\
\omega_4^2
\end{pmatrix}. \quad (IV.8)
\]

B. Parrot Bebop

The quadrotor used in this work is the Parrot Bebop (see Figure IV.2), a commercially available quadrotor widely used at TUDelft as a research platform. It uses a “×” motor configuration and has features that are adequate for the work at hand: resistant structure, also protected by side bumpers to increase safety; lightweight; powerful dual-core CPU; and wide variety of sensors.

http://www.parrot.com/products/bebop-drone/
The Paparazzi UAV is an open-source platform firstly conceived as a tool for development of standard fixed-wing UAVs. It incorporates a standard reference generator and PID quadrotor controller with whom the performances will be compared. The current controllers (see Figure IV.3) have a traditional separation between the vertical and horizontal movement, and thus two main and independent control loops are usually implemented.

![Diagram of a standard controller](image1)

**Figure IV.3: Illustration of a standard controller.**

1) **Control Loops in Paparazzi:** Both control loops inputs are discrete values of waypoints. The reference generators create discrete point to point trajectory steps followed by second order low-pass filtering, used so that there are no aggressive requests of velocity and acceleration. The reference generators will be further referred as the standard low-pass filtering case. The vertical and lateral controllers are typical PID controllers, with feedback action for the position and velocity, and feedforward action for the acceleration. The stabilization controller currently implemented uses an Incremental Non-Linear Dynamic Inversion (INDI).

2) **Incremental Non-Linear Dynamic Inversion:** The INDI controller is an attitude based controller developed by [27] for the Parrot Bebop. It increases the controller robustness as it calculates increments in the control action based solely in the desirable increment in the angular acceleration, avoiding problems with unmodeled dynamics. The inclusion of an optimal trajectory generator and the thrust vectoring controller, together with the INDI is thus a major step towards an optimal quadrotor controller.

D. **New Controller Approach**

The loops separation will impose a natural oscillatory behavior by the exchange in vertical and horizontal performance. Moreover, in the usual PID controllers there is no information about the aerodynamic effects, manly composed of drag terms, and critically affected by wind. For these reasons, the performance of the current controller is not optimal. Thus, it is proposed the replacement of the first two outer loops by a single one, which weights both the vertical and horizontal movement at the same time. The current reference generator is replaced by the equations discussed in Section III, meaning that there will be optimal trajectories, which minimize the jerk power. A priori information of the trajectory is used so that there is no theoretical delay. Moreover, a thrust vectoring implementation allows to determine the desirable orientation of the quadrotor so that the thrust vector is aligned with the desired force. The stabilization controller based on the INDI implementation is also used.

1) **Thrust Vectoring Equations:** The proposed controller was inspired by [19], but divergences exist. Extending the PID approach to incorporate aerodynamic effects one has

\[
F_T = K_p e_p + K_{vi} \int_0^{\Delta t} e_p \, dt + K_v e_v + K_a e_a + mgz^w + m \ddot{r} + T R A_{\text{alu}} R^T (\dot{r} - v_w) + k_{par} \| \dot{r} - v_w \| (\dot{r} - v_w)
\]

(IV.9)

with \( F_T \) the desirable thrust. Equation (IV.9) shows the first divergence with [19], since here the drag terms are accounted, whereas they neglect them. The desirable orientation of the quadrotor \( z^B \) axis is given by

\[
z_B^T = \frac{F_T}{\|F_T\|}
\]

(IV.10)

With the desirable yaw angle one can derive the intermediate \( x^\psi \) orientation of the first reference frame rotation, given by

\[
x_T^\psi = R_T e_1 = \begin{bmatrix} \cos(\psi_T) & \sin(\psi_T) & 0 \end{bmatrix}^T
\]

(IV.11)

The desirable orientation of the quadrotor \( y_T^B \) axis can be obtained considering the orthogonality property of the axes

\[
y_T^B = \frac{z_B^T \times x_T^\psi}{\|z_B^T \times x_T^\psi\|}
\]

(IV.12)

and the desirable orientation of the quadrotor \( x_T^B \) axis is

\[
x_T^B = y_T^B \times z_T^B.
\]

(IV.13)

Equation (IV.12) is only valid if \( z_T^B \times x_T^\psi \neq 0 \) meaning that the axes are not collinear. The three axes define the desirable rotation matrix in the same way as in Equation (IV.1) as

\[
R_T = \begin{bmatrix} x_T^B & y_T^B & z_T^B \end{bmatrix}
\]

(IV.14)

and the other desirable Euler angles can finally be obtained using

\[
\begin{align*}
\phi_T &= \begin{pmatrix} \cot 2(R_T,_{32}, R_T,_{33}) \end{pmatrix} \\
\theta_T &= \begin{pmatrix} \cot 2(-R_T,_{31}, R_T,_{32}, R_T,_{33}) \end{pmatrix}
\end{align*}
\]

(IV.15)

Equation (IV.13) shows the other major divergence from [19], since here the angles are computed from the rotation matrix and inputted to the INDI stabilizer. The proposed approach is less subjected to measurement errors, since the tracking of the angles is made directly through the INDI stabilizer, instead of propagating the error throughout a rotation matrix.

Finally, the desirable thrust magnitude can be obtained by projecting the desirable thrust into the quadrotor \( z_T^B \) axis

\[
T_T = F_T \cdot z_T^B
\]

(IV.16)
2) Three Stages Cascade Controller: With the equations derived in Section V-D1, together with the equations derived from Section II and including the INDI stabilizer, the block diagram of the proposed three stages cascade controller can be represented.

![Figure IV.4: Illustration of the proposed Cascade Controller.](image)

V. RESULTS

In this Section the results of the work in hands will be analyzed. In Section V-A the lumped and parasitic drag coefficients are identified and their influence on the controller is shown in Section V-B. In Section V-C the time optimal trajectory generation is compared versus a standard reference generator. In Section V-D the thrust vectoring controller is compared with a PID controller.

A. Identification of the Drag Coefficients

In order to determine the coefficients related with aerodynamic properties of the quadrotor, lumped $a_{bla}$ and parasitic $k_{par}$ drag coefficients defined in Section II a set of flight tests were done.

1) Proposed Identification Equations: [23] proposed a method to obtain the lumped drag coefficient based on the measures of the acceleration and the velocity in body coordinates. Extending their work, an approach to obtain the second order drag coefficient is proposed. To do so, Equation (IV.7) was used, and the movement of the quadrotor was constrained to the $x$ axis direction, which allows some crucial simplifications. Assuming equilibrium of forces, using the small angles approximation for $\theta$ and assuming that $T_{a_{bla}} \theta < < T - mg$ leads to the equation in the $x$ axis as

$$m \ddot{x} = mg \theta + m g a_{bla} v_x + k_{par} \|v_x\| v_x = m g \theta + D_x \ , \quad (V.1)$$

showing a direct correspondence between velocity, acceleration and pitch angle that allows to obtain the desired coefficients by means of a statistic fitting. From every measure $i$ of the $N$ collected flight data the specific drag force was determined as

$$d_{x,i} := \frac{D_{x,i}}{m} = a_{x,i} - g \theta_i \left[ \frac{m}{s^2} \right] \quad (V.2)$$

and a linear Least Squares (LS) fitting was used with cost

$$J = \sum_{i=1}^{N} \left( d_{x,i} - \hat{d}_{x,i}(v_x,i) \right)^2 = \sum_{i=1}^{N} \left( d_{x,i} - g \hat{a}_{bla} v_x,i - \frac{\hat{k}_{par}}{m} \|v_x,i\| v_x,i \right)^2 . \quad (V.3)$$

2) Methodology: For the experimental tests, the tracking position was set to be a ramp, resulting in a step in velocity and null acceleration. Since drag forces exist, an expected pitch angle can be computed. Due to the space limitations in the test arena, $V_T$ was varied in the set $V_T \in \{0.5, 1.0, 1.5, \ldots, 4.0\} \ [m/s].$

3) Results - Identification of the Drag Coefficients: For each $V_T$, seven flights were performed. The results of the LS fitting can be seen in Figure V.1 with the identified coefficients

$$\hat{a}_{bla} = -0.0476 \left[ \frac{s}{m} \right] , \quad \hat{k}_{par} = -0.0036 \left[ \frac{kg}{m} \right] .$$

The results indicate that in fact there is a linear term causing drag due to the velocity. However, the influence of the identified second order drag is too small when compared to the linear term, thus validating the assumption that second order drag can be neglected when flying at relatively slow speeds below 10 [m/s]. From the evaluation of the drag coefficients one can derive the necessary pitch angle to compensate for the drag in steady flight, which can be seen in Figure V.1.

![Figure V.1: LS fitting to obtain the drag coefficients (left) and necessary pitch angle to compensate for the drag force (right).](image)

B. Influence of the Lumped Drag Coefficient in the Controller

To see the influence of the lumped drag coefficient two controllers were used, that differ only in Equation (IV.9). The manipulated variable was thus $a_{bla}$, with $a_{bla} = -0.0476 \vee a_{bla} = 0$ [s/m]. The parasitic drag coefficient was neglected for both.

1) Results - Influence of the Lumped Drag Coefficient: Figure V.2 shows that the velocity response is faster when the drag term is accounted. For $V_T = 4$ [m/s] the quadrotor is not able to get to the goal due to space limitations but still the response is faster. The velocity is higher than the desirable due to the position error.

![Figure V.2: Velocity for $V_T = 2 \vee V_T = 4$ [m/s].](image)

Figure V.3 shows the position error, which is smaller when the drag term is accounted, by almost 0.5 meters. Concluding, these Figures show that for small velocities (smaller than 10 [m/s]) the linear drag is relevant, thus sustaining the hypothesis that the drag terms should have a significant influence in the controller design.

![Figure V.3: Position error for $V_T = 2 \vee V_T = 4$ [m/s].](image)
C. Reference Generator Comparison

This Section aims at comparing the performance of a standard trajectory generator, that uses a second order low-pass filter, versus the proposed optimal reference generator. Therefore, the difference in the two controllers is only in the first stage, the reference generator. The trajectory selected consists of \( m = 8 \) equally distributed waypoints and the limit velocity is set to \( V_{lim} = 1 \) [m/s]. The quadrotor starts at \((x, y) = (-2, 2)\) [m].

1) Results - Reference Generator: The optimal trajectory, seen in Figure V.4 is smooth and natural, which qualitatively validates the optimal reference generator, whereas the standard trajectory consists of straight lines with some overshoot after the waypoints.

\[
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Figure V.4: Comparison of the 2D trajectory.

Velocity magnitude: In Figure V.5 it is shown the time evolution of the velocity magnitude. In both approaches, the total trajectory time is approximately the same, i.e., \( T = 27 \) [s]. One can see the velocity constraint \( V_{lim} = 1 \) [m/s] to be respected for almost all time instants. The standard reference generator makes the velocity behavior similar between each waypoint and the velocity profile is in a sawtooth wave fashion. For the optimal trajectory the velocity profile behavior is much smoother and natural, in particular with less variations.
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Figure V.5: Comparison of the velocities magnitudes.

Euler angles: The velocities contrasts have influence on the accelerations and thus on the Euler angles, which can be seen in Figure V.6. The Figure shows a clear difference in the results of both references generators, since the angles are bigger and more aggressive for the standard low-pass filter case, whereas in the optimal case the angles are smoother. A save in angles variation of 50 [%] is achieved for optimal trajectory generator.

\[
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Figure V.6: Comparison of the Euler angles (\( \phi \) left and \( \theta \) right).

Thrust: Eventually the summed effects of the velocities, accelerations and angles have influence in the energetic performance. As discussed in Section III.B3 it was chosen to minimize jerk since it is a better representative of the aggressiveness of the system inputs and thus it is linked to thrust from Equation IV.16.

Figure V.7 compares the thrust for both reference generators and shows that there is less energy consumption when an optimal trajectory is chosen. The hover thrust for the working quadrotor is \( T_h = 3.874 \) [N], while the optimal mean thrust is \( T_{opt} = 3.886 \) [N] and the mean thrust resulting from the low-pass filter is \( T_{lp} = 3.923 \) [N]. Thus, there is a reduction in thrust variation of 77 [%]. Moreover, the thrust during a flight is approximately equal to the hovering thrust, within 5 [%] of thrust variation, sustaining that almost all thrust is to compensate the gravity force.

\[
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Figure V.7: Comparison of the Thrust.

D. Thrust Vectoring versus PID Control

This Section aims at comparing the performance of a classic PID controller versus the proposed thrust vectoring controller. The tested trajectory consists of \( m = 3 \) equally distributed waypoints. Two different limit velocities were tested, and throughout all this Section Figures V.8 V.12 show results for the limit velocity \( V_{lim} = 1 \) [m/s] on the left and for \( V_{lim} = 2 \) [m/s] on the right.

1) Results - Controllers Comparison: Figure V.8 shows the overall trajectory. One can clearly see the increase in performance on the thrust vectoring controller. Furthermore, the trajectory performance of the proposed controller is not affected by the increase in the velocity, which widens the quadrotor flight envelope.
in a wider flight envelope. It can be seen that by including the drag into the thrust vectoring controller the initial response is much faster (see Figure V.12). Furthermore, one can qualitatively validate the identification of the drag term, since the angles appear to follow the dark blue line, that accounts for the drag effects, better than the soft blue line, that does not.

Figure V.8: Comparison of the 2D trajectory.

**Horizontal Position:** From Figure V.9 one can see that the performance of the PID controller worsens when the velocity increases, whereas in the proposed controller it is relatively the same, and a reduction of one second time delay is achieved. The delay caused in the PID controller is mainly due to the integrator term that is compensating the steady state error mainly caused by the drag term. Since the trajectory is aggressive the integrator can not perform fast enough. The results are similar for the $y$ axis.

Figure V.9: Comparison of the $x$ trajectory.

**Vertical Position:** Due to separation in the control loops it is expected that the performance in the vertical position is poorer for the PID controller, as it can be seen in Figure V.10 since the position has more error and variation in the PID controller. For the thrust vectoring case, there is an initial oscillatory behavior but then the following becomes evident, whereas in the PID controller the tracking never truly happens. Note the different scale when comparing with Figure V.9 This is a result of the vertical and horizontal loops inclusion into one single stage.

Figure V.10: Comparison of the $z$ trajectory.

**Euler Angles:** Assuming a perfect following of the trajectory, the desirable pitch and roll angles can be computed, including the influence of the drag effects or not (see Figures V.11 and V.12). One can see that for the thrust vectoring case the performance is better when comparing with the PID case. The performance increases drastically when the velocity also increases, proving the robustness of our controller, which is able to follow trajectories

Figure V.11: Comparison of the roll angle $\phi$.

Figure V.12: Comparison of the pitch angle $\theta$.

VI. CONCLUSION

The aim of this work resided on three topics, namely: studying the aerodynamic effects present in the dynamics of a quadrotor; planning the time optimal trajectory in the presence of wind and; designing a controller that uses wind and trajectory information.

A literature study was performed and the formulas for the most important aerodynamic effects were derived. With an experiment, the lumped and parasitic drag coefficients were identified, resulting in $\alpha_{d_{\text{par}}} = -0.0476$ [s/m] and $\beta_{\text{par}} = -0.0036$ [kg/m], and it was shown that even in environments where wind is absent, the inclusion of the drag terms in the controller increases significantly the overall performance. Therefore, the identification of the drag terms should be a step considered in controllers design stage.

Considering the time optimal trajectory, a simplified method to determine the solution was proposed, based on three steps. This steps division saves computational time, reducing it approximately by an $O(n^3)$ order. The reference generator was compared to a standard one, a low-pass filter, showing a performance increase. The profit comes from saving energy related with thrust variation, reduced by 77 [\%], and from reducing the aggressiveness related with angle variations, reduced by half.

Finally, a thrust vectoring controller was proposed and augmented to include the drag terms. The controller was compared with a current available open-source PID controller and it was proven that a clear increase in performance of trajectory following is achieved. A reduction of time delay was obtained, and the position following was improved both in horizontal and vertical planes. Moreover, it was observed that the thrust vectoring controller maintains the performance in a higher flight envelope.
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