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English Abstract 
The designed test rig consists of six photometer boxes, each equipped with an Arduino microcontroller 

and sensors for temperature, illuminance, voltage and current. One photometer box was built as 

prototype for evaluation purposes. For the measurement of voltage and current, a high side power 

monitor is used. Its scattering of measurement readings is limited by the use of mean values. 

Systematic errors are corrected by a calibration list. A measurement taken at an ambient temperature 

of 35 °C exhibits a relative maximum measurement error for current and voltage below ± 0.35 % at a 

confidence level of 95 %. The influence of the measurement shunt on the system to be measure is 

estimated with the help of two simplified circuits. In general, it was found that the influence on battery 

runtime and on current is still in acceptable range. The light sensor shows linearity over the required 

measurement range. Its temperature coefficient was estimated to be 0.138 %/K. The applied 

temperature sensor shows an absolute error of 0.19 °C to 0.25 °C. The microcontrollers are connected 

to an USB switch and communicate over a simple serial network. A program to analyse the sensor 

data is realised in Microsoft Excel. The program also corrects the sensor raw data according to the 

calibration curves and temperature coefficients. The total cost for the test rig, including all 

components, is 543 €. 

Keywords: Full-battery runtime test; Pico-PV lamps; Light measurement; Arduino microcontroller 

Portuguese Abstract 
Nesta tese apresento o projeto de uma plataforma de medida de sistemas fotovoltaicos de pequenas 

dimensões. O sistema projetado consiste em seis caixas fotométricas, cada uma equipada com um 

microcontrolador Arduino e sensores de temperatura, iluminância, tensão e corrente elétricas. Foi 

construída uma caixa fotométrica como protótipo para efeitos de avaliação.Na medida de tensão e de 

corrente elétricas, foi utilizado um monitor de potência. A influência de um shunt na medida de 

corrente foi estimada com a ajuda de dois circuitos simples.Os microcontroladores foram ligados a um 

“switch” USB e comunicam através de uma ligação série. Um programa para analisar os dados dos 

sensores foi realizado em “Microsoft Excel”. O custo total da plataforma de medida, incluindo todos os 

componentes, foi de 543 Euros. 

 

Palavras-chave— Ensaio de carga-descarga das baterias; Pico-PV luminárias; Medidas de 

iluminação; Microcontrolador Arduino. 
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1 Introduction  

Pico-PV systems are small battery equipped solar lamps, which harvest energy during the day with 

the help of photovoltaic in order to light rooms during night hours. The systems are primarily designed 

for unelectrified areas in developing or emerging countries with the goal to replace widespread 

kerosene lamps. Kerosene lamps are attributed with high running cost for fuel, harmful emissions, 

cause of fire and bad light quality. Therefore, the potentials of Pico-PV systems, as a clean and safe 

alternative, are huge. 

However, low market entry barriers concerning technological know-how and capital expenditure led to 

a plethora of manufacturers offering low quality products. The mainly low-income costumers made bad 

experience with poorly designed and carelessly manufactured systems which broke shortly after 

purchase. The costumers had no means to distinguish between low quality and high quality products. 

The lamps could rarely fullfil costumer expectations and the beginning market spoilage endangered 

the whole Pico-PV industry. As a consequence, the World Bank Group initiative ‘Lighting Global’ 

started in 2007 their ‘Quality Assurance and Technical Service Program’ in order to certify products 

that pass certain quality standards. The products are tested by an independent institute. The different 

tests are descibed in the ‘Quality Assuarance Protocol’. This document contains several tests to 

evaluate the quality of different system components concerning durability, efficiency and safety. 

Moreover, minimum performance criteria like a certain battery runtime and a minimum luminous flux 

must be fulfilled. One particular test is the full-battery runtime test, also called autonomous run-time 

test. It provides an indication of how long the system can be used with one battery charge. Therefore, 

a lamp with completely charged battery is switched on and the light output is recorded until the lamp 

switches off. 

The Fraunhofer Institute for Solar Energy Systems (Fraunhofer ISE) in Freiburg, Germany is one of 

the institutes conducting the certification. According to the guidelines, a sample of six lamps 

undergoes every test. For the full-battery runtime test, the light output of each lamp is measured in an 

integrating sphere one after another. Moreover, battery voltage and current values are measured once 

a minute, in order to determine an average operating point. The measurement of one lamp can take 

up to 16 hours, depending on the capacity of the battery. As a result in takes one full week of 

measuring to conduct only the full-battery runtime test. Afterwards, the obtained data has to be 

analysed according to a specific procedure in order to extract the desired characteristics. Due to the 

large number of devices under test (DUT) and the attended time, a solution is required that is capable 

of automatically measuring multiple lamps at the same time and which supports the user in analysing 

the data. Key aspects of this system should be low cost and simplicity. Therefore, the Fraunhofer ISE 

decided to build a test rig on the basis of Arduino microcontrollers. Arduinos are cheap 

microcontrollers that are especially simple to use. Multiple sensors that communicate over bus 

systems which are supported by Arduino, are available as breakout boards. 
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The design and construction of a prototype of such a system is the scope of this masters’ thesis. 

Chapter (2) will explain in further depth the devices under test and the full-battery runtime test. 

Chapter (3) provides theoretical background information on measuring while chapter (4) presents the 

methodology applied in the design process. In chapter (5) the motivation for certain design decisions 

is displayed. The design and handling of the test rig is presented in chapter (6) and a detailed analysis 

of the used sensors and of the cavity design can be found in chapter (7). The thesis ends with a 

summary and the conclusions drawn from the design and from the evaluation of the prototype. 

If not otherwise stated, all measurements taken during the preparation of this thesis were conducted 

with calibrated measurement instrumentation. 

2 Background and Constraints 

2.1 Devices Under Test 

The number of available Pico-PV lamps is high and thereby the variety in shape, size and technical 

specifications. Lighting Africa lists 47 lamps on their homepage that passed the ‘Lighting Global 

Minimum Standard’. However, the real number of commercially available lamps can be estimated to 

be significantly higher. Therefore, the test rig has to be designed in a way that it is capable of 

measuring lamps with different sizes and specifications. 

All lamps have the basic construction in common. All lamps feature a small photovoltaic panel, an 

electro-chemical energy storage and a light source. During the day, the solar panel is placed in the 

sun in order to charge the battery of the lamp. During evening hours, the lamp is switched on and the 

stored energy is transformed into light. Most lamps provide thereby the possibility to choose between 

two or more brightness levels, in order to increase the battery runtime. In contrast to early lamps, 

current models exhibit in general some sort of battery management system. Moreover, most lamps are 

equipped with a LED driver or any other sort of LED protection mechanism. More advanced models 

provide additional services like radio or the possibility to charge mobile phones. The purpose of the 

battery management system is to increase the battery lifetime by ensuring proper charging as well as 

prevention of a battery deep-discharge. The LED protection circuit should limit the maximum current 

through the LED. The lifetime of LEDs is strongly influenced by degradation caused by high 

temperature. Limiting the maximum current through the device limits degradation and increases the 

probability that the LED reaches its design lifetime. 

A simple classification can be made in smaller lamps with weaker but highly directional light, like study 

lamps and lamps with a wide spatial light distribution that are used for room illumination. Figure 1 

illustrates the variety of lamps.  
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Figure 1: Choice of Pico-PV lamps with different shapes and illuminance characteristics. 

Concerning technical specifications, the systems differ mainly in battery chemistry and complexity of 

the electric circuit, which is strongly influenced by the availability of additional services. Whilst early 

lamps were frequently equipped with lead batteries, the dominating chemistries are nowadays 

LiFePO4 and NiMH. A series connection of NiMH batteries is common as the nominal voltage of NiMH 

is merely 1.2 V, whereas LiFePO4 batteries provide 3.3 V. The current into the system is determined 

by the brightness and efficiency of the LED. Table 1 gives an overview over the supplied voltage and 

the supplied current at rated operation. 

Table 1: Overview over technical specifications of different lamps. 

Type Battery voltage [V] Current [mA] Luminous flux [lm] Full-battery runtime 
Flash Light 4.8 350 115 5.5 
Study Lamp 3.6 80 28 12 

Lantern 6 102 51 9 
Spot Light 3.3 162 310 1.1 

2.2 Full-Battery Runtime Test 

The scope of this thesis is to design and construct a test rig prototype to execute the full-battery 

runtime test. The Quality Assurance Protocol [1] states that the full-battery run time test is a key 

system-performance test as it evaluates the product has a whole. It combines the battery efficiency, 

the circuit efficiency, and the lighting power consumption under operation.  

The primary test result is a time value that indicates the runtime at a specific light quality for a system 

with fully charged battery. This time value is called autonomous time or full-battery runtime. To pass 

the full-battery run time test the runtime must be longer than 4 h. In order to determine the 

autonomous time, the light output of a lamp with completely charged battery is measured every minute 

and logged together with the time at which the measurement was taken. The autonomous time is 
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defined as the period between the first measurement and the point of time at which the light output 

has decreased to 70 % of the initial value. The specifications given in the Quality Assurance Protocol 

demand thereby that the light is switched on 20 minutes prior to the first measurement. This delay 

ensures that the system is thermally balanced. A thermally balanced lamp is characterised by stable 

current and a stable light output. The test continues until the relative light output reaches 10 % of the 

initial value. The 70 % threshold is motivated by the fact that a decrease in light output of more than 

30 % is clearly detectable for the human eye.  

 

Figure 2: Relative light output (%) versus time (min). (1) is the light output at the first measurement. 
The first measurement starts 20 min after the device is switched on (2). At (3) the relative 
light output has decreased to 70 % compared to (1). (4) is the time at which (1) is reached. 
[1] 

The secondary purpose of the full-battery runtime test is to determine the electrical operating point at 

the average relative light output, also called ‘average operating point’. The average relative light output 

is the arithmetic mean value of all relative light output values within the autonomous time. The method 

to obtain the current and voltage value that belongs to the average operating point is the following. 

Next to light output and time, current into the system and battery voltage are logged at each 

measurement point. As the voltage decreases slowly, there are multiple measurement points that 

exhibit the same voltage. Out of all measurements with the same voltage, the arithmetic mean current 

and arithmetic mean relative light output for this voltage level is calculated. As a result, one mean 

current and one mean light output is obtained for each voltage level. The afore-calculated average 

relative light output is compared to the arithmetic mean light output of each voltage level. The voltage 

level and arithmetic mean current that belongs to the arithmetic mean light output which shows the 

least deviation from the average light output are defined as the electrical characteristics at average 

operating point. 

The accurate determination of this operating point is important as it is used in further test, like the 

average luminous flux determination or the average light distribution evaluation. During those tests, 

the system is not powered by a battery, but voltage and current are supplied by a programmable 
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power source. The voltage and current are set according to the values found for the average operating 

point during the full-battery runtime test. The light output of the lamp during those tests is then similar 

to the average relative light output. An error in determination of the average operating point will 

therefore influence further measurements. Fehler! Verweisquelle konnte nicht gefunden werden. 

gives an overview over the characteristics which are to be obtained from the full-battery runtime test.  

2.3 Design Constraints 

In order to conduct the full-battery runtime test, the test rig must consist of 6 measurement cavities in 

total. Each cavity is capable of measuring and logging the relative light output of one lamp. Moreover, 

the battery voltage and current of each lamp is measured as well as the temperature within the cavity. 

The gathered data of each box is saved on a measurement PC. For the analysis of the data, an easy 

to use program should be created. 

The overall motivation for the design of a new test rig is to accelerate the time intensive full-battery 

runtime test. However, this test is only one out of many. The cost should therefore be as low as 

possible. Moreover, the test rig should be especially simple to use and modify. The simplicity is 

important as the fluctuation in working students that conduct tests is high. Therefore, the training 

period for the staff that has to replace components or needs to modify the setup has to be short. As a 

result, the Fraunhofer decided to use Arduino microcontrollers for the test rig. Arduinos are especially 

simple to use as the integrated development environment (IDE) is simple, the programming language 

is based on widespread C and multiple sensors are available as breakout boards that come with 

libraries for Arduino. Further constraints are listed below: 

Budget:  Total cost of the system should be below 600 €. 

Time:  The prototype should be finished by end of July. 

Error:  According to the requirements in the Lighting Global Quality Assurance Protocols 3.1, 

the tolerance for voltage and current measurement is ± 1 %. The illuminance is not 

measured absolute but only relative. Of importance is therefore a constant sensitivity, 

temperature stability and linearity over the measurement range. No concrete 

tolerances are given. 

Required space:  As floor space is limited, the test rig should be rather compact.  

Temperature:  There is no specification concerning the temperature. Measurements are conducted 

indoors in a well-conditioned room. Maximum and minimum temperature can be 

assumed to be 35 °C in summer and 20 °C in winter. 

Simplicity:  No advanced software or programming skills should be required to execute 

modifications in the test rig or the data analysis program. 
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3 Theory 

3.1 Introduction to Measuring Systems  

The task of a measuring system is to provide information about the physical value of the variable 

under study. This chapter provides further background information on measuring systems. If not 

otherwise stated, the information is based on [2]. A very simple measurement system can consist of 

only one single unit which directly provides a measurement reading in correlation to the measured 

variable, like a liquid-in-glass thermometer. Especially systems that provide information for control 

system or which exhibit a more complex structure consist of more units that form a measuring 

instrumentation as shown in Figure 3. 

 

Figure 3: General elements of a measuring system. Based on [2]. 

The first element in any measuring system is the sensor. The input to the sensor is the variable to be 

measured. Its output is a signal which is a function of the measurand. Even though this is not true for 

every sensor, this function is at least approximately linear. Often this output signal is already an 

electrical signal. If not a variable conversion element is applied to transform the signal. The second 

element in the measuring system is the transducer. The transducer changes or modifies the signal for 

the next step. Mostly, this includes the amplification of the signal with some sort of amplifying circuit, 

which increases the sensitivity and resolution of the sensor. This is especially important if the input 

signal is of low magnitude. The output is a normed signal that fits the input specifications of the third 

element. This third element is normally an analogue digital converter (ADC), which converts the 

analogue input signal in discrete values. Other examples for signal processing elements are filters to 

remove induced noise. 

The sensors used for the test rig are presented more detailed in chapter 6. Therefore, the focus in this 

chapter lays on amplification circuits and analogue digital converter. Standard operational amplifier 

simply amplifies the voltage difference between positive and negative input by a fixed amplification 

factor. However, a more advanced type is the programmable gain amplifier (PGA). In contrast to the 

standard amplifier, this type allows the change of the amplification factor. By this, the range of 

application is enhanced and the amplification factor can be changed dynamically according to varying 

requirements. Within the measuring system, they can have two tasks. Apart from amplifying potentially 

small signals PGAs can also be used to adopt the full scale range of an ADC. To convert an analogue 
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signal into a digital one, the analogue input signal is sampled at regular intervals. This sample is then 

converted into a corresponding digital value. Only after this conversation is finished, the sampling can 

continue. During the conversation, the sampling stops. However, the analogue input signal can 

change in the meanwhile. As a result, the output of the ADC is only an approximation of the real 

analogue signal. Moreover, there are only a certain number of discrete levels available for the 

quantization of the analogue signal. The number of discrete levels n is thereby directly linked to the 

resolution, which is a measure for the available number of digital bits. The number of discrete levels is 

dependent on the resolution: 

 �J= 2�Õ�Ü�ç�æ.���� (3-1) 

The step width of a sensor is determined by the maximum physical analogue input value of the ADC 

Q, the so called full scale range, and the number of available discrete levels. The step width is the 

smallest change in value of the measurand, which leads to a clearly measurable change in the output 

signal. The step width q is calculated by: 

 
�M=

�3
�J

����. (3-2) 

For example, a sensor to measure the current in a circuit has a resolution of 12-bit and a full scale 

range of 320 mV at 3.2 A. The theoretical step width of this sensor is be 3.2 �# 2�5�6�¤  = 7.81 mA. The 

difference between two discrete levels is therefore 7.81 mA. Analogue input values that are between 

two discrete levels result either in an output of the lower discrete level or of the higher one. The 

implied error is known as the quantization error. The maximum error that can occur during 

quantization is given by half of the step width (± ���M/ 2). Especially, if the step width is big compared to 

the currents that should be measured, the error can be unactable high. To minimise the quantization 

error, the step width should be as small as possible. The resolution of the sensor is a fix characteristic 

that cannot be changed. However, the full scale range can be adjusted in dependence of the value of 

the measurand with the help of a programmable gain amplifier. The current sensor used in the test rig 

for example has a full scale range of only 40 mV at a 12-bit resolution. The resulting small step width 

respective little quantization error allows the accurate measurement of relatively little currents. For 

higher currents, the gain can be set to 2, 4 or 8, which results in a full scale range of 80 mV, 160 mV 

or 320 mV respectively. As a consequence a relatively wide range of application is guaranteed while 

maintaining a good accuracy. 

3.2 Systematic Error and Random Error 

A measurement system is never free of errors. In general, measurement errors are divided into two 

classes: systematic errors and random errors. In their textbook on ‘Measurement and Instrumentation’ 

[2] S. Morris and R. Langari explain in detail sources of errors during measurements. All information 

on systematic and random errors in this chapter is based on this book. The part on absolute and 

relative measurement error and how to quantify the error is based on [3]. If not otherwise stated, no 

further sources were used. 
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Systematic errors are defined as errors in measurement that are exclusively unidirectional sided to the 

correct reading. This means that all errors are either positive or negative. Disturbances during the 

measurement and the effect of environmental changes (also known as modifying inputs) are two major 

sources of systematic errors. By disturbances during measurement is meant that the measurand is 

always a part of a system which is often unavoidably disturbed by applying instrumentation. For 

example, the temperature of a pot with hot water is measured with a mercury-in-glass thermometer. 

By plunging the thermometer, which is at room temperature, into the hot water, heat transfer takes 

place and lowers the temperature of the hot water. Even if the measurement reading would be without 

any error, the measured value is still not the temperature of the hot water before the thermometer was 

plunged in. The effect of environmental changes describes the fact that the static and dynamic 

characteristic of a measurement instrument are only valid at special environmental conditions like 

25 °C and 1.013 bar. Therefore, it is crucial to try to reproduce those conditions during measurement 

as the bias can vary significantly with changing temperature. This is also described by the sensitivity 

drift which defines by which amount the sensitivity of an instrument varies if the ambient temperature 

changes. As it is often difficult to control environmental factors, it must be made sure that the influence 

of environmental changes is known, in order to be able to correct them. The resistance of connection 

leads and changes in instrumentation characteristics due to wear are further major sources of 

systematic errors. Other sources of this error class are the use of uncalibrated instruments, bend 

meter needles, drift in instrumentation and poor cabling practice. Therefore, it is advisable to try to 

eliminate all possible error sources. However, it is impossible to erase all systematic errors. Some 

errors remain as they are inherent in the manufacturing of the instrumentation. The information about 

these inherent instrumentation errors is given in the datasheet of the device, stated as accuracy.  

The second class of errors are random errors. Their exact source and effect is normally unpredictable. 

In contrast to systematic errors, random errors are not exclusively on one side of the correct 

measurement reading. One source of random errors is electrical noise. Moreover, the human observer 

that notes down the measurement reading is often a source of error. The risk is especially high if an 

analogue meter is used that requires interpolation between scale points. However, random errors can 

be overcome relatively easy by taking the same measurement multiple times and averaging of the 

readings. If x is the result of a single measurement and n the number of measurements the mean 

value �T�§ can be calculated according to: 

 
�T�§=

1
�J

�®Í �T�Ü

�á

�Ü�@�5

��. (3-3) 

Another possibility is to use the median. To determine the median, all measurement readings x are 

firstly written down in ascending order. The median value is then: 

 �T�à �Ø�×�Ü�Ô�á = �T�á�>�5
�6

��. (3-4) 
 

According to (3-4), in a set with nine measurements (n=9) the median value is �T�9. In a set with an 

even number of measurements, the median value is the mean value of the two measurement readings 

closest to the middle. In a set with 10 measurement readings the median is given by (�T�9+ �T�:) 2�¤ . 

While the arithmetic mean value is faster to obtain as it requires no sorting of values, the median value 
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is beneficial for sets with little measurement readings of which a few show a high deviation from the 

measurement reading of the majority. 

The scattering of measurement values should be taken into account when reporting the result of a 

measurement. Specifications how to do this are given for example by the norm DIN1319 [4]. The 

following presentation of how to take scattering into account is based on this norm. The empirical 

standard deviation is the most important operand for the accounting of scattering. If n is the number of 

measurements and xi the measurement readings, the standard deviation s of the mean value �T�§ of a 

series of measurements is given by formula (3-5). 

 

�O= ©
1

�JF1
�®Í (�T�ÜF �T�§) �6

�á

�Ü�@�5

 (3-5) 

The square of the standard deviation is called variance s2. Even in the case of absence of systematic 

errors, it is wrong to assume that the mean value is equal to the true value. However, it is possible to 

define an upper and a lower confidence limit. The upper and lower limits describe an area around the 

mean value in which the true value can be found with a certain probability. This probability is called 

level of confidence. The upper and lower limits are computed according to formula (3-6). The factor t 

is thereby dependent on the level of confidence and the number of measurement n and can be found 

in handbooks.  

 �7�L�L�A�N���?�K�J�B�E�@�A�J�?�A���H�E�I �E�P= �T�§+
�P

�¾�J
�®�O 

�.�K�S�A�N���?�K�J�B�E�@�A�J�?�A���H�E�I �E�P= �T�§F
�P

�¾�J
�®�O�� 

(3-6) 

Independent from the source, the error is to quantify. To attain the absolute error of a measurement 

Eabs, the true value of the measurand yt is subtracted from the measurement reading ymr. 

 �' �Ô�Õ�æ= �U�à �å F�U�ç (3-7) 

The relative measurement error Erel is given by the ratio of the absolute error to the true value of the 

measurand. 

 
�' �å�Ø�ß=

�' �Ô�Õ�æ

�U�ç
=

�U�à �å F�U�ç
�U�ç

 (3-8) 

For estimation of the measurement error only the absolute value of the error is of interest. If the goal is 

to correct the error, the algebraic sign is necessary. 

In order to be able to quantify the error of a measurement, the true value must be known. In general, 

there are two ways to obtain the true value of a measurand; either by comparing the measurement 

reading to precision measuring device or by comparing it to a measurement standard (Figure 4). 
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Figure 4a: Obtaining of the true measurand 
value by comparison with a precision 
measuring device. Reproduction 
from [3]. 

Figure 4b: Obtaining of the true measurand 
value by comparison with a 
measurement standard. 
Reproduction from [3]. 

 

3.3 Theory of Light Measurement 

The measurement of the relative light output is a main task during the full-battery runtime test. The 

theory of light measurement is explained in the following. 

3.3.1 Photometry and Units of Light 

If not otherwise stated, information in this chapter are exclusively based on J.G. Holmes contribution 

to the conference ‘Light Measurement in Industry’ hosted by the international society of optics and 

photonics [5]. 

The spectral sensitivity of the human eye is an important characteristic that has to be adapted by the 

light sensors. What the human eye perceives as light is radiant power in a tight band of the radiation 

spectrum and the basic material of vision. The range of the wavelength of visible light is conventionally 

between 380 nm to 780 nm. However, the spectral band is much wider. In general, light at a 

wavelength below the human visibility range is classified as ultraviolet and light at a wavelength longer 

than the human visibility range is called infrared light. The spectral intensity of the human eye varies 

with the wavelength as it can be seen in Figure 5. 
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Figure 5: Spectral sensitivity of the human eye. The sensitivity as defined by the International 
Commission of Illumination (continuous line) and several discussed alternatives. [6] 

The spectral limitation of the human eye makes it necessary to distinguish between radiometry and 

photometry. In general, the term radiometry is used when measured radiation is not filtered according 

to the spectral sensitivity of the human eye. Radiometry includes therefore also wavelengths that are 

outside the human spectrum of 380 nm to 780 nm. On contrast, photometry is subjective and 

processes the radiation according to the special human perception. 

The basic quantities used in photometry are luminous flux, luminous intensity, illuminance and 

luminance and will be briefly explained in the following.  

The luminous flux �- v, is measured in lumen [lm] and represents the total output of light in terms of 

radiant power that is emitted by a light source.  

The luminous intensity Iv takes the angle into account under which the light is emitted. It is a measure 

for the angular concentration of the luminous flux. The unit of measurement is candela [cd] and equal 

to the concentration of one lumen into one unit of solid angle expressed as steradian. A steradian is 

defined as a solid angle that has its vertex in the centre of the sphere and a spherical surface area 

�H�T�X�D�O���W�R���W�K�H���U�D�G�L�X�V���R�I���W�K�H���V�S�K�H�U�H�����$���V�S�K�H�U�H���F�R�Q�V�L�V�W�V���R�I�����Œ steradian. The afore-mentioned luminous 

flux of a point source is therefore the sum of the luminous intensity of all 4�Œ steradians.  

The illuminance Ev is the density of incident luminous flux on an area. The illuminance is measured in 

lux [lx] which is equivalent to one lumen incident per square meter. Due to the angular emission of 

light, the illuminance is strongly dependent on the distance to the light source. 

The luminance Mv is the luminous flux emitted or reflected from a surface in a specific direction and 

must be given with the direction in which it is measured. The unit of measurement is lumen per square 

meter [lm/m2]. 
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3.3.2 Overview over Optical Sensors and the Photodiode in Detail 

This chapter will give an overview over different classes of sensors capable to measure light. If not 

otherwise stated, the overview is exclusively based on the textbook on optics of Wolfgang and Ursula 

Zinth [7]. 

In order to measure light, optical detectors are used. Optical detectors are normally divided into two 

classes, photon detectors and thermal detectors. Thermal detectors exploit the relationship between 

radiation and heat. Radiation is absorbed by the sensor’s detector surface, causing it to heat up. The 

resulting increase in temperature can then be transferred into a voltage which can be measured. 

Thermal detectors differ mainly in the way the temperature is measured. The temperature can be 

measured with the help of thermocouples (Thermopile) or thermistors (Bolometer). The Galoy-Cell 

measures the increase in pressure in an enclosed, gas filled cavity whereas pyroelectric detectors 

utilise crystals which electrical orientation depends strongly on the temperature.  

Photon detectors use the internal or external photoelectric effect. Detectors that use the external 

photoelectric effect are photocells, photomultiplier and micro channel plates. The external 

photoelectric effect describes processes in which the energy of a photon causes electron emission out 

of a metal or semiconductor material if hit by a photon. All those detectors have a thin metal plate with 

low work of emission in common, often an alkali metal. The metal plate acts as a photocathode and is 

the source of photoelectrons. Moreover, all detectors that use the external photoelectric effect have a 

photocathode which is placed in high vacuum in order to be able to detect the released electrons.  

Detectors that use the internal photoelectric effect are photoconductive detectors and photodiodes. 

The internal photoelectric effect describes the process of photon absorption in semiconductors 

activating electrons to switch from the valence band into the conduction band. The activated electrons 

contribute to the current flow. Photoconductive detectors apply this effect and measure the increased 

conductance due to activated electrons.  

Although there are special types that have a pin-junction, most photodiodes use a standard pn 

junction to create a photocurrent which is directly proportional to the radiation. They are the most 

commonly used light detectors and are also installed in the test rig. Therefore, their theory is 

discussed in further depth based on Ekbert Hering’s textbook on physics for engineers [8]. 

The important area of a standard photodiode is the pn junction. At the pn junction a p-type 

semiconductor, doped with elements of the 3rd group of the periodical system, and a n-type 

semiconductors, doped with elements of the 5th group, are joint. Due to the low energy required, the 

connection between holes respective electrons and dopants is already released at room temperature. 

Near the joint area, released donor electrons diffuse from the n-type area into the p-type area and 

acceptor holes from the p-type area in the n-type area creating a depletion layer with very little free 

charge carriers. The depletion layer, also called space charge region, is characterised by ionised 

acceptors and donors. The geometrical dimension of the layer is dependent on the diffusion length of 

holes and electrons. Due to the negative charge of the ionised acceptors and the positive charge of 
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ionised donors, an electric field governs the depletion layer. The difference in potential is called 

diffusion voltage Ud. 

If the pn-junction of a photodiode is exposed to light, electron-hole pairs created in the space charge 

region are immediately separated by the diffusion voltage. In order to create an electron-hole pair, the 

energy of the absorbed photon must exceed the energy defined by the band gap, which is a 

characteristic of the used semiconductor material and its atomic structure. 

 �' �ã�Û R�' �Ú (3-9) 

Electrons move to the n-type side and holes to the p-type side, where the charge carries are 

accumulated in open-circuit mode. The voltage caused by the accumulations is called open-circuit 

photo voltage Uoc. This voltage is directed against the diffusion voltage and inevitable smaller than the 

diffusion voltage itself. When short-circuiting the ends of the diode, a photocurrent flows. Not only 

charge carries that are produced within in the depletion layer contribute to the photocurrent, but also 

those which are created near the depletions layer and diffuse into the space charge region. The photo 

current is linear dependent on the absorbed irradiance �- e. The quantum efficiency �� represents the 

ratio between generated electron-hole pairs and absorbed photons and is in reality < 1. The degree of 

absorbance is dependent on the wavelength �� of the light. The photocurrent can be calculated 

according to formula (3-10). 

 
�+�ã�Û=

�Ô�Ø�®�A
�D�B

�®�ß(�ã) (3-10) 

h = Planck constant, f = frequency of the incident photon, e = elementary electric charge 

The spectral responsivity S of a photodiode is defined as the ratio between photocurrent Iph and 

absorbed irradiation �- e. 

 
�5=

�+�ã�Û
�Ô�Ø

 (3-11) 

With (3-10), the spectral responsivity can be expressed as: 

 
�5(�ã) =

�A
�D�®�B

�®�ß(�ã)��. (3-12) 

 

Figure 6:  Responsivity in dependency of the wavelength of typical silicon photodiode. [9] 
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Figure 6 shows the responsivity of a silicon photodiode. In the short wavelength area, the energy of 

the photon is too big and the electrons are lifted to energy levels higher than the conduction band, 

where they are less likely to contribute to the photocurrent. If the energy of the photon is too little (long 

wavelength), electrons cannot be lifted into the conduction band. The characteristic curve of a 

photodiode can be derived from the known diode formula by subtracting the light induced current Iph as 

expressed in formula (3-13). 

 
�+= �+�ç�Û�®l�A

�Ø�Ï
�Þ�Í F1pF�+�ã�Û���� (3-13) 

�+�r�f= constant recombination current; k = Bolzmann constant 

 

Figure 7: Current-Voltage characteristic curve of a photodiode [7]. With increasing illumination the 
photocurrent increases as well. This change allows the measurement of absorbed light.  

As shown in Figure 7, the absorbed light can be measured in three modes: 

1. Reversed bias mode:    �8 �' ��0 

2. Short Circuit:       �8��= ��0 

3. Open Voltage:       �+����= ��0 

For the first two cases, the photocurrent is linear dependent on the absorbed light. In reversed bias 

mode, the current is determined by the photocurrent. In short circuit mode only the photocurrent flows. 

In open voltage mode, the current is equal to zero. In this mode, a voltage can be observed that 

changes logarithmically with the illuminance. 

3.3.3 Integrating Sphere as a Tool for Luminous Flux 
Determination 

In most cases, an integrating sphere is utilised to measure the luminous flux of a light source. The 

following descriptions and formulas on the measurement theory of integrating sphere are based on 
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Erich Helbig’s textbook on light measurement [10]. An integrating sphere is a sphere with a highly 

diffuse reflecting inner surface coating, ensuring a uniform scattering of light. A light source within the 

sphere causes an illuminance on the interior surface that consists of two parts: the direct illuminance 

coming straight from the lamp and the indirect illuminance caused by single or multiple reflection on 

the interior surface. The illuminance on a unit area within an ideal sphere is equal to any other unit 

area within the sphere and proportional to the luminous flux. In general, the relation between 

illuminance Ev and luminous flux �- v in a sphere is given by: 

 
�' �t = ����

�Ô�t

4�è�N�6
�®

�÷
1 F�÷

����. (3-14) 

�Á= reflectance [-]; r= radius of the sphere [m] 

After the first reflection, the luminous flux is equal to ���0v. After the second reflection, the luminous flux 

can be expressed as ��2�0v, after the third one ��3�0v and so on. Taking into account all reflections, the 

luminous flux on the interior wall is: 

 ���Ô�é+ ���÷�Ô�é+ �÷�6�Ô�é+ �÷�7�Ô�é+ �®= �Ô�é+ ���÷�Ô�é(1 + �÷+ �÷�6+ �®)��.  

The expression within the round brackets represents an infinite series with the sum 
�5

�5�?�&
. After infinite 

reflections the total luminous flux can be expressed as �Ô�t = �Ô�t �®
�&

�5�?�&
. Taking into account the non 

reflected light, the illuminance on the interior wall of the integrated sphere can be expressed as: 

 
�' �é =

�Ô�é

4�è�N�6
+

�Ô�é

4�è�N�6
�®

�÷
1 F�÷

��. (3-15) 

In formula (3-15) the first addend represents the illuminance caused by direct striking luminous flux 

and the second addend the illuminance caused by reflected luminous flux. Areas that are merely 

stroke by reflected light can expressed by Formula (3-14). The illuminance in this area is only 

dependent on the luminous flux �0v, the lighted area 4�Nr2 and the reflectance �Á. However, this 

illuminance is independent from the location where the lamp is placed within the sphere and its spatial 

light distribution.  

Figure 8 shows the general structure of an integrating sphere. To correct for the absorbance of the 

lamp itself, an auxiliary lamp can be used. The sensor is protected by a baffle from illuminance caused 

by direct luminous flux.  
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Figure 8: Schematic drawing of an integrating sphere with detector, auxiliary lamp and baffles. [11] 

In order to calculate the luminous flux �0x of a specific lamp, the lamp is measured in the sphere. 

Afterwards, a standard light source with known luminous flux �- N is measured in the sphere. The 

sensor is illuminated by: 

 
�' �ë =

�Ô�ë

4�è�N�6
+

�Ô�ë

4�è�N�6
�®

�÷
1 F�÷

  

and 

 
�' �Ç =

�Ô�Ç

4�è�N�6
+

�Ô�Ç

4�è�N�6
�®

�÷
1 F�÷

��. 
 

The luminous flux can then be calculated by: 

 
�Ô�ë = �Ô�Ç �®

�' �ë

�' �Ç
��. (3-16) 

To account for self-absorption the unilluminated standard light source and the lamp under study are 

placed into the sphere one after another with switched on auxiliary lamp. The corrected luminous flux 

can then be calculated according to: 

 
�Ô�ë = �Ô�Ç �®

�' �ë

�' �Ç
�®
�' �Ô�è�ë,�Ç

�' �Ô�è�ë,�ë
��. (3-17) 

Eaux,N = Illuminance on the sensor when switched off standard light source is placed in the sphere while 

auxiliary lamp is switched on. 

Eaux,x = Illuminance on the sensor when switched off lamp under study is placed in the sphere while 

auxiliary lamp is switched on. 

A simplified type of an integrating sphere is an integrating cube or integrating box. The utilised 

principle and construction is the same as for the integrating sphere. However, due to the simple 

geometry and the thereby different reflection behaviour, it can not be assumed that the illuminance on 

the interior wall is equal at every point. As a consequence integrating boxes can be used for absolute 

luminous flux measurements after thorough calibration. By contrast it is an excellent tool to measure 

the relative light output. 
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3.3.4 Measurement of Relative Light Output 

The guidelines for the full-battery runtime test demand the measurement of the relative light output 

�- v,rel which is defined as the luminous flux at a specific point of time t divided by the initial luminous 

flux at the beginning of the test ti [1]. 

 
�Ô�é,�å�Ø�ß(�P) =

�Ô�é(�P)

�Ô�é(�P�Ü)
 (3-18) 

One way to calculate the relative luminous flux is to use the afore-mentioned integrating sphere in 

which only reflected light hits the light detector. In theory it is also possible to place a detector directly 

in front of the sensor in a known distance d and calculate the luminous flux, taking into account the 

solid angle of the lamp W. This way is described in Alex Ryer’s Handbook on Light Measurement [12] 

and demands that no reflected light hits the sensor. In a first step the measured illuminance at 

distance d2 is used to calculate the illuminance E1 at a distance of 1m (d1) from the source with the 

help of the inverse square law. 

 
�' �5 = l

�@�6

�@�5
p

�6

�®�' �6���� (3-19) 

This step is necessary to easily convert from �H�I / �I �6 into �H�I / �O�N. As mentioned in 3.3.1 is a steradian 

defined as a solid angle that has its vertex in the center of the sphere and that has a spherical surface 

area equal to the radius of the sphere. With the know beam angle �., the solid angle W of the lamp can 

be calculated expressed in steradian. As mentioned before corresponds a beam angle of 360 ° to 14 

steradians. 

 �9 = 2�è�®�B1 F �?�K�O�@
�Ù
2

�A�C (3-20) 

The luminous flux �Ô�t of the lamp can be calculated according to: 

 �Ô�é = ���9 �®���' �5��. (3-21) 

In practice the determination of the luminous flux over the illuminance is inaccurate as it requires the 

knowledge of the exact beam angle which is often not known as well as the exact distance between 

sensor and light source.  

However, with the assumption that the solid angle of the lamps is constant, it provides a simple way to 

estimate the relative light output with the help of the illuminance. 

 
�Ô�t,�p�c�j =

�Ô�t(�P)

�Ô�t(�P�Ü)
=

�9 �®�' �t(�P)

�9 �®�' �t(�P�Ü)
=

�' �t(�P)

�' �t(�P�Ü)
����.  

In order to get an accurate result with the just explained method the following three points must be 

ensured: 

1. The distance between sensor and light source must be constant. 

2. The orientation of the lamp and the orientation of the sensor must not be changed. Moreover, 

the cavity geometry must remain constant. 

3. Stray light influence must be negligible. 
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All three points are easy to fulfill, by using a cavity that blocks stray light and that ensured that neither 

lamp nor sensor can be moved during the measurement. The same three constraints are valid if the 

relative light output is measured with the help of an integrating cube or box.  

3.4 Theory of Voltage Measurement 

In general, the measurement of voltage is the simplest of all different analogue measurements. Each 

voltage source can be replaced by ideal voltage source Vo with an internal resistance Ri and each 

voltage measurement device as an ideal voltmeter Vm with an parallel internal resistance Rm as 

illustrated in Figure 9. [13] 

 

Figure 9: Schematic drawing of a two-pole and a voltmeter. [13] 

The measured voltage is determined by: 

�8�k =
�4�k

�4�k + �4�g
�®�8�g��. 

It is obvious that the measurand is falsified by the internal resistance of the voltage measurement 

device Rm. In order to keep the influence as small as possible Rm and it should be made sure that: 

 �4�à �( �4�Ü��.  

3.5 Theory of Current Measurement 

For circuits that consist only of linear components the equivalent resistance of the circuit can be 

computed according to the rules derived from the Kirchhoff laws. By measuring the supply voltage the 

current through the circuit can be calculated. However, often the layout of the circuit is not known and 

the computation of the equivalent resistant can be time consuming, especially if the layout consists of 

multiple components. Another obstacle is the existence of non-linear components in the circuit, which 

are widely used in Pico-PV lamps. Therefore, the measurement of current is normally the more 

convenient way. Usually, the most common way to determine current is by measuring the voltage drop 

over an instrument shunt with a known resistance. As the instrumentation shunt must be implemented 

into the current circuit, an influence caused by the measurement shunt is inevitable. With the voltage 

drop Ushunt over the instrumentation shunt Rshunt the current I is calculated according to formula (3-22). 
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 (3-22) 

An example to illustrate the influence of the measurement shunt on the current to be measured is 

taken from [14].  

Example: Supply voltage V = 25 V, Rshunt = 1 �Ÿ, Current I = 5 A 

The resistance of the circuit Ri is calculated by: �4�g=
�Ï

�Â
=

�6�9 �Z

�9 �E
= 5 �À��. 

By looping-in the measurement shunt in the circuit the current is calculated according to: 

�+=
�8

�4�g+ �4�q�f �s�l �r
=

25��V
5���À+ 1���À

= ��4.167��A��. 

Compared to the current through the circuit without the measurement shunt, this is a significant 

change in circuit characteristics. The influence on the circuit is thereby determined by the ratio of Rshunt 

to Ri. By changing the value of Rshunt to 0.1 �Ÿ the circuit is considerably less influenced: 
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= ��4.90��A��. 

However, the deviation from the original current is still 2 % and this does include measurement errors. 

To keep the influence as small as possible, Rshunt has to be as small as possible. 

 �4�æ�Û�è�á�ç �' �4�Ü  
 

Another mean to measure current are hall sensors. Hall sensors exploit the relationship between 

current and the magnetic field created by this current. In general, the influences on the system to be 

measured are minor. However, due to bad experience with the use of cheap hall sensors at the 

department, it was decided not to use hall sensors. According to the gathered experience at the 

department, the performance is especially poor for small currents. Therefore, hall sensors are not 

presented further. 

3.6 Theory of Temperature Measurement 

There are multiple ways to measure the temperature of a medium. Temperature sensors can be 

classified as invasive, semi-invasive and non-invasive sensors. An elaboration on different 

temperature sensors can be found in Kutz’s handbook on measurement [15], from which the 

information in this chapter are taken. This chapter is limited to semiconductor devices and diode 

thermometers as those are very common sensors in cheap and simple microcontroller applications.  

Semiconductor devices sense a forward voltage across a transducer junction which is proportional to 

the absolute temperature. Most sensors that exploit a semiconductor junction use a diode connected 

bipolar transistor. By shorting the base of the transistor to the collector, a constant current flows in the 

remaining p-n junction and causes a forward voltage VF that is proportional to the absolute 

temperature. The behavior is described by formula (3-23). 
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T is the temperature, q the charge of electron, IF the forward current, Is the junctions reverse saturation 

and k the Bolzmann’s constant. 

Diode thermometers utilise the fact that the forward voltage drop across a p-n junction increases with 

decreasing temperature. This relationship is almost linear for special semiconductors. For silicon an 

almost linear relationship can be observed between 25 K and 400 K with a sensitivity of 2.5 mV/K. 

Another common semiconductor used in diode thermometers is GaAs. In general the Si and GaAs are 

used in combination with certain other elements for stability reasons. The advantages of diode 

thermometers are a simple voltage temperature relationship, a relatively large temperature range, and 

high sensitivity. 

4 Methodology in Design Process 

This section will give an overview over the methodology used in the design process of the prototype. 

The final test rig will consist of six measurement cavities, each equipped with a temperature sensor, a 

light sensor and a power monitor for current and voltage measurement. After the runtime test is 

finished, the raw data of the sensor is corrected and analysed according to specific procedure. The 

correction and analysis is executed on a connected measurement PC. 

As a first step the Lighting Africa Quality Assurance Protocol was studied in order to extract the 

requirements on the test rig concerning tolerances, expected outcomes and format of the final report. 

Based on the information from former tests the measurement range was determined and appropriate 

sensors were chosen. Therefore, technical details of possible sensors were compared to the 

requirements of the prototype. The availability of the sensor as breakout board as well as the 

existence of a library for the Arduino programing language were determined as basic prerequisites. In 

combination with additional requirements only a limited selection of sensors was left as possible 

solution. Chapter 5.2 presents in detail the requirements on the sensors. The measurement behaviour 

of the sensors in the expected measurement rang was then evaluated in specially designed 

measurement setups. In general, the behaviour was evaluated by comparing the measurement results 

with those of calibrated and highly accurate devices. If it was found that a calibration is necessary, a 

calibration table was created containing the value by which the measurement reading has to be 

corrected for a list of sampling points. The test rig at full capacity will consist of six measurement 

cavities, allowing for parallel measurement of the whole sample size of six Pico-PV systems. Each 

measurement cavity is equipped with one microcontroller, which gathers the sensor information and 

forwards them to a central PC. The data is saved and afterwards analysed on the PC. Therefore, two 

alternative designs for the microcontroller network were compared to each other. The first design is a 

master-slave network that includes an additional microcontroller which serves as the master. The 

master demands information from the slaves and transmits them to the measuring PC. In the second 
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design all slaves send their data independently and uncoordinated to the measuring PC. In a next 

step, the design of the measurement cavity was decided. The design of the measurement cavity is 

thereby strongly dependent on the technique that is used to measure light. In consequence, different 

ways to measure the relative light output were studied under the premise that a product range of Pico-

PV lamps as wide as possible can be measured within the cavity. In order to be able to decide for the 

most suitable cavity design, a comparison between integrating spheres, self-built integrating cubes 

and a darkened cavity for direct light measurements was carried out. An analysis program was 

created to analyse the gathered data. Therefore, the software competencies of the staff were 

investigated to be able to decide in which software the program should be realised. This was important 

as the staff should be able to quickly modify the program if needed, e.g. in the case of expanding the 

test rig to more measurement cavities. Before the complete system was assembled each component 

was tested concerning its functionality. After the final assembling the future test rig operators were 

invited to use the prototype of the test rig. Their feedback concerning the handling of the test rig was 

gathered and will be incorporated into the final construction that consists of all 6 boxes.  
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5 Motivation for Test Rig Design and Used 
Equipment 

5.1 Design of Measurement Cavity 

In general, there are three different ways to measure the relative light output of a light source. The 

Lighting Global Quality Assurance Protocols lists as approved apparatus: 

i. An integrating sphere, 

ii. A self-built photometer box with a baffled measurement of illuminance, 

iii. A darkened room or cabinet with direct illuminance measurement, e.g. a tube photometer. 

The general eligibility of those tools for the measurement of the relative light output was confirmed by 

a work of the Humboldt State University [11].  

The apparatus used for the test rig has to fulfil two main requirements. Firstly, it must be ensured that 

the preferred solution is relatively cheap. The test rig should be capable to analyse six lamps at a time. 

If one cavity costs several hundred Euros, it is clearly not a feasible solution. Secondly, the solution 

must be capable to correctly measure the light output of all type of lamps. Chapter 2.1 gave a first 

impression of the plethora of lamp shapes and light emission directions. Most critical to measure are 

lamps that have several LEDs installed. It must be assured that that the light of LEDs is measured in 

order to obtain a correct result. 

  

Figure 10: Examples of Pico-PV lamps with multiple LEDs (left: Sunlite JS30 MOB; right: WakaWaka). 

Regarding the integrating sphere, it is to say that it is for sure the most accurate and convenient 

apparatus to use. Due to its geometrical dimensions, it can fit lamps of all shape and because of its 

indirect measurement principle it is suitable also for lamps with multiple LEDs which emit light into 

different directions. Apart from its big size (see Figure 11), the high costs are the crucial factor 

preventing the utilisation of integrating spheres as measurement cavities. The prize per unit ranges 

from several thousand Euros for big sphere to several hundred Euros for the smallest versions. The 

utilisation of integrating spheres as measurement cavities is therefore not a viable option.  
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Figure 11: Integrating sphere used at the Fraunhofer ISE with a diameter of 1.6 m. 

The cheapest and simplest device to measure the relative light output is a tube photometer (see 

Figure 12a). At one side of the tube photometer, the lamp is fixed flush to the opening. At the other 

side, a cap with an attached photometer head is placed snugly into the opening. The photometer tube 

has one main disadvantage. It is not possible to measure the total light output of a lamp if the lamp 

has several LEDs installed which face in different directions. Unlike the integrating sphere, the 

measurement method is not integrative. Only light that hits the sensor directly is measured. Therefore, 

the operator has to decide which side of the lamp respective which LED is faced into the opening. If all 

LEDs of the lamp emit exactly the same amount of light at every point of time, this problem can be 

neglected. However it cannot be assumed that this is the case. Moreover, variations in shape and size 

of the lamps make a stable positioning of the sample on the tube difficult. As a consequence, the tube 

photometer’s handling is poor. Low cost and easy assembling of the apparatus are the main 

advantages of the tube photometer. 

 

  

Figure 12a: Schematic drawing of a tube 
photometer. [1] 

Figure 12b: Schematic drawing of a 
photometer box. [1] 

The self-built photometer box combines some of the advantages of the integrating sphere and the 

tube photometer (see Figure 12). A photometer box is a simplified integrating sphere that uses a box 

cavity instead of a sphere. It uses the same integrating approach by measuring only reflected light, 

allowing the measurement of lamps with multiple LEDs. It can be easily self-built out of ply wood and 

white wall paint, resulting in relatively low expenditure per unit of some ten Euros. Due to the non-ideal 

Tube 
Open End 

Photometer 

End 
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geometric structure (box instead of sphere), the accurate measurement of luminous flux is difficult. 

However, the relative light output can be accurately determined. The disadvantage of this system is 

that it cannot be bought and has to be self-build. However, the construction can be quite simple 

resulting in a short assembling period. 

As the photometer box is the only affordable solution that can correctly measure lamps with multiple 

LEDs, it was decided that the measurement cavity should be based on this concept.  

5.2 Selection of Electronics 

To keep the complexity of the system at a minimum level, it was decided that all sensors should have 

an internal ADC. Thereby, the number of components on the perforated board is reduced and a setup 

of the ADC is avoided. For the same reason it was decided to use a combined sensor for current and 

voltage measurement. Moreover, all sensors must be able to communicate with the Arduino via I2C, 

OneWire or SPI as those are the supported bus systems. In order to be able to quickly change a 

broken sensor, sensors that are available as breakout boards are preferred. Breakout board are also 

preferred because sensors are often only available as surface mounted devices (SMD). In addition, no 

further components like resistors, capacitors and transistors must be soldered. This is especially 

beneficial as in total 6 measurement cavities with 4 sensors each are to be built. Finally, Arduino 

libraries should be available for all sensors so that only basic programming skills are necessary to 

modify the system. 

For the temperature sensor the requirements were the weakest. The required measurement range is 

small, ranging from 15 °C to only 35 °C and the step width has to be equal or below 0.01 °C. 

For the current sensor a measurement range between 20 mA and 3 A is required. The highest current 

measured in former test was 350 mA. However, the sensor may also be used to measure solar home 

systems, which exhibit considerable higher currents. With a tolerance of ± 1 % the step width should 

be below 0.2 mA.  

The required measurement range for the voltage sensor was set to be between 0.5 V and 24 V. 

Analogue to the current, the voltage sensor should also be able to measure solar home systems. A 

step width of < 5 mV is required to obtain a measurement error below ± 1 %. 

For the light sensor the measurement range has to be between 0 lx and 5000 lx. This ensures that the 

sensor can also be used for direct light measurement. In order to be able to guarantee an error below  

± 1 % at 50 lx the step should be below 0.05 lx.  

The selected sensors are presented in chapter 6, a detailed analysis of their behaviour can be found in chapter 7. 
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5.3 Design of Microcontroller Network 

In some way, the data collected by the sensors have to be transmitted to a PC where the data is 

analysed after the test is ended. Therefore, two different networks were designed and compared 

regarding their advantages and disadvantages. The first concept is a master-slave concept that 

utilises the I2C bus for communication. Each Arduino microcontroller collects the sensor data from one 

measurement box. Those microcontrollers are the slave devices which transmit their data on request 

of the master device via I2C bus. The master device itself does not directly collect any sensor data. Its 

solely purpose is to request the data from the slave devices once a minute, compose this data and 

transmit it to a PC in CSV format via the serial connection. On the PC, the serial port monitoring 

program ‘CoolTerm’ records all incoming data and saves them as .txt file. CoolTerm itself is a pretty 

simple and straight forward program. Only the respective com-port, at which the master device is 

connected to, has to be chosen as well as the basic settings concerning baudrate, number of data 

bits, parity etc. After the measurement ended, the content of the .txt file is copied into a Microsoft 

Excel template. The template automatically analysis the data and gives out results and graphs. The 

concept as a whole is visualised in Figure 13. 
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Figure 13: Visualisation of the master slave concept utilising the I2C bus. 

The second concept is no longer a master slave system. The microcontroller of each measurement 

box sends the data independently to an USB switch in once per minute via the serial interface. The 

USB switch passes the data further to the PC. Due to the lack of a master device, the data from the 

different boxes is not composed to one data block. As a consequence, as many serial ports are need 

to be monitored on the PC side as connected microcontrollers. Each serial port is monitored by one 

instance of CoolTerm which saves the data of one measurement box as a text file. The data of each 

text file needs then to be copied into the Microsoft Excel template. A presentation of the concept can 

be seen in Figure 14. 
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Figure 14: Visualisation of the USB switch concept utilising the serial communication. 

The advantage of the first concept lays in the ease of handling. Only one serial port connection must 

be setup and only the content of one single txt file needs to be copied into the Excel template. 

Conversely requires a change in test rig design, like the addition of another measurement box, a 

modification of code of the master and the slave devices. This can be time consuming for an 

unexperienced user due to the deficiency of the I2C library to easily transmit float type data. 

Conversely, the data has to be manually fractionised into bytes, transmitted and composed again, e.g. 

with the help of union types. This is not very intuitive and requires some familiarization with the code. 

Moreover, it needs to be kept in mind that the maximum capacitance of the I2C bus is 400 pF, as the 

bus was originally designed for the use within integrated circuits. This limits the number of devices 

connected to the bus as well as the wire length between slaves and master. It is moreover, necessary 

to tinker each cable for the I2C bus manually.  

The advantage of the USB switch concept is its simplicity in design. However, the handling is not as 

convenient as in the former concept. After a change in test rig setup or extension no master device 

needs to be modified. The data is send from the microcontrollers directly to the PC via serial 

connection. This reduces the length and complexity of the code significantly compared to the first 

concept. This allows a quick familiarisation with the code, even for unexperienced users. For the 

connection between Arduino and USB switch, readily available USB cables can be used. This makes 

the tinkering of special cables for the I2C connection superfluous. In contrast to the master-slave 

concept, the handling is not as convenient. Instead of setting up one serial connection in CoolTerm, 

six connections need to be set up. As afore-mentioned, the setup is simple but tedious and the 

repetitive character increases the chance of errors. As a worst case consequence, some date might 

not be recorded. However, this can be avoided by thorough work and a check-up. The additional 

inconvenience of copying the content of six txt files into the Excel template can be neglected.  
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In this application, the advantages of the USB switch concept out weight the disadvantages. The final 

test rig will therefore utilise this concept of data transmission. 

6 Test Rig Design and Used Equipment 

The final system consists of 6 photometer boxes. One lamp is placed in each box. Each photometer 

box is equipped with one Arduino microcontroller, one light sensor, one temperature sensor, one 

power monitor to measure battery voltage and current of the lamp. The microcontroller of each box is 

connected to one central USB switch that forwards all data to a measurement PC. The gathered data 

are then analysed by a Microsoft Excel template. A simplified overview of the system is displayed in 

Figure 15. For the sake of clarity, the data recording on the measurement PC is not displayed. 

 

Figure 15: Overview over the final test rig design. The data recording on the measurement PC is not 
displayed. 

The cost of the final system was calculated to be 543 €. A cost calculation can be found in A.3. 

6.1 Cavity Design and Sensor Placement 

Figure 16 displays the prototype of the photometer box. The dimensions of the measurement box are 

43 cm x 29 cm x 26 cm. A drawing with measures of the different parts can be found in annex A.4. 

The interior walls of the box are painted white with common wall paint. There are two cable 

feedthroughs on the back side. The first one is situated centrally and 8 cm below the upper edge for 

the cable containing the data lines of the light sensor and the temperature sensor. The second one is 

situated in the lower right corner for the looping in of the measurement shunt. The cable screw 

connections contain a rubber-joint which constriction can be adjusted by a screw. The narrow rubber-
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joint assures that no stray light can enter the cavity. The sensors itself are mounted on a bent metal 

bracket. One part of the bracket is fixed to the back side of the box by screws. The other part intrudes 

into the cavity interior and exhibits a 70 degree downward bent. The light sensor is installed on the 

bottom side of the bent part in ways that it faces a plain area of the cavity back side. The bent assures 

that the sensor does not see parts of the metal bracket or of its connecting wires.  

 
Figure 16: Top view into one of the photometer boxes (left). The cables to the lamp are normally 

hidden behind a white cover. View on the backside of the photometer box (right) with 
perforated board case. The black cable is the connection between microcontroller and USB 
switch. 

The temperature sensor is installed close to the light sensor, as the measured temperature is used to 

correct the raw data of the light sensor by its temperature coefficient. The power monitor to measure 

current and voltage is not placed directly in the photometer box but on the perforated board, which is 

protected by a plastic casing. The temperature in the box is mainly dependent on the current to be 

measured. The temperature in the casing was measured to be 24.15 °C in thermal equilibrium at a 

current of 350 mA. The plastic casing itself is attached on the back side of the photometer. For 

looping-in of the measurement shunt, a permanent connection cable is installed. On the one end, the 

connection cable is connected to the perforated board. In the prototype this is done by clamps, in the 

final test rig this connection will be replaced by a soldered connection. The other end is situated in the 

box and equipped with a connector. In order to measure current and voltage the counterpart of the 

connection cable is soldered into the current path of the lamp and the circuit is closed via the 

connector.  
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6.2 Presentation of Microcontroller and Sensors 

In this chapter the microcontroller and the selected sensors are briefly presented. An extract from the 

datasheet of each sensor can be found in the annex 9. A detailed evaluation of the sensors can be 

found in chapter 7. 

6.2.1 Microcontroller Arduino Micro 

The purpose of the microcontroller is to control the sensors of each measurement box, collect their 

data and forward them to the central measurement PC. One design constraint was the use of the 

Arduino platform, as afore-mentioned. The Arduino hardware was originally designed for people with 

little technical background. It should enable especially artists to create artworks that interact with their 

environment by the use of sensors. Therefore, the integrated development environment is straight 

forward and a lot of sensors come with specific Arduino libraries which allow a quick and easy 

integration. Further information on the programming language Arduino and the IDE can be found in 

chapter 6.4. 

The Arduino family consist of 23 microcontrollers with different modifications. The different models are 

optimised for different purposes. The LilyPad collection for example is optimised for the use in 

wearables and e-textiles. Modification-wise, the boards differ mainly in number of digital I/O pins, 

processor speed, size of flash memory, clock speed and the presence of additional functions like an 

Ethernet interface. For the present purpose, the requirements on the microcontroller are minor. The 

sensor values are requested only once per minute and no big data is handled. Moreover, no special 

interfaces apart from USB are necessary and only a small amount of pins as the number of connected 

sensors to each microcontroller is little. Therefore, it was decided to use Arduino Micros, which are 

one of the smallest models. 

Table 2: Arduino Micro specifications. [16]  

Microcontroller ATmega32u4 
Operating 5 V 
Input Voltage 7-12 V 

Input Voltage 6-20 V 
Digital I/O Pins 20 
PWM Channels 7 
Analogue Input 12 
Flash Memory 32 kB 
SRAM 2.5 kB 
EEPROM 1 kB 
Clock Speed 16 MHz 

 
 Figure 17:  Schematic drawing of an Arduino 

Micro with pin mapping. [16] 
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6.2.2 Power Monitor INA219 

The INA219 high-side power monitor can measure voltage and current with a 12-bit resolution and 

contains a programmable gain amplifier (PGA). The input dc voltage ranges from 0.3 V to 26 V. The 

PGA allows for an automatic adoption of the full-scale voltage for current sensing. Figure 18 displays 

the operating mode of the INA219. The PGA has 4 levels of amplification, resulting in full-scale voltage 

ranges of 40 mV, 80 mV, 160 mV or 320 mV. The offset voltage is stated to be at most ± 50 ��V at the 

smallest gain at and ±100 ��V at the highest. Depending on the sensed voltage drop the full scale 

range is adopted. With the by default installed 0.1 �Ÿ shunt, the maximum current that can be sensed is 

3.2 A according to: 
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= 3.2��A����.  

 

 

Figure 18: Schematic drawing of the INA219 structure. [17] 

Without the PGA, the theoretical step size of the 12-bit sensor would be 
�7.�6���E

�6�-�.
=
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�8�4�=�:
= 0.781 mA. As 

20 mA were defined as the lower boundary of the measurement range, a relative error of 

1 % �§ 0.2 mA would be impossible to achieve. Conversely, the theoretical step size of the INA219 with 

PGA below 0.4 A is  

�4.�8 �E

�8�4�=�:
= 0.0977 mA and therefore below the 1 % error threshold. The accuracy is stated to be ± 0.5 % for 

the current measurement and ± 1 % for the voltage measurement. 

6.2.3 Temperature Sensor DS1820 

The used temperature sensor is a DS18B20 from maxim integrated. It provides a 12-bit Celsius 

temperature measurement resolution at an operating temperature range of -55 °C to +125 °C. The 

theoretical step width at maximum resolution is therefore 0.0625 °C. In the operating range of -10 °C 

to +125 °C the accuracy is stated to be ± 0.5 °C. The conversion from temperature to a 12-bit digital 

word takes 750 ms. The communication between sensor and microcontroller is realised via the 1-Wire 

bus, which is a single line bus. The control line requires a small pull-up resistor to ensure functionality. 

The sensor can be run in two modes, in ‘parasite power’ mode or standard power mode. If run in the 

parasite power mode, the DS18B20 is supplied through the pull-up resistor on the signal line when the 
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bus is high. By charging a capacitor during bus high, the device is supplied during bus low. In the 

standard mode the device is supplied externally with power. The power supplies range is 3.0 V to 

5.5 V. 

 

Figure 19: Photo of a DS18B20 temperature sensor. The black sensor body is clearly visible. [18] 

6.2.4 Light Output Sensor TSL2561 

As light sensor, a Taos TSL2561 in breakout version from Adafruit is used. The TSL2561 is a light to 

digital converter with 16-bit resolution and a measurement range from 1 lx – 40,000 lx. The integration 

time can be set manually with 402 ms as maximum setting. In order to improve measurement readings 

in dim light, it is possible to change the gain from 1 to 16. The real resolution was measured to be 

0.03 lx in the measurement range below 800 lx. The sensitivity of the sensor has an approximate 

human eye response and is thereby suitable for photometric measurements. 

 

Figure 20: Photo of a TSL2561 breakout board. The actual sensor is placed right in the centre of the 
board. [19] 

As above-mentioned, is the upper measurement range boundary of the sensor as big as 40,000 lx. 

Test measurements in a photobox prototype showed however, values of ~130 lx – 160 lx for lamps 

exhibiting a luminous flux of 25 lm - 30 lm and between 300 lx - 500lx for the brightest lamps with a 

luminous flux of 200 lm - 300 lm. The manufacturer states that the sensor is mainly designed for the 

use within tablets or mobile devices in order to automatically adjust the brightness of the display in 

dependency of the ambient light. From the typical area of application it can be concluded, that the 

performance of the sensor should be evaluated and if necessary corrected.  
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6.3 Perforated Board Layout 

The different electrical components were soldered on a perforated board. The electrical perforated 

board itself is installed in a small plastic box to protect the components. Only the Arduino Micro, the 

INA219 power monitor and mini SD card device are mounted directly on the perforated board. The SD 

card is not used for the full-battery runtime test but it is already implemented, as the test rig should 

also be used for long term measurement in the future, like the 2000 h lumen maintenance test. For 

this long term measurement, the SD card serves as a backup system in case the data longing on the 

measurement pc is interrupted. The TSL2561 light sensor and the DS18B20 temperature sensor are 

placed outside of the plastic box. The communication between those sensors and the microcontroller 

is achieved by a signal cable which is connected to the perforated board with the help of WAGO 

clamp. Moreover, provides the plastic box an input to allow the looping-in of the measurement shunt, 

which is mounted directly on the INA219 breakout board, into the current path of the lamp. The wires 

used to loop-in the INA219 have an area of 2.5 mm2 to keep the resistance low. For the prototype they 

are also fixed by WAGO clamps on the perforated board. The layout of the perforated board is shown 

Figure 21.  

 

Figure 21: Overview over the circuit layout. Components are coloured in blue, plugs are coloured in 
red. The light sensor TSL 2561 and the temperature sensor DS18B20 are not directly 
placed on the perforated board. The measurements are given in mm. 
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The INA219 as well as the TSL2561 communicate with the Arduino over the I2C bus occupying the 

SDA and SCL pin on the Arduino, whilst the DS18B20 uses pin 5 which is defined as digital pin for the 

OneWire communication. The SD card device communicates over SPI requiring the Di, Do and CLK 

pin of the Arduino. The components are soldered manually on a standard perforated board with 

2.54 mm grid dimensions.  

6.4 Arduino Code 

Arduino comes along with its own integrated development environment (IDE). The IDE is a platform 

independent Java application, which is based on the IDE of Processing, a development environment 

specialised on graphics and animations. Programs for Arduino are normally called sketch. A 

functioning sketch requires only two methods. The first one is setup(), which is called once after the 

start of the microcontroller and contains definitions and settings regarding pin character (input/output), 

resolution of sensors or serial communication. The second one is loop(), which is continuously run as 

long as the microcontroller is switched on. 

The purpose of the Arduino in this project is to request values from different sensors once a minute 

and send them in the right format to the connected measuring PC over the serial connection where the 

data is logged. The complete sketch with comments can be found in annex A.2. For the sake of clarity, 

only the basic functioning of the code will be explained in this chapter, leaving out the initialisation of 

sensors and so on.  

The sketch consists of three main parts: the setup part, the loop part and the inclusion of libraries and 

the definition of global variables and instances at the very beginning of the sketch. In total six libraries 

are included. One each for the I2C bus and the OneWire bus, containing functions required for the 

communication. Moreover, one library for each sensor is necessary, except for the TSL2561 which 

requires two libraries. The libraries for the sensors are directly provided by the manufacturer of the 

breakout boards, whereas the libraries for the bus communication are provided by GitHub.com, an 

open access online platform. Moreover, an instance for each sensor is set up is in this part of the 

code. In addition, pin 5 is defined as the pin used for OneWire communication and a global variable of 

the type unsigned long is created which stores the time when the serial communication is started. 

In the setup part, the integration time for the light sensor is set to its maximum of 402 ms and the 

mode is set to automatic adjusting of the gain. Moreover, the resolution of the DS18B20 is set to its 

maximum resolution of 12-bit and the serial communication is started at a baude rate of 9600, no 

parity bit and 1 stop bit. As soon as the connection is established, the time is stored in the previously 

defined variable and the column headlines and information concerning sketch version are printed on 

the serial port. After printing each headline an additional tab stop is printed. The tab stop marks 

thereby the separating sign for any spreadsheet program for the start of a new column. 
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In the loop-part, the information from each sensor is requested. For the current and voltage value an 

arithmetic mean out of 100 requests is computed with the help of a ‘for-loop’. The information of the 

temperature and the light sensor are just requested ones. After all information are requested and 

stored in variables of float type, the time since the serial connection was established is calculated in 

minutes and after a type transformation stored as a float. The information is then printed in the same 

order as the column headlines were printed before, again separated by a tab stop. After all information 

has been printed, a new line is printed to be ready for the next run. At last, the delay time until the loop 

is started again is defined by a condition statement. If the time since the serial connection was started 

is shorter than two minutes, the delay is only two seconds, otherwise it is one minute. The short delay 

in the beginning should facilitate the setup of the lamp in the measurement box by providing a 

constant feedback concerning the proper functionality of the sensors. The main actions are 

summarised in Figure 22. 

 

Figure 22: Overview over the main actions of the sketch. The colours indicate the part of the sketch 
where the commands can be found. Yellow indicates the very first part before the setup, 
green the setup part and blue the loop part. 
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6.5 Data Analysis Program 

The gathered sensor data is automatically analysed in order to determine the time after which the 

initial light output has decreased to 70 %. Moreover, the average light output during this period and the 

corresponding voltage and current values are determined.  

6.5.1 Structure and Handling 

The analysis is done with the help of Microsoft Excel, as it is an easy to use tool and it can be 

assumed that most future system operators have knowledge of its functionality. The created analysis 

program consists of six spreadsheets. The first one ‘Sensor Raw Data’, contains the original data from 

the sensors and the few inputs that are necessary to run the analysis are entered here. The sheet 

‘Results’ displays the outcomes of the analysis. The sheet ‘Analysis’ contains calculations and 

transformations, in order to allow the user to understand the steps of the analysis. No final results are 

displayed here. The remaining three sheets contain each a list of sampling points for current, voltage 

and temperature measurement reading and the respective correction factors. As a first step the 

gathered sensor data from one measurement box is copied from the text file created by CoolTerm into 

the Excel template. Secondly, a point of time has to be chosen defining the starting time of the 

analysis. The Lighting Global Quality Assurance Protocol dictates that the lamp has to be switched on 

for 20 minutes before the measurement is started, however it is possible to choose another point of 

time to correct for any unpredictability. Thirdly, the name of the lamp and sample number must be 

entered to allow for an unambiguous assignment of the analysis results and the ‘Start Analysis’ button 

must be pressed. The outcomes of the analysis are then shown in the result sheet. 

 

 

Figure 23:  Detail of the ‘Raw Data’ sheet (up) showing the area where the raw area is to be copied 
(grey) and the necessary inputs. Detail of the ‘Results’ sheet (below) with graphical 
visualisation and key characteristics. 
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6.5.2 Methodology of Data Processing 

The analysis of the data is based on data sets. One data set consists of different values and each 

value has its own column. The initial data set ‘raw data’ consists of a time stamp and the temperature, 

current, voltage and illuminance measured at this point of time. The number of ‘raw data’ sets is equal 

to the number of time stamps. The first step is to correct the raw data of current and voltage (see 

chapter 7.1.1). The result is a new data set ‘corrected data’ that contains the same information as the 

initial one but with corrected values for voltage, current and temperature as well as the relative light 

output as a new value. The relative light output is simply the ratio of the illumination value of the set of 

values divided by the illumination value of the set of values that was determined as starting point. The 

amount of ‘corrected data’ sets is equal to the number of ‘raw data’ sets. Based on the second data 

set, the average relative light output is calculated. The average relative light output is obtained by 

calculating the arithmetic mean value based on all relative light output values, which are equal or 

bigger than 70 % and have a time stamp bigger than 20 min. 

In order to obtain the average voltage and average current corresponding to the relative average light 

output a third data set ‘voltage bins’ is required. The data set consists of three values: the voltage 

level, the average current at this voltage level and the average illumination at this voltage level. The 

number of ’voltage bins’ sets is different from the first two sets. The maximum voltage level is the 

maximum voltage value occurring in all ‘corrected data’ sets. The minimum is defined as 0 V. The 

difference between two voltage levels is 0.1 V. With Umax being the maximum voltage, the number of 

different voltage levels n and thereby the number of data sets ‘voltage bins’ is calculated by:  

�J=
�8�k �_�v F0��V

0.1��V
��. 

As the battery voltage decreases slowly, there are multiple ‘corrected data’ sets with the same voltage. 

Out of all current and illumination values that fall within one voltage bin, the arithmetic mean current 

and arithmetic mean illuminance is calculated.  

The average illumination that was calculated based on the second data set is now compared to the 

arithmetic mean illuminance of each ‘voltage bin’ set. The arithmetic mean current and the voltage 

level of the ‘voltage bin’ set, which belong to the data set that exhibits the smallest deviation between 

arithmetic mean illuminance and average illuminance, are defined as the average current and average 

voltage. 

6.5.3 Realisation in Excel 

After entering the original data into the sheet ‘Raw data’ the voltage and current data is copied into the 

‘Analysis’ sheet by using the function ‘indirect’. The use of ‘indirect’ avoids errors if raw data values 

are deleted or changed. The electrical raw data is corrected by two rounds of interpolation. For each 

current and voltage value is the result of the interpolation between the corresponding sampling points 

at each temperature level given. As a result three values are obtained, one for each of the three 

temperature level. As the temperature corresponding to the electrical values is most likely not equal to 
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one of the three temperature levels, a second interpolation is needed. The general formula used for 

the interpolation is given by formula (6-1). The original value is thereby x, the searched correction 

factor y and the values indexed with n and n+ 1 are the respective supporting points. 

 
�U=

(�TF�T�á) �®�U�á + (�T�á�>�5 F�T) �®�U�á�>�5

�U�á�>�5 F �U�á
 (6-1) 

The lower supporting point is thereby determined by searching for the biggest value that is smaller 

than the original value and the higher point by searching for the smallest value that is still bigger than 

the original value. The corresponding correction factor to the sampling points is written in the 

neighbouring columns in the sheet ‘Calibration curve’. The functions MATCH and INDEX are used to 

give back the corresponding values of the correction factor. By entering the afore-mentioned 

conditions to find the higher and lower sampling point into the function MATCH, the number of the cell 

fulfilling the conditions is received. INDEX gives back the content of a cell and requires as an input a 

cell number and a column name. By setting the column which contains the correction factors and the 

MATCH function that gives back the cell number as an input, the correction factor is obtained. Table 3 

summarises the used Excel formulas. Column A contains the samplings points for the current or 

voltage value X1 and column B contains the respective correction factors. 

Table 3: Applied Microsoft Excel expressions in order to execute the interpolations. 

Lower sampling point MAX(IF(A1:A10<=X1;A1:A10) 

Higher sampling point MIN(IF(A1:A10>=X1;A1:A10) 

Correction factor of lower sampling point INDEX(B:B; MATCH(MAX(IF(A1:A10<=X1;A1:A10)))) 

Correction factor of higher sampling point INDEX(B:B; MATCH(MIN(IF(A1:A10>=X1;A1:A10)))) 

To obtain the values of the ‘voltage bin’ the highest occurring voltage within the ‘corrected data’ sets is 

searched and written in the first cell of the column. The following cells contain the value of the 

previous cell minus 0.1 V, resulting in a list of all possible voltage values at a step size of 0.1 V from 

the maximum voltage to 0 V (‘voltage bins’). The voltage value of each ‘corrected data’ set is 

compared to each possible voltage level of the voltage bins by the help of a matrix function. Out of all 

data sets exhibiting the same voltage the arithmetic mean value of the current and illumination values 

is calculated. 

 

Figure 24: The screen shot shows a part of the data set ’corrected data’ (left) and the data set ‘voltage 
bins’ (right). Not all possible voltage levels were actually measures resulting in ‘voltage bins’ 
that have no values for mean current and mean illuminance. 

Matrix functions allow the comparison of one cell with a complete range of cells giving back ‘1’ if the 

condition is true or ‘0 ‘if the condition is wrong. The matrix formula behind the yellow cell V6 in Figure 

24 in order to calculate the arithmetic mean current is given by: 
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= SUM((U6 = $Q$4: $Q$2000) �®($P$4: $P$2000))/ SUM((U6 = $Q$4: $Q$2000) �®1))  

 

The function VLOOKUP is used to find the values of the average current and the average voltage. As 

afore-mentioned, is the average relative light output, calculated based on the second data set 

‘corrected data’ and compared to the arithmetic mean illuminance values of the ‘voltage bins’ sets to 

determine the data set containing the average current and average voltage. VLOOKUP compares the 

content of one cell to a specific column. If the value is found in the column the content of the cell of the 

neighbouring column is given back. If the average relative light output is written in cell B1 and the 

arithmetic mean illuminance values are contained in column D and the arithmetic current in column E, 

the formula to give back the value of E at which the deviation between B1 and the values in D is the 

smallest is given by: 

=VLOOKUP (B1,D4:E1995,2) 

The ‘2’ as last parameter in the formula determines that the second of both columns contains the 

value that should be returned. If there is no exact conformity between B1 and the values in column D, 

VLOOKUP takes the next smaller value of column D. However, in order function properly, VLOOKUP 

requires that the values that are needed to be scanned are sorted in ascending order. Therefore, a 

macro was recorded that sorts the values if the user presses the ‘Start analysis’ button in the ‘raw 

data’ sheet. The determination of the autonomous time is as well obtained by the help of VLOOKUP.  

At last, the progress of the relative light output is visualised in a diagram (see Figure 23). As the x-axis 

of the diagram should be adjusted dynamically to the number of data sets, a name is defined and 

forwarded as x-axis range to the diagram. The name contains a formula that automatically determines 

the x-axis range in dependency of the number of data sets with the help of the function OFFSET and a 

matrix function. The number of cells, which content is different from zero is determined and forwarded 

to the OFFSET function. This function gives back the adjusted range which serves as input to 

determine the length of the x-axis. 
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7 Evaluation of Sensors and Cavity Design 

7.1 Power Monitor INA 219 

7.1.1 Measurement Behaviour 

The desired measurement range for the primary purpose is 20 mA to 350 mA. In the future, a possible 

application area is the measurement of bigger systems with currents up to 3 A. The behaviour is 

therefore examined until 3 A. In order to evaluate the performance of the INA219, a Fluke 5500A 

Calibrator was used as reference. The specifications of the calibrator are given with ± 50 ppm of 

setting for dc voltage and ± 0.01 % of setting for dc current. In order to be able to evaluate the 

performance at different temperature levels, a standard cooling box and a Memmert UFE 400 oven 

were used in combination with a Tinsley 5885 thermometer. The maximum deviation from the nominal 

temperature during measurements was ±0.3 C. The INA219 was connected to the calibrator as well as 

to the Arduino to read out the measurement results. This was done with the help of a specially written 

evaluation software, which runs on the Arduino. The evaluation software establishes a connection 

over the serial interface to the connected PC. On the PC runs version 1.4.3 of CoolTerm, a simple 

serial port monitor that is capable of displaying incoming messages and sending out messages to 

connected devices. The evaluation software awaits the entry of the calibrator current or voltage, which 

is entered via the keyboard. When a serial input is sensed, the voltage and current values are 

requested from the INA219 by the Arduino. The entered value as well as the requested data is send to 

CoolTerm, which saves the incoming data as a .txt file on the PC. Assuring that the sensor is in 

thermal equilibrium, the calibrator current through the sensor was held constant for 5 minutes before 

the data from the INA219 was requested. 

The relative measurement error of the INA219 over the measurement range is shown in Figure 25 at 

three different ambient temperatures. Especially in the lower measurement range, the relative error is 

quite high, as it can be seen in Figure 26. In the medium measurement range between 0.4 A and 

2.2 A the error is pretty stable at around 1 % to 1.2 % percent. The measurement results at 14 °C 

show the smallest error and those obtained at 35 °C show the highest error. However, the difference 

in deviation is rather small. Furthermore, it can be observed best in this range that the measurement 

error increases slowly with rising current. With rising current the electrical power loss over the shunt 

increases. It is very likely that the generated heat causes an increase in temperature at the sensor as 

the shunt is mounted directly next to the sensor. In the higher measurement range, a temperature 

dependency is less obvious as the measurement results start to oscillate. The reasons of that effect 

could not be revealed. 
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Figure 25: Relative measurement error of the INA219 between 20 mA and 3.2 A at three different 
temperature levels.  

A clear temperature dependency is not visible for small currents as the random noise is big compared 

to the measurement range (Figure 26). As the random error at the same temperature level is bigger 

than the deviation between two temperature levels, the curves are not ranked by temperature. 

 

Figure 26: Relative measurement error of the INA219 in the range between 20 mA and 200 mA.  

The influence of random noise on the measurement result is displayed in Figure 27. At a real current 

of 50 mA the measurement result varies between 50.4 mA and 51.2 mA, resulting in a maximum 

difference of 0.8 mA or of 1.6 % if related to the value to be measured.  
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Figure 27: Measurement readings for a series of consecutive measurements at a constant calibrated 
current of 50 mA. The results vary significantly due to random noise. Readings are rounded 
to the first decimal place. 

Figure 27 also highlights the positive sensor offset that could already be observed in Figure 26. The 

zero drift for this particular senor was measured to be around 0.55 mA at 25 °C. To reveal the 

systematic error of the sensor, the influence of the random noise has to be limited to a minimum. 

Afterwards, the systematic error can be corrected. 

As mentioned in chapter 3.2, the easiest way to eliminate random errors like electrical or random 

noise is by applying some sort of averaging. From an algorithmically point of view, the calculation of 

arithmetic mean values is much easier than sorting of values. It was therefore decided to use 

arithmetic mean values instead of median values. The software on the Arduino was changed to 

calculate the arithmetic mean value on a basis of 100 measurement readings, according to formula 

(3-3). Figure 28 and Figure 29 visualize the results of the analysis based on mean values. 

 

Figure 28: Relative measurement error of the INA219 between 20 mA and 3.2 A with averaged values 
for random noise reduction at three different temperature levels. 

Compared to the results obtained with one single measurement at each sampling point, it becomes 

obvious that the curves based on the averaged values are much smoother. Moreover, the oscillating 

of sensor readings in the range greater than 2.1 A is reduced to a minimum (see 35 °C curve). It is 



 

-42- 
 

assumed that the remaining error can be completely attributed to systematic errors. The sensitivity 

drift of the sensor, caused by varying ambient temperature, is now clearly visible over the whole 

measurement range. As previously mentioned, the zero drift of the senor is around 0.55 mA. Other 

sources for systematic errors were not investigated. Their source and influence is therefore unknown. 

Figure 29 highlights the range between 20 mA and 200 mA at which the influence of random noise 

was high due to a smaller reference value. In this range, the positive effect of requesting mean values 

becomes more prominent. In contrast to Figure 25, the temperature dependency is now clearly visible.  

 

Figure 29: Relative measurement error of the INA219 in the range between 20 mA and 200 mA with 
averaged values at three different temperature levels. 

After elimination of random noise, the systematic error can be corrected. For this purpose, a table was 

created containing the difference between the measured average value and the calibrator current at 

96 sampling points between 20 mA and 3.2 A (Figure 30). The interval between two sampling points is 

5 mA between 20 mA and 100 mA, 25 mA between 100 mA and 1 A, and 50 mA between 1 mA and 

3.2 A. With the help of this calibration list, the raw data is corrected by the spreadsheet analysis 

program (see chapter 6.5). However, the list itself provides only a direct correction value if the 

measured current is equal to one sampling point and if the temperature during the measurement is 

equal to 14 °C, 25 °C or 34 °C. Thus, two interpolations are necessary. Firstly, the program identifies 

the two neighbouring sampling points and interpolates between those values for each temperature 

level. The results are interpolated values, which are valid if the measurement result was obtained at 

14 °C, 25 °C or 35 °C. Secondly, an interpolation between the 14 °C value and the 25 °C value or the 

35° C and the 25 °C value is carried out, depending on the temperature at which the measurement 

was taken. 
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Figure 30: Extract of the list with correction values to adjust measurement readings. 

A short example is given in Figure 31. The current 98.38 mA is measured by the sensor at an ambient 

temperature of 29.56 °C (1). The program identifies that the neighbouring sampling points in the 

correction list are 95 mA and 100 mA (2). The program interpolates between the respective 

corrections values (3) and gives out the results (4). As 29.56 °C is higher than 25 °C a second 

interpolation is executed between 1.28 mA and 1.36 mA and the final correction value is displayed (5). 

By subtracting the final correction value from the initially measured value, the corrected value is 

obtained. In this example the corrected value is 97.06 mA compared to a real current of 97 mA. 

 

Figure 31: Methodology to correct measurement readings. 

To evaluate the performance of this correction scheme, the INA219 was again connected to the 

calibrator and random currents were set. The obtained measurement results were corrected according 

to the explained procedure and compared to the set currents. This was done at two different ambient 

temperature levels: a warm one and a cold one. In the cold case the ambient temperature was 17 °C 

and in the warm case 29.5 °C. The results of the evaluation show a very good accuracy over the 

whole measurement range. The maximum relative measurement deviation is less than 0.25 %. The 

highest errors can be observed in the small measurement range between 20 mA and 50 mA. From 

100 mA onwards the error is smaller than 0.05 %.  
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Figure 32: Evaluation of the correction scheme for a number of randomly chosen current at 17 °C and 
29.5 °C.  

However, at this point it is not possible to make a reliable forecast on the long term stability of the 

sensor. Therefore, it should be checked frequently if the sensor offset or sensitivity changes over time.  

The purpose of the INA219 is not only the measurement of current but also of the battery voltage. 

Therefore, the same analysis and correction schema is applied analogically for the voltage 

measurement. The results for the voltage correction are given in Figure 33. The results show a 

relatively high variation in error for small voltages before the error stabilises from 5 V on. From this 

point onwards, the error is in below 0.05 %.  

 

Figure 33: Evaluation of the correction scheme for a number of randomly chosen voltage levels at 
17 °C and 29.5 °C. The mainly unidirectional deviation to positive values indicates that the 
sensor offset is underestimated by the correction list. 

The results show that the INA219 has a high accuracy even for small currents and voltages if the 

sensor is calibrated at different temperature levels. However, the calibration at three different levels is 

time consuming and requires the availability of a climatic chamber. If only one calibration curve is 

recorded at ambient temperature, the error increases but is still in an acceptable range. Figure 34 and 
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Figure 35 show the error for a current and voltage measurement taken at 14 °C and 35 °C. The results 

were corrected by a single correction curve, which was recorded at 25°C.  

 

Figure 34: Evaluation of the current correction if only one correction curve at 25 °C is used.  

Especially for small currents, a higher error can be observed. The measurements taken at the cold 

temperature level exhibit a negative error, the ones taken at the warm temperature exhibit a positive 

error. This is logical, as the 35 °C results are undercorrected by the 25 °C correction curve and those 

obtained at 14 °C are overcorrected. In this case, the maximum error is 0.4 % and stabilises at around 

0.1 % for medium high currents and 0.05 % for high currents. Analogue results can be observed for 

the voltage measurement. 

 

Figure 35: Evaluation of the voltage correction if only one correction curve at 25 °C is used. 

Although the INA219 computes mean values out of 100 measurement readings, those mean values 

differ slightly from measurement to measurement. Therefore, the upper and lower 95 % confidence 

level was calculated based on 20 repeat measurements and a calibrator current of 20 mA. At 35.80 °C 

± 0.15 °C, the measured minimum value was 20.68 mA, the measured maximum value was 20.75 mA 

and the arithmetic mean value �T�§ was calculated to be 20.72 mA. The corrected mean value is 

obtained by subtracting the 25 °C correction factor (0.66 mA) from the mean value. The corrected 

mean �T�§�c value is computed to be  

�T�§�c = �T�§F�%= 20.72��mA F0.66��mA = 20.06��mA. 
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The standard empirical standard deviation is calculated according to formula (3-5). 

 

�O= ©
1

�JF1
�®Í (�T�ÜF �T�§) �6

�á

�Ü�@�5

= ¨
1

20 F1
�®0.0094���I �#= 0.0222���I �#  

The factor t for a confidence level of 95 % and 20 measurement readings is 2.09. The upper and lower 

confidence limits for the corrected mean value are then calculated according to formula (3-6). 
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The relative error of the upper limit is 0.035 % and of the lower limit 0.025 %. Therefore, it can be said 

that a current of 20 mA which is measured at 35 °C and corrected by a correction value recorded at 

25 °C exhibits a relative error between 0.25 % and 0.35 % at a confidence level of 95 %. The relative 

error for a voltage of 500 mV which is measured at 35 °C and corrected by a correction value recorded 

at 25 °C exhibits a relative error between 0.22 % and 0.26 % at a confidence level of 95 %. The 

calculation of the confidence limit for a measurement taken at 14 °C could not be executed as the 

cooling equipment was no longer available. It can be expected that the standard deviation is similar 

and that a relative error in a similar range can be obtained. 

In conclusion it can be said, that the accuracy of the INA219 is high enough for the desired 

application. This is even true if the sensitivity drift is neglected. The influence of the temperature is 

therefore neglected in the final test rig. From 250 mA on the relative error is quite constant as well as 

from 5 V on. As a consequence, the number of sampling points is reduced in those ranges. 

7.1.2 Influence of the Measurement Shunt on the System 

In chapter 3.1 it was already discussed that a system under study is often disturbed by the 

measurement instrument. This is also true for current measurements with the help of a shunt resistor. 

By introducing a shunt the electrical system is changed. The effects are strongly dependent on the 

electrical system itself. Figure 36 displays the characteristic of six different LEDs from two 

manufacturers. 
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Figure 36: Characteristic of six different LEDs from two manufacturers. It becomes clear that the 
current varies strongly at a voltage of 3.4 V. [20] 

It can be seen that the characteristics of LEDs are different from each other. The current, which 

determines the luminous flux, is therefore different at the same operational voltage. Moreover, a small 

change in operational voltage leads to a relatively big change in current. This is especially true for 

LEDs of brand A that exhibit a high gradient. The lifetime of a LED is highly dependent its 

temperature, which rises with increasing current through the LED. The lifetime of a LED is therefore 

only guaranteed if the manufacturer specifications concerning maximum current and voltage are met. 

To ensure that the current through the lamp is limited, mainly two mechanisms are applied. Most 

lamps are equipped with a constant current source to ensure an invariant current over time. If the 

supply voltage from the battery decreases under the minimum input requirements of the LED driver, 

the current decreases rapidly to a minimum value. Older and simpler lamps utilise only a series 

resistors to limit the current. In the following those two cases are examined in more detailed. It should 

be mentioned that there are also few lamps that utilise linear regulators of different kinds. As those 

types are rare, lamps of this kind are neglecte.  

When evaluating the influence of the measurement shunt, it is important to consider not only the 

nominal value of the measurement shunt, but also all connecting wires and plugs. The perforated 

board with the INA219 and with the connection cable can be seen in Figure 37. 

 

Figure 37: Perforated board with attached INA219 (measurement shunt) and connecting wire including 
plug. The open end of the cable is soldered to the battery to loop-in the shunt. 
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The total resistance of the measuring circuit was ascertained in two ways. Firstly, with the help of a 

Philips PM 6303 RCL meter via four terminal sensing, and secondly with the help of a Fluke5500A 

calibrator and an Agilent 34401A voltmeter. The calibrator provides a constant current of 3.0 A through 

the circuit while the voltmeter measures the supplied voltage. According to Ohm’s law, the resistance 

of the measuring circuit can be determined. The result obtained with the RCL meter is 0.125 �Ÿ whilst 

the second method showed a resistance of 0.126 �Ÿ after 15 minutes of constant current. The total 

resistance is therefore roughly 25 % higher than the resistance of the measurement shunt. As a 

consequence, the resistance of all connections and wires necessary for looping in of the measurement 

shunt were analysed. It turned out that the resistance of the whole breakout board is already 0.106 �Ÿ. 

As the resistance of the plain measurement shunt was found to be 0.0998 �Ÿ, the additional resistance 

can be attributed to the circuit on the breakout board. The wiring on the perforated board including the 

clamp for connection of the cable adds another 0.005 �Ÿ����The INA219 is looped into the lamps circuit 

via a cable that connects the perforated board with the battery of the lamp. The remaining 0.014 �Ÿ���D�U�H��

caused by this cable itself. The resistance of the connections on the breakout board cannot be 

changed. Improvements could only be made by soldering the cables directly to the measurement 

shunt on the INA219. The use of a smaller measurement shunt would decrease the influence on the 

system however the quantization error would increase. The voltage drop over the shunt would also 

decrease which makes an accurate measurement more difficult. 

7.1.2.1 Influence on Lamps with LED Driver 

Lamps with an LED driver regulate the current through the LED to a predefined value. This value is 

independent from the supply voltage and from the load. A schematic drawing is given by Figure 38. 

 
Figure 38: Schematic drawing of a lamp with LED driver. The measurement shunt is placed 

directly after the battery.  

At constant current the operational point is fixed and thereby the power consumption of the LED. The 

power supplied must be equal to the power consumption of the LED and all losses. The losses 

increase by looping-in of an additional shunt. As the LED power consumption is constant the supplied 

power must increase by providing a higher current. This assumption is only true if the efficiency of the 

driver and VLED is constant. The increase in current is then dependent on the power consumption of 

the LED driver and the value of the resistance. Moreover, the shunt causes a voltage drop Vshunt which 

can be determined according to Ohm’s law. This voltage drop lowers the voltage at the input of the 

LED driver Vin. As a consequence, the minimum voltage input specification, is reached earlier. This 
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shortens the runtime of the lamp. The energy loss Eshunt over the shunt Rshunt for the runtime t can be 

calculated by: 

 
�' �æ�Û�è�á�ç = �+�6 �®�4�æ�Û�è�á�ç �®�P��. (7-1) 

Eshunt is dependent on the current and the resistance of the lamp which vary from model to model. The 

energy dissipated over the shunt is no longer available for the conversion to light. A rough estimation 

of the influence on the runtime is obtained by dividing the energy loss by the power consumption of 

the LED. At a battery voltage of 3.2 V and a current of 350 mA, 1.12 W are supplied by the battery. 

The energy dissipation over the shunt is then 0.184 Wh for a 12 h runtime. Assuming a LED driver 

efficiency of 85 %, 0.156 Wh are lost for the conversion to light. The lost energy corresponds to 9.86 

minutes runtime, if the power consumption of the LED is 0.95 W. The relative error when measuring 

the runtime is for this example -1.35 %.  

Table 4: Overview over the theoretical relative error for the solar runtime measurement caused by 
the INA219. Example calculation for Vsupply = 3.2 V, PLED = 0.85�ÂPsupply, and ��Driver = 0.85. 

Current [mA] Relative Error [%] 
75 -0.29 

150 -0.58 
200 -0.78 
300 -1.16 
350 -1.35 

Although this is only a rough calculation, it becomes clear that the influence can play a role for higher 

currents. The influence decreases at smaller currents. For currents above 200 mA the relative error 

becomes potentially big. At 350 mA the error increases to -1.35 %. However the value is still 

considered acceptable. If lamps are on the edge of failing the full-battery runtime test, the influence of 

the measurement shunt must be considered. 

7.1.2.2 Influence on Lamps with Series Resistor 

The influence of the measurement shunt on lamps which use resistors to limit the maximum current 

through the LED is analysed on a simple example. In the most general way, this system consists only 

of a battery, a LED and a series resistor to limit the current. The INA219 introduces an additional shunt 

on the high side as shown in Figure 39. 

 

Figure 39: Schematic drawing of a system with series resistor. 
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If no resistor is placed between battery and LED, the voltage VLED is equal to VBAT. The rated 

operational voltage of a white mid power LEDs is normally in the range of 3 V ± 0.3 V. This rated 

operational voltage is usually exceeded by the voltage of batteries on lithium basis, which are 

frequently installed nowadays. As afore-mentioned, this leads to a high current which has to be 

prevented. By the use of a series resistor the operational point is determined by the intersection of the 

resistor load line and the LED characteristic (Figure 40). 

 

Figure 40: The intersection of resistor load line and LED characteristic determines the operational 
point. With increasing resistance the operational point moves to the left as the gradient 
decreases. Based on [20]. 

The looping-in of a measurement shunt increases the resistance. As a consequence increases the 

voltage drop over the shunt, while the current through the circuit decreases. This leads to a new 

operational point which is determined by a lower current and lower LED voltage. In this case, the real 

total resistance of the INA219 with connecting wires and plugs was measured to be 0.151 �Ÿ�� The 

influence of this additional resistance on the current is thereby dependant on two factors. The first 

factor is the ratio between the additional resistance and the original resistance. The higher ratio, the 

stronger decreases the gradient of the working line and the higher is the change in current. Lamps 

with a small series resistor will therefore be affected much more than those with big series resistors. 

The second factor is the gradient of the LED characteristic. Figure 36 showed already that the 

variation in characteristic is high for different LEDs. Lamps with a high gradient are in general stronger 

influenced than those with a low gradient. In Figure 41 a second LED characteristic is added. If used 

with the same 7.5 �Ÿ���V�H�U�L�H�V resistor the operational point of both LEDs is the same. However, if the 

resistance increases to 17 �Ÿ, the current of the LED with the dashed line decreases to roughly 35 mA, 

whilst the other one only decreases to 39 mA. 
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Figure 41: Influence of an increase in series resistor on the operational current of two LEDs. The 
LED with the dashed characteristic is influenced stronger. Its drop in operational current 
is bigger. Based on [16]. 

As the two influencing factors vary significantly from lamp to lamp, no overall valid conclusion can be 

drawn concerning the influence on lamps with series resistor. However, the real influence can easily 

be measured by removing the battery of the lamp and supplying the lamp with a programmable power 

source. Firstly, a constant current is supplied by the power source and the supplied voltage is 

recorded. Secondly, the INA219 with all connection wires and plugs is integrated in the circuit. With 

the same current supplied as previously, the supplied voltage increase as the resistance increases. 

The supplied current is now slowly decreased until the measured voltage is equal to the previously 

recoded voltage. The difference in current can now be analysed. The results of this measurement are 

shown in Table 5. 

It must be ensured that the lamp is in thermal equilibrium during both measurements and that the 

supplied voltage is the same. If the voltage drop over the LED is measured at the same time not only 

the influence on the current can be measured but also the value of the series resistor can be obtained. 

At the time when this thesis was conducted only one lamp with series resistor was at hand for 

evaluation purposes. The described test was conducted with a Fluke5500A calibrator as power supply 

and the voltage drop over the LED was measured with an Agilent 34401A voltmeter. The total 

resistance of the measurement shunt and connecting wires was measured to be 0.151 �Ÿ. The higher 

resistance can be explained by the fact that used wires were not optimised with regard to their 

resistance.  

Table 5: Example for the influence of the INA219 on the current for a lamp with series resistor for 
current limitation. I is the current through the circuit, Rtot the total resistance of the system 
and VLED the measured current drop over the LED. 

 Undisturbed System 
Disturbed System (with 
INA219)  

Vsupply [V] VLed [V] I [mA] Rtot [�Ÿ] VLed [V] I [mA] Rtot [�Ÿ] Erel I [%] 

3.6716 2.8885 60.000 13.052 2.8871 59.421 13.202 0.97 

3.3410 2.8190 40.000 13.050 2.8180 39.600 13.207 1.00 

2.9955 2.7339 20.000 13.070 2.7338 19.795 13.221 1.02 
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The difference in obtained resistance is more or less equal to the measured total resistance of shunt 

and wire. This indicates that the measurement results are correct. From Table 5 it becomes clear that 

the influence of the INA219 is quite high for the examined lamp but still in an acceptable range. 

However, it is emphasised that the influence varies from lamp to lamp as the series resistance varies 

as well as the LED characteristic.  

In conclusion, it must be said that the influence on the system is difficult to evaluate for both types of 

lamps. For lamps with a LED driver, it can be assumed that the influence on runtime and current is 

small if the current through the system is small. However, for lamps with higher current the influence 

could be quite high.  

The runtime of lamps with series resistors is not influenced but only the current. The main factors are 

the ratio of measurement shunt to series resistor as well as the characteristic of the LED. A general 

conclusion is not possible as the factors vary from lamp to lamp. All lamps must be analysed 

individually to gain knowledge about the influence. 

It was seen that the influence on runtime and current of the examined model and lamp can be in the 

range of 1 % or even above. However, in consultation with the responsible engineer it was decided 

that those values are still in an acceptable range. A smaller influence could be achieved by using a 

smaller measurement shunt. However, due to the previously mentioned consequences this idea was 

refused.  

7.2 Measurement Behaviour of the DS18B20 Temperature 
Sensor 

The purpose of the DS18B20 is to measure the temperature in each box in order to adjust the 

measurement readings by the temperature coefficient. To evaluate the accuracy of the sensor, its 

measurement readings were compared to a Tinsley 5885 thermometer. In total, five measurements at 

15 °C, 20 °C, 25 °C, 30 °C and 35 °C were taken. For the analysis a standard cooling box and a 

Memmert UFE 400 oven were utilised. The calibrated thermometer as well as the DS18B20 sensor 

were installed levitating in the cooling respective heating device. Therefore, the sensitive area of the 

Tinsley was attached on the DS18B20 and fixed with zip ties. After the devices were installed, the 

cooling box was switched on and regulated to the desired temperature. The temperature was held 

constant for 15 minutes in order to ensure thermal equilibrium before measurements were taken. The 

same procedure was applied in the oven. The results of the comparison can be seen in Table 6. 

  



 

-53- 
 

Table 6: Comparison of measurement readings of a DS18B20 temperature sensor with a calibrated 
thermometer. 

Thermometer [°C] DS18B20 [°C] Absolute Error [°C] 
14.98 15.17 0.19 

20.02 20.29 0.27 

25.01 25.22 0.21 

29.97 30.19 0.22 

34.99 35.24 0.25 

It can be seen that the absolute error is in the range of 0.2 °C to 0.3 °C and relatively stable. The 

accuracy of the sensor can be easily improved by correcting the measurement readings by 0.22 °C. 

The thereby achieved accuracy is high enough for the desired purpose. As each sensor has a different 

offset, it is necessary to check the absolute error of each individual sensor. 

7.3 TSL 2561 Light Sensor 

7.3.1 Evaluation of Linearity 

The methods of how to correctly calibrate luminance meters is defined by the norm CIE69 [21] of the 

International Commission on Illumination (CIE). According to the norm, a photometric standard is 

necessary, which provides an area with known luminance. If the distance between light source and 

sensor is known, the illuminance on the sensor can be calculated according to formula (3-19). By 

either varying the luminance of the standard or by varying the distance to the sensor, different 

illumination levels can be achieved. In praxis special equipment for an incremental variation of the 

illuminance is used. 

However, as the Fraunhofer does not provide calibration services but only the service of light 

measurement itself, no standard luminance or special equipment is available. The only way to 

evaluate the sensor performance is by comparing its measurement readings to a calibrated 

photometer. As light source only a common light bulb or Pico-PV lamp is available. Both lamps could 

be connected to a programmable power supply (HAMEG HAMP 4040) that allows to adjust the lamp’s 

brightness by varying the supply voltage. However, a Pico-PV lamp varies significantly from an 

illuminance standard. The light output is neither completely diffuse nor is a stable light output and 

spatial distribution over time assured. Special attention must also be paid to the lamps light output. 

That is due to the fact that the lamp’s light output can differ if the lamp is switched off and on again or 

if the supply voltage is changed for some time. Whilst the common light bulb exhibits a more stable 

light output its disadvantage is the huge heat dissipation which heats up the whole measurement 

cavity.  

The imperfect light sources are a major problem if sensor and photometer are compared in a way, 

were photometer and sensor are directly illuminated by the light source. The illuminance is defined as 

quotient of luminous flux to a specific area. However, it is not possible that the calibrated photometer 
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and the sensor under study are located exactly at the same place at the same time. Therefore, one 

option is that the sensors are placed at the same position at a different time. Or that the sensors are 

placed at different positions at the same time. The second option is not accurate as the illuminance is 

different at every point due to the above mentioned imperfections of the lamp concerning the spatial 

light distribution. The first option implies the difficulty to replace the sensors at the exact same 

position. Moreover, it cannot be ensured that the luminance and spatial distribution of the lamp do not 

vary over time. 

One way to eliminate the spatial factor and insufficiencies of the light source is the use of an 

integrating sphere. As explained in chapter 3.2, each point of the interior wall of the sphere receives in 

theory exactly the same amount of reflected light. Therefore, the TSL2561 was placed next to the 

permanently installed photometer and the shutter area was increased in order to prevent direct light 

from striking the sensor. As light source three 24 V light bulbs with 100 W each were used.  

The goal of this test was to evaluate the linearity of the sensor in the required measurement range at 

constant temperature. During the full-battery runtime test, the light output of each lamp decreases 

from its maximum to its minimum. Indeed, the existence of a constant error over the measurement 

range is ineffectual for relative measurements. However, if linearity is not constant the measurement is 

wrong.  

During the execution of the test, the voltage was decreased stepwise in increments of 0.1 V. For each 

voltage level the data from the TSL2561 was requested and the measurement reading of the 

calibrated and permanent installed photometer within the integrating sphere was manually recorded. 

The measurement readings of the integrating sphere are given in lumen. The installed photometer is a 

Luxmeter 110 with heated photometer head. The error of the photometer concerning linearity is given 

with 0.1 %. As explained in chapter 3.3.3, the transformation between illumination and luminous flux in 

a sphere is only determined by its geometrical dimensions. Therefore, the comparison of illumination 

and luminous flux is correct for the purpose of linearity evaluation. The results of this evaluation are 

displayed in Figure 42.  
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Figure 42: Overview of the measurement characteristic of the TSL 2561 at ambient temperature 
(24 °C). 

The linearity of the TSL2561 over the whole measurement range is clearly visible. However, this type 

of diagram does not allow a detailed analysis of measurement error. Thereby, the absolute value is 

not of interest, but merely the change of measurement error. The change in relative measurement 

error at a certain illuminance level �¿Erel,n is defined as the relative measurement error at the initial 

illuminance level Erel,i subtracted by the relative measurement error at the considered illuminance level 

Erel,n. 

 �¿�' �å�Ø�ß,�á = �' �å�Ø�ß,�ÜF�' �å�Ø�ß,�á  

The change in relative measurement error is displayed in Figure 43. Per definition is the change of the 

relative measurement error zero for the point of highest illuminance. For values near the lower end of 

the measurement range, the change in relative measurement error is the biggest. However, this 

doesn’t necessarily show a poor behaviour of the sensor. No light source is completely stable. Even in 

its thermal equilibrium the light output varies slightly, this is also true for the used light bulbs. The 

measurement reading of the photometer is therefore never completely stable but can vary in the range 

of ± 0.5 lm. Whilst this is negligible for higher illumination values, this is not true in the small 

measurement range. As the error is stated in relative terms, the influence of errors made during 

recording of measurement readings due to oscillating readings around an operation point becomes 

much more influential. However, this does not necessarily mean that the sensor performance is worse 

in this range but that the comparison between the sensor value and photometer reading is poor in this 

range. The results are shown in Figure 43. 

Below 10 lm the change in measurement error varies between 2 % points and 0.5 % points. But 

already from 10 lm on, the highest difference is only 0.3 % points. When used in the measurement 

box, the lowest initial value at the start of the measurement was tested to be around 130 lx for the 

weakest lamps. While a precise measurement until 0 lx is the desired solution, it is not necessary. The 

full battery runtime and the average operational point are based on measurement between 70 % and 

100 % of the relative light output. Therefore, 90 lx is the important threshold. Measurement errors 
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below this 70 % threshold have no influence on the final results. Figure 43 shows, that from 90 lm on, 

the relative measurement error is relatively constant. In conclusion it can be assumed that the 

TSL2561 is suitable for measurements at constant temperature.  

.  

Figure 43: Change in relative measurement deviation at ambient temperature (24.4 °C). The change of 
relative measurement deviation is given in percentage point.  

7.3.2 Evaluation of Temperature Influence 

Photometers and photodiodes suffer from temperature effects. Photometers are in general calibrated 

at 25 °C according to CIE69. In order to be able to adjust the measurement reading, a temperature 

coefficient in the unit %/K is given by the manufacturer. Another mean is the use of special, heated 

photometer heads. The heating ensures that the sensor temperature is constantly at 40 °C, resulting 

in a measurement reading that is independent from variations in ambient temperature below 40 °C. 

The room at which the measurement cavity is situated is equipped with air-condition, heating system, 

insulated windows and walls as well as solar blinds. Therefore, the maximum and minimum 

temperature in the room can be assumed to be around 20 °C in winter and 35 °C in summer. 

However, the variation in temperature during one measurement is much smaller. During winter month 

it can be assumed that there is almost no temperature variation as the heating system is integrated 

into the concrete ceiling and floor which provide a huge thermal mas and constant heat dissipation. By 

contrast, the room can heat up quite a bit on a hot summer day. However, measurements on hot 

summer days showed that the biggest variation in room temperature were roughly 5 °C between night 

and midday.  

The evaluation is normally done by applying the desired temperature to the sensor which is object to 

an illuminance standard. CIE69 determines that the sensor is illuminated with an area of known 

illuminance at two different temperature levels. The level of illuminance should be in the upper range 

of the measurement range and exactly the same for both measurements. The measurements should 

be taken at 25 °C and at 40 °C for photometers that are used indoors. In case the photometer should 
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be used outdoors as well, a third measurement at 0 °C is required. The temperature coefficient f6 is 

then calculated according to: 

 
�B�:(25°�%) =

|�;(25°�%) F �;(40°�%)|

�;(25°�%)
�®

1
15°�%

�®100%��. 
(7-2) 

 

A thorough evaluation on the temperature effect on the TSL2561 could not be conducted due to a 

missing illuminance standard. Therefore, the procedure described in the norm was slightly changed in 

order to estimate the range of the error. In the same oven that was already used for the evaluation of 

the INA219 power sensor, a measurement set-up was installed. Therefore, a Pico-PV lamp was 

connected to a programmable power supply which illuminated a plane, white surface. A calibrated and 

heated Luxmeter 110 was placed in front of the white surface with a TSL2561 attached right next to 

the sensitive area of the photometer. Thereby, the photodiode of the TSL2561 and the sensitive area 

of the photometer faced in the same direction, were installed at the same height and had an absolute 

distance to each other of 1.5 cm. Due to the diffuse reflecting white wall the illuminance is constant 

over a bigger area than under direct illumination. By moving the photometer in increments of 1.5 cm 

parallel to the wall, a position could be detected at which the illuminance difference between the actual 

position and the next position varies by only 0.5 lx at 600 lx. Therefore, the illuminance on the 

photometer and on the TSL2561 can be assumed to be roughly the same and that the measured error 

is close to the real one. In total five measurements were taken. By slowly varying the supply voltage 

an operational point was found at which the photometer measures a value close to 600 lx. The oven 

was heated to 25 °C while the temperature was monitored by a Tinsley 5885 thermometer. The 

measurement readings of the photometer and the TSL2561 were noted down and the oven was 

heated up to 35 °C. The measurement readings were once again noted down. In order to have 

comparable results, the supply voltage of the lamp was slightly increased until the photometer reading 

was equal to the 25 °C value. Afterwards, it was waited until the next day to repeat the measurement. 

This is due to the reason that the oven had to cool down below 25 °C. During the whole process the 

oven was not opened and the measurement setup remained constant. The results of this analysis are 

shown in Table 7.  

Table 7: Values obtained for the determination of the temperature influence. In total five 
measurements were conducted. All values are given in lux. 

 25 Degree 35 Degree 35 Degree adjusted 

 Photometer TSL2561 Photometer TSL2561 Photometer TSL2561 

1 599.5 656.8 589.8 654.3 599.7 666.2 

2 600 656.5 590.3 656.0 600.2 665.6 

3 600.2 656.3 590.2 654.2 600.1 665.2 

4 599.7 656.5 590.2 654.5 599.9 666.7 

5 599.9 657.8 590.5 655.9 600.1 665.7 

Table 7 shows that when the temperature is increased by 10 °C the measurement reading of the 

photometer is reduced by 9 lx to 10 lx. This decrease can be completely attributed to the decrease in 

light output, as the photometer head is heated and therefore almost completely unaffected by 

temperature changes. The temperature coefficient of the photometer is stated to be 0.01 %/K and is 

neglected. After adjusting the light output to the 25 °C value, it becomes clear that the TSL2561’s 
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spectral responsivity is positively influenced. While at 25 °C the sensor reading is around 656 lx, it 

increases to values around 666 lx at 35 °C: The sensor readings at 25 °C have been averaged as well 

as those at 35 °C to �;$(25°C) respective �;$(35°C). With regard to formula (7-2), the temperature 

coefficient is calculated as: 

�B�: =
|�;$(25) F �;$(35)|

�;$(25)
�®

1
10°C

�®100 =
|656.8��lx F665.9��lx|

656.8��lx
�®

1
10°C

�®100 = 0.138��%/ K��. 

To evaluate how good the estimation is, the result is compared with the temperature coefficient of an 

unheated photometer that features silicon photodiode, too. For the Luxmeter 110 manufactured by 

PCR Krochmann, the temperature coefficient is given with 0.1 %/K [22]. The BH1750 is a sensor 

comparable in price and measurement range to the TS2561 and also based on a silicon photodiode. 

For this sensor no numerical value is provided in the datasheet but a diagram (see Figure 44). From 

the diagram the coefficient can be determined to be 1 % to 2 % at a temperature difference of 15 K, 

resulting in a temperature coefficient between 0.067 %/K to 0.133 %/K. The calculated average 

temperature coefficient is 38 % higher than the one of the photometer and at the upper boundary of 

the comparable sensor. However, it should be emphasised that the applied procedure is not exactly as 

stated in the norm. The implied error of the used procedure is higher, as the lamp’s light output is not 

completely stable in terms of spatial light distribution and luminous flux. In addition, after the 

temperature increase the same light output must be set by increasing slightly the supply voltage, 

which is tedious. Moreover, the photometer induces an additional source of error, especially if the real 

temperature coefficient varies from the stated one.  

To evaluate, what influence an error in computation of the temperature coefficient has, it is assumed 

that the computed value deviates by 0.05 %/K from the real one. As stated earlier, the maximum 

change in temperature during the measurement is assumed to be 5 K, resulting in a total maximum 

error of 0.25 %. An error of 0.25 % caused by a wrong computation can be assumed to be negligible 

for the measurement. Even if the deviation between computed and real coefficient is twice as big, the 

total maximum error of 0.5 % does not represent a major problem. 

 

Figure 44: Measurement accuracy vs. temperature dependency of the BH1750, a comparable light 
sensor.[23] 
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7.4 Evaluation of Cavity Design 

The cavity design strongly influences the quality of the relative light output measurement. A proper 

testing of the cavity is therefore inevitable. The suitability of the light sensor was already proven in 

chapter 6.2.4.  

For a final evaluation, the cavity is evaluated as a whole under real application conditions. The 

gathered data are analysed withh the help of the spread sheet analysis tool. To compare the quality of 

the light measurement within the photometer box, the light measurement is repeated in an integrating 

sphere with heated and calibrated photometer head. This comparison is done with different lamps. 

The results are shown in the diagrams below. The relative light output of both light measurements is 

thereby to be read on the left y-axis, whilst the temperature in the measurement box is to be read on 

the right y-axis. 

Figure 45 displays the results of a study lamp with highly directional light output. It can be seen, that 

the results obtained in the self-built photometer box (measurement box) match almost perfectly those 

of the integrating sphere. The slowly decreasing light output indicates that the lamp utilises no LED 

driver 

 

Figure 45: Comparison of light measurement results obtained in the self-built measurement box with a 
TSL2561 and in an integrating sphere. The light source is a study lamp with highly 
directional light output. 

The lamp used in Figure 46 is from the same brand as the one used in Figure 45. It features the same 

LED and has a similar circuit design. However, it is designed as a lantern for room illumination. In 

contrast to the study lamp of Figure 45, the light is emitted in almost every direction. The two lamps 

are therefore perfect to test if the spatial light distribution has an influence on the measurement result 

of the cavity. It can be seen that the result is as good as the study lamp with highly directional light. 

The performance of the cavity can therefore be assumed to be independent from the spatial light 

distribution of the lamp.  
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Figure 46: Comparison of light measurement results obtained in the self-built measurement box with a 
TSL2561 and in an integrating sphere. The light source is a lantern for room illumination 
that emits light in all directions. 

The result for a lamp with two LEDs that face in the same direction are displayed in Figure 47. The 

relatively stable light output indicates the usage of a LED driver. The regulation of the driver can be 

clearly seen by the saw-tooth texture. It should be stated that it could not be ensured that the state of 

charge as well as the capacity is always completely the same at the point of time when the 

measurement was started. Whilst the effects on this comparison are minor for lamps with series 

resistors, regulators are stronger influenced. Therefore, it is not surprising that the regulation differs 

slightly and that the sudden drop in light output is slightly earlier (6 minutes) for the integrating sphere. 

This comparison focuses on the shape of the curves. A general deviation in shape would indicate that 

the light measurement is influenced by the cavity geometry and design. However, the overall shape of 

the curves is similar. Deviations can be attributed to the use of a regulator and differences in state of 

charge and capacity. 

 

Figure 47: Comparison of light measurement results obtained in the self-built measurement box with a 
TSL2561 and in an integrating sphere. The light source is a lamp with two directional LEDs 
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facing into the same direction. 

In Figure 48 the results of a bigger spot light lamp are displayed. Behind a light diffusor screen 10 

LEDs are supplied by a LED driver that provides a constant current. As a result, the light output is 

perfectly constant over time. The light output is directional. The measurement also proofs the absence 

of fatigue signs of the light sensor. 

 

Figure 48: Comparison of light measurement results obtained in the self-built measurement box with a 
TSL2561 and in an integrating sphere. The light source is a strong spot light lamp. 
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8 Summary and Conclusion 

The goal to design, evaluate and construct a simple and cost effective prototype test rig for execution 

of the full-battery runtime test was achieved. The total cost for the final system was calculated to be 

543 €. To decide for the most suitable measurement cavity, three possible solutions were compared. 

As result, a self-built photometer box was chosen as it utilises the same measurement principle as the 

integrating sphere. Thereby, it allows an accurate measuring of the relative light output of lamps with 

multiple LEDs and of different spatial distribution. At the same time its handling is convenient and the 

construction simple and cheap. The final test rig will consist of 6 photometer boxes. Each of the 

photometer boxes is capable of measuring one lamp at a time and is equipped with a temperature 

sensor, a light sensor and a power monitor to measure the battery voltage and current. Moreover, 

each photometer box is equipped with an Arduino Micro microcontroller. Two concepts of a 

microcontroller network were created and compared with each other. The first concept uses the I2C 

bus for the communication between the microcontrollers. An additional microcontroller (master) 

requests thereby the information of each microcontroller installed in a photometer box (slave), 

composes the data and forwards them to a measurement PC via serial connection. However, this 

concept was rejected because it required a lot of changes in the Arduino code if the test rig is 

changed. Moreover, it has strict constraints concerning the capacitance of the bus (400 pF) and 

requires manual tinkering of cables. Therefore, a network was designed that avoids the use of a 

master. The microcontroller of each photometer box is instead connected to a USB switch and sends 

independently its data once every minute directly via the serial connection. Therefore, a code for 

Arduino was created that sends the information already in an easily to process format to the PC. On 

the measurement PC the serial ports are monitored by the program CoolTerm, which saves incoming 

data as a text file. The data from the text file is copied into a specially created Microsoft Excel 

template. The template automatically executes an analysis of the data. The outputs of the template 

are the full-battery runtime, the progress of the relative light output as well as the current and voltage 

at average relative light output.  

The sensor to measure current and battery voltage of the devices under test is an INA219, a high side 

power monitor manufactured by Texas Instruments. The INA219 is equipped with a programmable 

gain amplifier and capable of adjusting the full scale voltage range. The power monitor was tested with 

a measurement shunt of 0.1 �Ÿ that is already installed by default. Its theoretical step width for currents 

until 400 mA is 0.098 mA. The computation of arithmetic mean values out of 100 measurement 

readings was found to be a sufficient method to eliminate random error caused by electrical noise. The 

sensor shows a slight temperature dependency in the expected temperature range between 20 °C and 

35 °C. To compensate zero drift and sensitivity drift a calibration curve for current and voltage 

readings was created with the help of a calibrator. For the prototype, this calibration curve was created 

at 14 °C, 20 °C and 35 °C. Each calibration curve exhibits 96 sampling points between 20 mA and 

3.2 A. The maximum relative error is thereby in the range of 0.25 % for currents between 20 and 

50 mA and decreases to below 0.05 % for currents higher than 100 mA. Linear interpolation is used 
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between sampling points and between calibration curves at different temperature levels. An evaluation 

showed that measurement readings corrected with only one calibration curve recorded at 25 °C also 

show acceptable results. The maximum relative error for currents measured at 35 °C and at the lowest 

and of the measurement range is thereby between 0.25 % and 0.35 % at a confidence level of 95 %. 

The sensitivity drift of the sensor is therefore neglected. Looping-in of a measurement shunt influences 

the electrical system of the lamp. Its influence is however strongly dependent on the system itself. 

Therefore, two simplified systems, which represent the majority of lamps, are analysed. The first 

system features a LED driver and provides a constant current through the LED. The high side 

measurement shunt does not influence the current through the LED, but the supplied and measured 

current increases. Moreover, the energy dissipated over the shunt is no longer available for the 

transformation into light and shortens therefore the battery runtime. The energy loss is strongly 

depended on the resistance of the shunt. For a total additional resistance of 0.125 �Ÿ and a current of 

350 mA the relative error in runtime determination could be in the range of -1.35 %. It should be 

emphasised, that the analysis provides only a rough estimation. The second system uses a simple 

series resistor to limit the maximum current through the LED. Looping-in a measurement shunt 

increases the series resistance and limits the current through the system. The actual effect is however 

dependent on the characteristic curve of the LED and on the ratio of measurement shunt to series 

resistor. As both factors vary from lamp to lamp a general conclusion is difficult. One specific lamp 

with series resistor was examined in further depth. In this example, the influence on the current was 

0.97 % at 60 mA. 

A TSL2561 is used for relative light measurements. By comparing the sensor readings with the 

measurement readings of an integrating sphere, it could be shown that the sensor exhibits linearity in 

the required measurement range until 600 lx. The absolute measurement error is not of interest as 

light output is only measured in a relative way. Based on the norm CIE69, a temperature coefficient 

was estimated. As no standard luminance is available at Fraunhofer ISE, a simplified measurement 

setup was installed. The temperature coefficient was estimated to be 0.138 %/K. However, it should 

be stated the simplified measurement setup implies a certain degree of error. Therefore, the obtained 

value was compared to coefficients of two other sensors. The comparison showed that the estimated 

value is in a feasible range. Moreover, a further analysis showed that even a difference of 0.01 %/K 

between estimated and real coefficient is negligible as the temperature varies only slightly during the 

measurement. 

As temperature sensor, a DS18B20 is used. The absolute error of the examined sample was between 

0.19 °C and 0.27 °C in the examined range. All measurements are therefore corrected by 0.22 °C. The 

obtained accuracy is sufficient for the purpose at hand. The behaviour of all sensors should be 

checked frequently to assure accurate measurements.  

An evaluation of the photometer box showed very good results for various lamp types. A photometer 

box is a simplified integrating sphere. Due to the use of a box instead of sphere, the behaviour differs. 

However, it could be shown that the type of spatial light distribution (spot or ambient) has no effect on 
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the accuracy of relative light measurements. The evaluation was conducted by using an integrating 

sphere as reference. 

Based on the conclusions drawn from the construction and evaluation of the prototype, the final test 

rig will be constructed in the described way with the presented equipment. For simplification it is 

decided to neglect the temperature sensitivity of the INA219 power monitor. Due to the small 

variations in temperature, the obtained results are still in the required accuracy range. In the future, 

additional analysis could be made on the effects of a smaller measurement shunt. Another work could 

be a more accurate determination of the temperature coefficient of the light sensor TSL2561.  
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A.   Appendix 

A.1 Datasheets of Electronics 

A.1.1 Power Monitor INA219 
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A.1.2 Temperature Sensor DS18B20 
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A.1.3 Light Sensor TSL2561 
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A.2 Arduino Code 
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A.3 Cost Calculation 

Amount Position 
Cost per Unit 

[€] 
Total Cost [€] 

1 Construction material for boxes, including 
wood, paint, screws… 

160 160 

1 USB Switch 50 50 
6 Arduino Micro with USB cable 25 150 
6 TSL 2561 Ambient Light Sensor 6 36 
6 INA219 Power Monitor 10 60 
6 DS18B20 2.5 15 
6 Plastic boxes for the electronics 7 42 
6 Other cost 5 30 

 

The total sum for the material listed above is 543 € which corresponds to 90.5 € per box. 
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A.4 Cavity Measures 

 

 


