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Chapter 1

Introduction and Motivation

The goal of the present course is to introduce the student to selected topics of the mathe-
matical methods necessary to understand aspects of some of the most striking applications
of algebra, topology and geometry to modern physics and engineering.

The target audience includes physics and engineering advanced BSc or MSc students and
therefore we will assume only knowledge of single and multivariable calculus, linear algebra,
elementary complex analysis and differential equations.

On the other hand, since the audience includes also math students we will give detailed
descriptions of the mathematical models behind each of the physics and engineering appli-
cations discussed in the course.

In particular we will study aspects of the following:

• Application of number theory to criptography;

• Methods of topology and algebraic topology to gain insight about large data;

• How the representation theory of finite groups can help us to build more stable build-
ings;

• Use Lie groups to study the kinematics of robots;

• The same Lie groups turn out to play a crucial role in modern cosmology, the theory
that studies the evolution of the Universe in large scales from the Big Bang some 15
billion years ago all the way to the Universe today. In fact there is the following at
first sight mysterious bijection of sets

{Spacial homogeneous non-isotropic Cosmological models}
∼=

{Three dimensional Lie groups}

One of our goals in the course will be to explain how come the physics problem of
classifying homogeneous non-isotropic cosmological models is equivalent to the pure
mathematics algebraic problem of classifying three dimensional Lie groups.

• Lie groups and their representation theory appear also in the attempts (partly success-
ful and partly not) to unify the fundamental interactions of Nature, with the exception
of gravity.
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A disclaimer is in order. Given the number and variety of topics that we will address
we will not manage to go very deep at them. Rather, our main goal will be to enable the
interested student to go deeper by himself into the subtopics that interest him most.



Chapter 2

Topics of Algebra and Applications

The main reference for this chapter are [Ko, La, St].

2.1 Relations and Examples

2.1.1 Relations

This is a set theory topic but it will be very useful throughout the course.

Definition 2.1.1 (relations) Let S be a set. A relation on S is a subset R of the Cartesian
product S × S,

R ⊂ S × S = {(s, s′), s, s′ ∈ S} .

If (s1, s2) ∈ R we say that s1 is R–related with s2 and we write s1Rs2.

With this generality the concept of relation is not very useful. We will consider two types
of relations that satisfy additional properties that make them more useful.

Definition 2.1.2 (equivalence and partial order relations) Let R ⊂ S × S be a rela-
tion on S. Then:

(i) R is said to be transitive if s1Rs2 and s2Rs3 implies that s1Rs3 for all s1, s2, s3 ∈ S.

(ii) R is said to be reflexive if for all s ∈ S, (s, s) ∈ R, i.e. for every s ∈ S, sRs.

(iii) R is called symmetric if (s1, s2) ∈ R implies that (s2, s1) ∈ R, for all s1, s2 ∈ S.

(iv) R is called antisymmetric if for every (s1, s2) ∈ R such that (s2, s1) ∈ R then s1 = s2.

• A relation R that is transitive, reflexive and symmetric (i.e. satisfies (i), (ii), (iii)) is
called an equivalence relation and if (s1, s2) ∈ R one also writes s1 ∼ s2 as equal to
s1Rs2.

• A relation R that is transitive, reflexive and antisymmetric (i.e. satisfies (i), (ii), (iv))
is called a partial order. If (s1, s2) ∈ R one also writes s1 � s2 as equal to s1Rs2.
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2.1.2 Equivalence Relations

Let R be an equivalence relation on the set S. For any t ∈ S we define its equivalence class
[t] as the following subset of S:

[t] = {s ∈ S : s ∼ t} ⊂ S .

Notice that equivalence classes are never empty as reflexivity implies that [t] contains always,
at least, the element t.

Proposition 2.1.3 Let R be an equivalence relation on S and s1, s2 ∈ S. Then either
[s1] = [s2] or [s1] ∩ [s2] = ∅.

Proof. Let us show first that [s1] = [s2] if and only if s1 ∼ s2. Suppose that [s1] = [s2].
Reflexivity implies that s1 ∈ [s1]. Then s1 ∈ [s2] and therefore s1 ∼ s2. Suppose now that
s1 ∼ s2 and let s ∈ [s1]. Then s ∼ s1 and since s1 ∼ s2, transitivity implies that s ∼ s2 and
therefore s ∈ [s2] and [s1] ⊂ [s2]. One shows analogously that [s2] ⊂ [s1] so that [s1] = [s2].

To conclude the proof we just have to show that if s1, s2 are not equivalent, (s1, s2) /∈ R,
then [s1] ∩ [s2] = ∅. Suppose that there exists an element s ∈ [s1] ∩ [s2]. But in that case
s ∈ s1 and s ∈ s2 and therefore s1 ∼ s2, which contradicts the assumption that (s1, s2) /∈ R.

Definition 2.1.4 (partition) A partition of a set S is a collection (Sj)j∈J of subsets of S
such that the following two conditions are verified

(i) ∪j∈J Sj = S,

(ii) Sj ∩ Sk = ∅ if j 6= k.

The main result in the theory of equivalence relations is then the following.

Theorem 2.1.5 (Equivalence relations) Let R be an equivalence relation on the set S.
Then the set of equivalence classes (called quotient set or quotient space of S with respect to
the relation R),

S/R ≡ S/ ∼= {[t] , t ∈ S} ,
defines a partition of S. Reciprocally, a partition (Sj)j∈J of the set S, defines an equivalence
relation R on S for which the equivalence classes are the sets Sj, j ∈ J , and

S/ ∼= {Sj j ∈ J} .

Proof. The first part follows from Proposition 2.1.3 with J = S/ ∼ and the fact that all
elements of S are in equivalence classes, due to the reflexive property of R. For the second
part let (Sj)j∈J be a partition of S and define the following relation on S,

R = {(s, t) , s, t ∈ Sj, j ∈ J} .

We see that R is obviously reflexive, symmetric. Suppose that s ∼ t and t ∼ u. This means
that exist j, k ∈ J such that s, t ∈ Sj and t, u ∈ Sk. But then t ∈ Sj ∩Sk and therefore j = k
so that s ∼ u so that R is an equivalence relation. Finally if t ∈ Sj then [t] = Sj so that the
R–equivalence classes are the sets Sj.
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Given an equivalence relation on S the map

π : S −→ S/ ∼
x 7→ [x] ,

is called canonical projection or just canonical map.

Example 2.1.6 Let S be a set and f : S −→ M be a map with domain S. The map f
defines on S the equivalence relation Rf ,

x ∼ y ⇔ f(x) = f(y) .

Exercise 2.1.1 Consider the relation Rf in example 2.1.6.

a) Show that Rf is an equivalence relation.

b) Show that the map

f̃ : S/ ∼ −→ M

[x] 7→ f(x) ,

is well defined and is injective (so that the quotient S → S/ ∼ “cures” the lack of
injectivity of f).

2.1.3 Partial Orderings

A set with a partial order relation is called a partially ordered set or, for short, a poset.

Example 2.1.7 Examples of posets:

- The set of real numbers R with the usual partial order relation, x � y ⇔ x ≤ y. The
real numbers are totally ordered in the sense that for any x, y ∈ R either x ≤ y or
y ≤ x.

- If (S,R) is a poset then the associated lexicographic order on Sn = S × · · · × S is the
following partial order:
x = (x1, . . . , xn) � y = (y1, . . . , yn) if for the first entries (from the left) that are
different, xj0 6= yj0, one has xj0 � yj0. In particular one gets (total) lexicographic order
on Rn and (induced from that on Rn) on Zn.

- The set, S = 2X , of subsets of a set X is a poset for the partial (non total if X has
more than one element, |X| > 1) order of set inclusion: Let A,B ⊂ X. Then

A � B ⇔ A ⊂ B .

- The set of natural numbers N with partial order given by divisibility, n � m ⇔ n|m
(i.e. n divides m), is another example of a poset with a non total order.

- Let P be the set of people. This set is partially ordered by descendancy.
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2.2 Groups

2.2.1 Groups and Examples

A binary operation f on a set S is a map,

f : S × S −→ S .

In group theory the binary operation is called composition and, for x, y ∈ S, one frequently
writes,

f(x, y) = x ◦ y = x y ,

and say that this element is the composition of x with y.

Definition 2.2.1 (group) A pair (G, ◦), where G is a set and ◦ : G × G −→ G is a
composition, is called a group if the composition satisfies the following three properties:

(i) Is associative, i.e.

g1 ◦ (g2 ◦ g3) = (g1 ◦ g2) ◦ g3 , ∀g1, g2, g3 ∈ G .

(ii) There exists a neutral element e ∈ G such that

e ◦ g = g ◦ e = g, ∀g ∈ G .

(iii) For every g ∈ G there exists h ∈ G, called inverse of g, such that,

g ◦ h = h ◦ g = e .

We write h = g−1.

A group G is called abelian if the composition is commutative, i.e.

g ◦ h = h ◦ g , ∀g, h ∈ G .

The number of elements in a group G is called the order of the group and denoted by
|G|.

Exercise 2.2.1 Let G be a group. Prove that the neutral element e and the inverse g−1 of
an element g are unique.

Example 2.2.2 The following are examples of groups:

- The sets R and C (or, as we will see, any field K) and vector spaces V over K are
abelian groups with composition given by addition, ◦ = +. The neutral element is the
zero, 0 ∈ V , and the (additive) inverse of v ∈ V is denoted by −v.

- The sets R∗ := R \ {0} and C∗ := C \ {0} (or, as we will see, any field K∗ := K \ {0})
are abelian groups with respect to the composition given by multiplication.
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- The set GL(n,K) of nonsingular square n× n matrices with entries in K,

GL(n,K) = {A ∈ Matn(K) : det(A) 6= 0 } ,

is a group with composition given by matrix multiplication. For n > 1 this group is
nonabelian.

Very important groups are permutation groups of sets. Let M be a nonempty set and
Map(M,M) be the set of maps from M to M . This set has a natural composition given by
composition of maps. This composition is associative and has a neutral element given by
the identity map, idM : idM(x) = x , ∀x ∈ M . However, for sets M with more than one
element, not all maps from Map(M,M) have inverses. Those with inverses are the bijective
maps that we will also call permutations of M . The set of of all permutations of the set M
is a group and is called the symmetric group of M ,

Sym(M) =
{
ϕ ∈ Map(M,M) : ∃ϕ−1

}
.

Indeed, its easy to see that the composition of maps defines a composition on Sym(M),
which satisfies all the three properties of group composition. For M = {1, . . . , n} we write
Sym({1, . . . , n}) = Sn. Sn is nonabelian for n ≥ 3 and |Sn| = n! (while for Map(M,M) we
have, |Map(M,M)| = |M ||M | = nn).

For finite groups the composition can be conveniently represented with a table. Let us
illustrate this for S3, |S3| = 3! = 6.

Example 2.2.3 (S3) Consider the notation(
1 2 3

ϕ(1) ϕ(2) ϕ(3)

)
,

to represent the bijective permutation mapping j to ϕ(j), j = 1, 2, 3 and

e =

(
1 2 3
1 2 3

)
, a =

(
1 2 3
1 3 2

)
, b =

(
1 2 3
3 2 1

)
c =

(
1 2 3
2 1 3

)
, d =

(
1 2 3
2 3 1

)
, f =

(
1 2 3
3 1 2

)
We find that the composition table for S3 is

Table 2.1: S3

· e a b c d f
e e a b c d f
a a e d f b c
b b f e d c a
c c d f e a b
d d c a b f e
f f b c a e d
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Definition 2.2.4 (subgroup) Let G be a group. A nonempty subset H ⊂ G is called a
subgroup of G if the composition of G defines on H the structure of a group, or, equivalently,
if the following conditions are satisfied:

(i) e ∈ H.

(ii) h−1 ∈ H, for every h ∈ H.

(iii) h1 h2 ∈ H for all h1, h2 ∈ H.

Examples of subgroups of the multiplicative group of nonzero complex numbers are R∗,Q∗,
S1,

S1 = {z ∈ C : |z| = 1} ,
and finite subgroups of S1, corresponding to the nth roots of unity,

R(n) = {z ∈ C : zn = 1} .

Let ζn denote the following primitive nth root of unity, ζn = ei
2π
n . For e.g. R(3) the

composition table is

Table 2.2: R(3)

· 1 χ3 χ2
3

1 1 χ3 χ2
3

χ3 χ3 χ2
3 1

χ2
3 χ2

3 1 χ3

It is easy to see that the only subgroups of R(3) are the trivial subgroups, {1} and R(3).
On the other hand S3 has one (trivial) subgroup of order one

{e},

three subgroups of order two
{e, a}, {e, b}, {e, c},

one of order three
{e, d, f},

none of order four or five and one (trivial) of order six, S3. As we will see shortly it is not
a coincidence that the order of subgroups of S3 divides the order |S3| = 6 of S3. This is in
fact always the case, which explains why R(3) (and indeed R(p) for any prime number p)
has only the trivial subgroups.

Exercise 2.2.2 Show that all subgroups of Z have the form dZ for some d ∈ N0.

Let H be a subgroup of the group G and g be any element of G. Then the subsets gH,

gH = {gh, h ∈ H}

and Hg,
Hg = {hg, h ∈ H}

are called left and right cosets of H, respectively. The set of all left cosets of H is denoted
G/H and the set of all right cosets is denoted H \G.
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Exercise 2.2.3 Let H be a subgroup of the group G.

a) Let gH, g′H be any two left cosets of H. Show that by multiplying elements of gH on
the left by g′ g−1 we obtain a bijective map to g′H. In particular, if H is finite, then
all cosets (left and right) have the same number of elements.

b) Show that the relation g ∼ g′ if and only if g′−1g ∈ H is an equivalence relation in G.

c) Show that the equivalence classes for ∼ are left cosets of H so that G/H = G/ ∼.

d) Show that analogous statements are valid for right cosets.

Let |A| denote the number of elements of the set A. As a consequence of the properties
of cosets we obtain Lagrange’s theorem.

Theorem 2.2.5 (Lagrange) Let G be a finite group and H ⊂ G a subgroup. Then

|G| = |H| |G/H| = |H| |H \G| . (2.2.1)

Proof. Let us show the theorem for left cosets. For right cosets the proof is analogous.
From the Exercise 2.2.3 we know that the cosets define a partition of G on |G/H| subsets

and all those subsets (the cosets) are bijective and thus have the same number of elements,
equal to the order |H| of the subgroup H. This proves the first equality in (2.2.1).

Definition 2.2.6 (index of a subgroup) The number |G/H| = |G \H| of cosets is called
index of H in G and denoted by [G : H].

We see from (2.2.1) that if G is finite then [G : H] = |G|
|H| . But if both H and G are

infinite the index of H in G can still be finite. Examples are the subgroups dZ of Z, with
d > 0.

Exercise 2.2.4 Show, using Exercise 2.2.2, that all subgroups of Z, except {0}, have finite
index.

It is natural to wonder when does the set G/H,

G/H = {gH , g ∈ G} ,

have structure of group induced by that on G. In other words, when does

g1H g2H = g1g2H , g1, g2 ∈ G , (2.2.2)

define a composition in G/H? First of all for (2.2.2) to define a composition on G/H the coset
on the rhs should not depend on the choice of representatives g1, g2 of the cosets g1H, g2H
on the left. Let g′1, g

′
2 be two other representatives of the same cosets. In that case there

exist h1, h2 ∈ H such that, g′1 = g1h1 and g′2 = g2h2 and we want to have

g′1g
′
2H = g1g2H , (2.2.3)
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for every g1, g2 ∈ G, h1, h2 ∈ H. The equality (2.2.3) is equivalent to

(g′1g
′
2)
−1

g1g2 ∈ H ⇔ (g′2)−1(g′1)−1 g1g2 ∈ H
⇔ h−1

2 g−1
2 h−1

1 g−1
1 g1g2 = h−1

2 g−1
2 h−1

1 g2 ∈ H .

We see that for this to hold we must have that, for every g2 ∈ G and h1 ∈ H, there must be
h3 ∈ H such that,

h−1
1 g2 = g2h3 ,

or, equivalently,
Hg = gH ⇔ gHg−1 = H , (2.2.4)

for every g ∈ G.

Definition 2.2.7 (normal subgroup) A subgroup H of the group G is called a normal
subgroup of G if (2.2.4) is verified for all g ∈ G, i.e. if all left cosets of H are equal to the
right cosets.

Corollary 2.2.8 Let H be a normal subgroup of the group G. Then (2.2.2) for all g1, g2 ∈ G
defines a composition on the set of (left=right) cosets G/H, with respect to which G/H
becomes a group, called the quotient group of G by H.

Proof.

Remark 2.2.9 Obviously, if G is abelian, then (2.2.4) holds for all subgroups H and all
g ∈ G so that all subgroups of an abelian group are normal subgroups. ♦

Example 2.2.10 As we saw in the Exercise 2.2.4 the possible subgroups of Z are nZ, for
some natural number or zero, n ∈ N0. The corresponding quotient groups, Zn := Z/nZ, have
order n and are called groups of Z mod n,

Zn = {[0] = nZ, [1] = 1 + nZ, . . . , [n− 1] = n− 1 + nZ } .

Exercise 2.2.5 In the notation of Example 2.2.3 consider the subgroups H = {e, a} and
A3 = {e, d, f}. A3 is called alternating group of degree 3.

a) Show that H is not a normal subgroup.

b) Show that A3 is a normal subgroup and find the composition table for S3/A3.

Definition 2.2.11 (homomorphism, isomorphism) Let G,H be groups. A map ϕ :
G −→ H such that,

ϕ(g1g2) = ϕ(g1)ϕ(g2) ∀g1, g2 ∈ G ,

is called a (group) homomorphism. If ϕ is bijective than ϕ is called an isomorphism. Two
groups are said to be isomorphic if there is an isomorphism from one to the other.

Exercise 2.2.6 Let ϕ : G −→ H be a group homomorphism. Show the following:
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a) ϕ(eG) = eH .

b) ϕ(g−1) = ϕ(g)−1 , ∀g ∈ G.

c) Let ψ : H −→ K be another (group) homomorphism. Then ψ ◦ ϕ is a group homo-
morphism from G to K.

Solution. TO BE ADDED
Being isomorphic defines an equivalence relation in the set of all groups. From the point

of view of algebra one is mostly interested in groups up to isomorphism.

Example 2.2.12 The groups (Zn,+) and R(n) are isomorphic with isomorphism given by,

ϕ̃ : Zn −→ R(n)

[k] 7→ (χ1)k = e2πi k
n .

We will return to this example below in Exercise 2.2.7.

Example 2.2.13 Let a ∈ R∗ := R \ {0}. A one parameter family of isomorphisms, ϕa,
from the additive group of real numbers to the multiplicative group of positive real numbers
is given by

ϕa : R −→ R+

x 7−→ eax .

Example 2.2.14 Let G be a subgroup of the group of real nonsingular square matrices,

G ⊂ GLn(R) .

The map det from G to R∗,
A 7−→ det(A) ,

is a group homomorphism.

Example 2.2.15 Let N be a normal subgroup of the group G. From (2.2.2) and Corollary
2.2.8 it follows that the canonical projection π from G to G/N is a (surjective) homomor-
phism,

π(g) = gN .

Definition 2.2.16 The kernel of a group homomorphism, ϕ : G −→ H, is the pre-image
of the identity,

ker(ϕ) = ϕ−1({e}) = {g ∈ G : ϕ(g) = e ∈ H} ,

A very important theorem is the isomorphism theorem.

Theorem 2.2.17 (isomorphism theorem) Let ϕ : G −→ H be a group homomorphism.
Then,

(a) Im(ϕ) is a subgroup of H.
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(b) ker(ϕ) is a normal subgroup of G.

(c) The map ϕ̃ : G/ ker(ϕ) −→ Im(ϕ),

ϕ̃(g ker(ϕ)) = ϕ(g) ,

induced by ϕ, is an isomorphism.

Proof.

(a) Let us prove that Im(ϕ) is a subgroup of H.

(i) We saw in Exercise 2.2.6 that eH = ϕ(eG) ∈ Im(ϕ).

(ii)

h ∈ Im(ϕ) ⇔ ∃ g ∈ G : h = ϕ(g)

⇔ ∃ g ∈ G : h−1 = ϕ(g)−1 = ϕ(g−1)

⇔ h−1 ∈ Im(ϕ).

(iii)

Let h1, h2 ∈ Im(ϕ) ⇔ ∃g1, g2 ∈ G : h1 = ϕ(g1) , h2 = ϕ(g2)

⇒ h1h2 = ϕ(g1)ϕ(g2) = ϕ(g1g2) ∈ Im(ϕ).

(b) We now prove that ker(ϕ) is a normal subgroup of G.

(i) We have ϕ(eG) = eH ⇒ eG ∈ ker(ϕ).

(ii) Let g ∈ ker(ϕ),

⇔ ϕ(g) = eH

⇔ ϕ(g)−1 = ϕ(g−1) = eH

⇔ g−1 ∈ ker(ϕ) .

(iii) Let g1, g2 ∈ ker(ϕ),

⇔ ϕ(g1) = ϕ(g2) = eH .

⇒ ϕ(g1g2) = ϕ(g1)ϕ(g2) = eH ⇔ g1g2 ∈ ker(ϕ).

To show that ker(ϕ) is a normal subgroup we have to show that

g ker(ϕ)g−1 = ker(ϕ) ,∀g ∈ G. (2.2.5)

Let us show first that g ker(ϕ)g−1 ⊂ ker(ϕ),∀g ∈ G. Let g′ ∈ g ker(ϕ)g−1 ⇔ ∃n ∈
ker(ϕ) : g′ = gng−1. Then,

ϕ(g′) = ϕ(gng−1) = ϕ(g)ϕ(n)ϕ(g−1) = ϕ(g)eHϕ(g)−1 = eH ,

and therefore g′ ∈ ker(ϕ) ,∀g ∈ G.
Let us now show that ker(ϕ) ⊂ g ker(ϕ)g−1,∀g ∈ G. Let n ∈ ker(ϕ). Then,

n = (gg−1)n (gg−1) = g
(
g−1ng

)
g−1.

Since we have shown that g−1ng ∈ ker(ϕ) we conclude that n ∈ g ker(ϕ)g−1 ,∀g ∈ G
and therefore we have proved (2.2.5).
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(c) To show that ϕ induces a bijective map

ϕ̃ : G/ ker(ϕ) −→ Im(ϕ)

ϕ̃(g ker(ϕ)) = ϕ(g) , (2.2.6)

and following exercise 2.1.1 we have to show that the equivalence relation Rϕ defined
on G by ϕ coincides with the equivalence relation associated with ker(ϕ). Indeed,

ϕ(g1) = ϕ(g2)⇔ ϕ(g2)−1ϕ(g1) = ϕ(g−1
2 g1) = eH ⇔ g−1

2 g1 ∈ ker(ϕ) ∀ g1, g2 ∈ G .

So the equivalence classes of these equivalence relations coincide and therefore the
ker(ϕ) cosets coincide with the points in G with the same image under ϕ. Then, from
exercise 2.1.1, we know that ϕ̃ in (2.2.6) is well defined and bijective. We now show
that ϕ̃ is an homomorphism.

ϕ̃([g1][g2]) = ϕ̃([g1g2]) = ϕ(g1g2) = ϕ(g1)ϕ(g2) = ϕ̃([g1])ϕ̃([g2]) , ∀[g1] , [g2] ∈ G/ ker(ϕ) .

Obviously if N is a normal subgroup of G then it is easy to construct a homomorphism,
ϕ : G −→ H, with kernel, ker(ϕ) = N : just choose H = G/N and ϕ = π, where π denotes
the canonical projection.

Remark 2.2.18 From (c) in the isomorphism theorem we obtain a convenient way of un-
derstanding quotient groups, G/N . It is sufficient to find a group H and a surjective homo-
morphism ϕ : G −→ H with kernel, ker(ϕ) = N . Then we know from Theorem 2.2.17 that
G/N is isomorphic to H with isomorphism given by ϕ̃.

♦

Exercise 2.2.7 Let n ∈ N. Show that the additive group Z/nZ is isomorphic to the multi-
plicative group R(n) of the nth roots of unity.

Solution. We will solve this exercise by using (c) in the Isomorphism Theorem 2.2.17. So
we need to find a surjective homomorphism, ϕ : Z −→ R(n) such that ker(ϕ) = nZ. Let
us show that indeed the map ϕ corresponding to ϕ̃ in Example 2.2.12 above satisfies these
conditions,

ϕ : Z −→ R(n)

m 7−→ e2πim
n .

We see that ϕ is surjective. Let us show that it is a group homomorphism.

ϕ(m1 +m2) = e2πi
m1+m2

n = e2πi
m1
n e2πi

m2
n = ϕ(m1)ϕ(m2) , ∀m1,m2 ∈ Z.

For the kernel we find,

kerϕ =
{
m ∈ Z : e2πim

n = 1
}

= nZ .

We see that indeed we are in the conditions of (c) in Theorem 2.2.17 and therefore the map
ϕ̃ in the Example 2.2.12 is a group isomorphism.
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To any element g ∈ G we can associate an homomorphism from (the additive group of
integers) Z to G,

ϕg : Z −→ G

n 7−→ gn = g · · · g ,

where g0 := e. The subgroup ϕg(Z) = Im(ϕg) ⊂ G is called subgroup generated by g and
denoted by 〈g〉. It is easy to see that Im(ϕg) is the minimal subgroup of G that contains
the element g. From Exercise 2.2.2 we know that ker(ϕg) = Zd for d ∈ N, where d is
the minimal natural number for which gd = e. This number is called order of the element
g, ord(g), and we see from the Isomorphism Theorem 2.2.17 that Im(ϕg) is isomorphic to
Zd = Z/dZ ∼= R(d).

Remark 2.2.19 From Lagrange Theorem 2.2.5, if |G| <∞ then

d = ord(g) = ord(< g >) | |G| ,

i.e. the order of every element g ∈ G divides the order of the group G.
If G has prime order, |G| = p, then all its elements different from e, g 6= e, must have

order p. Indeed, ord(g) ≥ 2 and ord(g)|p = |G| so that ord(g) = p and therefore G is cyclic
with cyclic generator any element g different from e,

G = 〈g〉 .

♦

Exercise 2.2.8 Construct a surjective homomorphism ϕ from S3 to Z2. Which quotient
group is described by this homomorphism?

Solution. Let ϕ : S3 −→ Z2, as follows,

ϕ(g) =

{
[0] if g ∈ A3

[1] if g /∈ A3
.

ϕ has to be surjective, constant on the two A3 cosets and ker(ϕ) = A3. These conditions fix
ϕ uniquely. The homomorphism property can be easily verified with the composition tables
of S3 and Z2 (the details are left as an exercise to the reader).

Definition 2.2.20 A group G is called cyclic if it is generated by one of its elements, i.e.
if there exists g ∈ G such that G = 〈g〉.

2.2.2 Applications to Number Theory

We will be assuming throughout the present subsection some results of elementary number
theory like the fundamental theorem of arithmetic (or prime factorization theorem):
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Theorem 2.2.21 (prime factorization theorem) (see [La, Theorem 1.8.5]) Let n ∈
N, n > 1. Then n can be factored uniquely into a product of prime numbers

n = p1 · · · pr ,

with r ≥ 1 and p1 ≤ p2 ≤ · · · ≤ pr.

Recall that if a = bc, a, b, c ∈ Z, we say that b (and c) divides a and we write b|c.
Let us now recall the Euclidean algorithm to find the greatest common divisor of two

integers m,n, gcd(m,n). We will need the well known result:

Theorem 2.2.22 (division with remainder) (see [La, Theorem 1.2.1]) Let d ∈ N. Then
for every n ∈ Z there exist unique q ∈ Z and r ∈ {0, 1, . . . , d− 1} such that

n = qd+ r .

Crucial to the Euclidean algorithm is the following result.

Proposition 2.2.23 (see [La, Theorem 1.5.1]) Let m,n ∈ Z. Then,

(i) gcd(m, 0) = m, for m ∈ N.

(ii) gcd(m,n) = gcd(m− qn, n) , ∀q ∈ Z.

By using this proposition and Theorem 2.2.22 we can find gcd(m,n) for m ≥ n as follows.
Applying division with remainder,

m = qn+ r

we obtain, gcd(m,n) = gcd(n, r). Applying again division with remainder to n, r we obtain,
n = q1r + r1 and therefore, gcd(n, r) = gcd(r, r1), with n > r > r1 ≥ 0. This process,
called Euclidean algorithm, ends after a finite number of steps when we get to gcd(m,n) =
gcd(`, 0) = ` (see [La, p. 10]). A very important corollary of this algorithm is that it can
be used to show that for m,n ∈ Z there exist λ, µ ∈ Z such that the gcd(m,n) can be
represented as a linear combination with integer coefficients of m,n,

gcd(m,n) = λm+ µn . (2.2.7)

This way of finding λ, µ from the Euclidean algorithm is called extended Euclidean algorithm.
Let us illustrate this in the following exercise.

Exercise 2.2.9 (extended Euclidean algorithm) Let m = 35 and n = 18.

a) Find gcd(35, 18), using the Euclidean algorithm.

b) Find λ and µ as in (2.2.7), using the extended Euclidean algorithm.

Solution.

a) We have,

35 = 18× 1 + 17

18 = 17× 1 + 1

and therefore gcd(35, 18) = gcd(18, 17) = gcd(17, 1) = gcd(1, 0) = 1.
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b) From the steps of the Euclidean algorithm we obtain

17 = 35− 18× 1

1 = −17 + 18 =

= −(35− 18) + 18 =

= −35 + 18× 2 ,

so that, in this example, λ = −1 and µ = 2.

In order to bring in group theory in its full force we will need the second, besides addition,
composition on the integers and on the the Abelian (additive) groups Zn: the multiplication.
The triple (Z,+, ·) defines on Z the structure of a commutative ring.

Definition 2.2.24 (ring and field) A ring is a triple (R,+, ·), where (R,+) is an Abelian
group and the second composition, called multiplication of the ring, satisfies the following
properties:

(i) [associativity] a · (b · c) = (a · b) · c , ∀a, b, c ∈ R.

(ii) [neutral element] The multiplication, ·, has a neutral element, 1 ∈ R.

(iii) [distributivity] a · (b+ c) = a · b+ a · c and (a+ b) · c = a · c+ b · c , ∀a, b, c ∈ R.

If the multiplication is commutative (like in the case of Z) the ring is called commutative. If
the multiplication is commutative and if all elements of R \ {0} have multiplicative inverses,
R is called a field.

An element a ∈ R with multiplicative inverse, i.e. ∃ b ∈ R such that a · b = b · a = 1 is
called a unit of R. We write b = a−1. It is easy to see that the set of all units in a ring,
denoted by R∗, is a group, called group of units of R. For fields R∗ = R \ {0}. An element
a ∈ R is called a zero divisor if there is a nonzero element, b 6= 0, of the ring such that
a · b = 0 or b · a = 0. A zero divisor can not be a unit. Indeed, suppose that a is a zero
divisor and a unit. Let b 6= 0, b ∈ R be such that

b · a = 0 (the case with a · b = 0 is analogous) .

By multiplying both terms by a−1 on the right we obtain,

(b · a) · a−1 = 0 · a−1 ⇔ b · (a · a−1) = 0⇔ b = 0, (2.2.8)

which contradicts the hypothesis that b 6= 0.

Example 2.2.25 (rings) Some examples of rings/fields are the following.

1. Examples of fields are C,R,Q and the finite fields Zp, for p prime.

2. Z is a commutative ring but is not a field as its group of units is Z∗ = {1,−1} 6= Z\{0}.
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3. The set of continuous (real valued) functions on R, C(R) (or on any manifold), is a
commutative ring. Its group of units, C(R)∗, is the set (i.e. group) of functions that
are different from zero everywhere. So f1(x) = ex and f2(x) = x2 + 1 are units in
C(R), but f3(x) = x and f4(x) = sin(x), are not.

4. The set of all real square matrices n× n, Matn(R), is a ring that is noncommutative
for n > 1. Its group of units coincides with the general linear group of all real invertible
matrices n× n,

Matn(R)∗ = GLn(R) .

It is easy to show that the multiplication on Z defines a multiplication on Zn = Z/nZ
i.e.

[m] · [k] = [mk]

does not depend on the class representatives.
The group Z∗n is much less trivial than the group Zn: in particular it is not easy to

calculate its order and it is not always cyclic (unlike Zn).
Define the Euler ϕ function, ϕ : N −→ N, as follows:

ϕ(n) = number of natural numbers smaller than n that are coprime to n,

We have:

Theorem 2.2.26 Let n ∈ N. Then,

Z∗n = {[m] ∈ Zn : gcd(m,n) = 1} ,

so that, in particular, |Z∗n| = ϕ(n).

Proof. Let a ∈ Z, 0 ≤ a < n. Let us first show that if a is not coprime with n then [a] is
not a unit, [a] /∈ Z∗n. Suppose gcd(a, n) = b > 1. Then,

n

b
a = n

a

b
≡ 0 (mod n) ,

so that [a] is a zero divisor and thus can not be a unit (see (2.2.8)).
Let us now show that if a is relatively prime to n then [a] is a unit in Zn. From the

extended Euclidean algorithm we know that ∃λ, µ ∈ Z such that

λ a+ µn = 1 ⇔
λ a ≡ 1 (mod n) ⇔

[λ] [a] = [1]⇔ [λ] = [a]−1 .

We conclude that if p is prime, then Zp is a field and ϕ(p) = p− 1. In general (see [La,
p. 24]) one shows that if gcd(n,m) = 1 then ϕ(nm) = ϕ(n)ϕ(m) and, given the prime
factorization of n, n = pr11 · · · prss , one finds,

ϕ(n) = n

(
1− 1

p1

)
· · ·
(

1− 1

ps

)
.
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Exercise 2.2.10 (see Example 1.5.3 of [La]) Notice that gcd(34 = 17× 2, 13) = 1.

(a) Find x, y such that 13x+ 34 y = 1.

(b) Find [13]−1 in Z∗34.

Solution.

(a) Let us apply the extended Euclidean algorithm to find x and y.

34 = 2 · 13 + 8

13 = 8 · 1 + 5

8 = 5 · 1 + 3

5 = 3 · 1 + 2

3 = 2 · 1 + 1

Then,

8 = −2 · 13 + 34

5 = 13− 8 = 13− (−2 · 13 + 34) = 3 · 13− 34

3 = 8− 5 = (−2 · 13 + 34)− (3 · 13− 34) = −5 · 13 + 2 · 34

2 = 5− 3 = (3 · 13− 34)− (−5 · 13 + 2 · 34) = 8 · 13− 3 · 34

1 = 3− 2 = (−5 · 13 + 2 · 34)− (8 · 13− 3 · 34) = −13 · 13 + 5 · 34 ,

so that x = −13 and y = 5.

(b) We see that

[−13] · [ 13] = [1] ⇔
[21] · [13] = [1] ⇔

[13]−1 = [21] .

Example 2.2.27 The multiplication table for Z∗5

Table 2.3: Z∗5
× [1] [2] [3] [4]

[1] [1] [2] [3] [4]
[2] [2] [4] [1] [3]
[3] [3] [1] [4] [2]
[4] [4] [3] [2] [1]

Exercise 2.2.11 Prove that Z∗15 is not cyclic by using the map f : [m] 7→ [m]2.
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Solution. Since 15 = 3× 5 the order of Z∗15 is ϕ(15) = (3− 1)(5− 1) = 8. So Z∗15 is cyclic
if and only if it has elements of order 8.

Explicitly,
Z∗15 = {[1], [2], [4], [7], [8], [11], [13], [14]} .

Let us now write the table for f (notice that e.g. [13]2 = [−2]2 = [4]).

Table 2.4: [m] 7→ [m]2

[m] [1] [2] [4] [7] [8] [11] [13] [14]
[m]2 [1] [4] [1] [4] [4] [1] [4] [1]

Since the order of the units in Z15 divides 8, from Table 2.4 we see that [4], [11], [14] have
order 2 and [2], [7], [8], [13] have order 4. No element has order 8.

Let us now study two typical applications of group theory to number theory by proving
the Euler theorem and the Chinese remainder theorem.

Theorem 2.2.28 Let a and n be relatively prime natural numbers. Then

aϕ(n) ≡ 1 (mod n) . (2.2.9)

Proof. Since gcd(a, n) = 1, [a] is a unit, [a] ∈ Z∗n, and therefore the order of [a] in Z∗n divides
the order of the group (see remark 2.2.19), i.e. divides ϕ(n), ord([a]) |ϕ(n). This implies
that

[a]ϕ(n) = [1] (in Zn),

which is equivalent to (2.2.9).
Let us now prove the Chinese remainder theorem with the help of the isomorphism

theorem.

Theorem 2.2.29 Let n1, . . . , nr ∈ N be relatively prime, N = n1 . . . nr, and let

ψi : Z −→ Z/niZ ,

denote the canonical surjective homomorphisms. The following map

Ψ̃ : Z/NZ −→ Z/n1Z× · · · × Z/nrZ
Ψ̃(m+NZ) = (ψ1(m), . . . , ψr(m)) (2.2.10)

= (m+ n1Z, . . . ,m+ nrZ) ,

is well defined and an isomorphism.

Proof. Consider the homomorphism

Ψ : Z −→ Zn1 × · · · × Znr
Ψ(m) = (ψ1(m), . . . , ψr(m)) .

Let us first show that ker(Ψ) = NZ. The inclusion NZ ⊂ ker(Ψ) is easy. Indeed,

Ψ(Nk) = (Nk + n1Z, . . . Nk + nrZ)

= (n1Z, . . . , nrZ)

= ([0], . . . , [0]) .
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Let us now show that,

ker(Ψ) ⊂ NZ .

Let m ∈ ker(Ψ). Then we have,

Ψ(m) = (m+ n1Z, . . . ,m+ nrZ)

= (n1Z, . . . , nrZ) ,

which implies that n1|m, . . . , nr|m. But, since n1, . . . , nr are relatively prime, this in turn
implies that N = n1 · · ·nr divides m and therefore m ∈ NZ, which concludes the proof that
NZ = ker(Ψ). Therefore, from the isomorphism theorem, Ψ induces an injective homomor-
phism Ψ̃ defined by (2.2.10). The surjectivity of Ψ̃ follows from its injectivity and the fact
that

|Z/NZ| = N = n1 · · ·nr = |Zn1 × · · · × Znr | .

Exercise 2.2.12 Construct the isomorphism Ψ̃ : Z6 −→ Z3 × Z2.

Solution.

Ψ̃(6Z) = ([0], [0])

Ψ̃(1 + 6Z) = (1 + 3Z, 1 + 2Z)

= ([1], [1])

Ψ̃(2 + 6Z) = (2 + 3Z, 2 + 2Z) = (2 + 3Z, 2Z)

= ([2], [0])

Ψ̃(3 + 6Z) = (3 + 3Z, 3 + 2Z) = (3Z, 1 + 2Z)

= ([0], [1])

Ψ̃(4 + 6Z) = (4 + 3Z, 4 + 2Z) = (1 + 3Z, 2Z)

= ([1], [0])

Ψ̃(5 + 6Z) = (5 + 3Z, 5 + 2Z) = (2 + 3Z, 1 + 2Z)

= ([2], [1]) .

The Chinese remainder theorem can be viewed as a partial structure theorem for finite
abelian groups. More generally we have the following theorem.

Theorem 2.2.30 Let G be a finite abelian group of order n with prime factorization given
by n = pr11 · · · prss . Then,

G ∼= G1 × · · · ×Gs ,

where Gj have order, |Gj| = p
rj
j . For any such group Gj there is a representation of rj as a

sum of nonincreasing natural numbers, aij, rj = a1
j + · · ·+ a`j, such that

Gj
∼= Z

p
a1
j
j

× · · · × Z
p
a`
j
j

.
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We conclude that every finite Abelian group is isomorphic to the direct product of cyclic
groups of power of a prime order. For example of order 8 there are three nonisomorphic
(classes of) abelian groups (there are also two nonisomorphic nonabelian groups):

Z8,Z4 × Z2,Z3
2 ,

while of order 12 there are only two nonisomorphic classes of abelian groups:

Z3 × Z4
∼= Z12, Z3 × Z2

2 .

2.2.3 Application to Criptography

Public key criptography was invented in the 70’s by Rivert, Shamir and Adelman (RSA),
who proposed the first RSA cryptosystem based on the so called “one way” functions. These
functions are provided naturally by number theory and are based on the difficulty (at least
for the known algorithms) of factoring large natural numbers into primes. The one way
functions proposed initially by RSA are obtained by fixing two very large distinct primes,
p, q, and considering on ZN , N = pq, the function

F ([X]) = [X]e ,

where e is called the encryption exponent, with e chosen such that,

gcd(e, ϕ(N)) = gcd(e, (p− 1)(q − 1)) = 1 .

Then the decryption exponent, d, is chosen so that

([X]e)d = [X]ed = [X] in ZN .

The issue is that to find d, knowing only N and e, is equivalent to factoring N and thus a
very difficult task for large p and q.

The idea of RSA is that Alice has a form to have Bob sending her encrypted messages
through unsecure channels. She displays in a public page the two numbers N and e that
Bob will use to encrypt his messages, [X] ∈ ZN , by taking them to the encryption power:
[X] 7→ [X]e. Then Bob sends [X]e to Alice and only she knows the private key i.e. the
decryption power d, which allows her to get back [X]. The key result, justifying the above,
is the following.

Theorem 2.2.31 Let N = pq, with p, q distinct prime numbers and e ∈ N be such that
gcd(e, ϕ(N)) = 1. Then, there exists d ∈ N such that

[X]ed = ([X]e)d = [X] , ∀[X] ∈ ZN . (2.2.11)

Proof. Since, due to the Chinese remainder theorem, ZN ∼= Zp × Zq, the equation (2.2.11)
is equivalent to the system {

Xed ≡ X (mod p)
Xed ≡ X (mod q) .

(2.2.12)



26 CHAPTER 2. TOPICS OF ALGEBRA AND APPLICATIONS

Let us show (2.2.12) only mod p as mod q is analogous. Suppose first that p|X. Then X ≡ 0
(mod p) and therefore

Xed ≡ 0 (mod p)

≡ X (mod p) .

Suppose now that X is coprime with p. Then,

Xϕ(p) = Xp−1 ≡ 1 (mod p) .

On the other hand, since gcd(e, (p− 1)(q − 1)) = 1, there exist λ, µ ∈ Z such that

λ(p− 1)(q − 1) + µe = 1 . (2.2.13)

By choosing d = µ we obtain,

Xed = X1−λ(p−1)(q−1)

= X
(
Xp−1

)−λ(q−1) ≡ X (mod p) .

Remark 2.2.32 We see that finding d in (2.2.13) is equivalent to finding the prime factors
p, q of N . ♦

Exercise 2.2.13 For N = 15 = 3× 5 and e = 3 (gcd(e, 2× 4) = gcd(3, 8) = 1) find d such
that Alice can decode the message Bob encrypted as [X]3 in Z15.

Solution. We have to find λ, µ ∈ Z such that, 8 · λ + 3 · µ = 1. In this case we can just
guess the solution, λ = −1, µ = 3. Then we know from Theorem 2.2.31 that the decryption
exponent can be chosen, d = µ = 3, and therefore,(

[X]3
)3

= [X]9 = [X] , ∀[X] ∈ Z15.

2.2.4 Actions of Groups

Definition 2.2.33 (action of a group) Let G be a group and M a set. An action of

G
ϕ
yM of G on M is an homomorphism

ϕ : G −→ Sym(M)

g 7−→ ϕg .

The action ϕ is called effective if ker(ϕ) = {e}.

Remark 2.2.34 A non effective action G
ϕ
y M defines, via the isomorphism theorem, an

effective action of G̃ = G/ ker(ϕ) on M . ♦
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Lauritzen [La, Def. 2.10.1] gives a different definition of action: an action of G on M is
a map

ϕ̂ : G×M −→M (2.2.14)

satisfying the following properties

(i) ϕ̂(e, x) = x ,

(ii) ϕ̂(g1, ϕ̂(g2, x)) = ϕ̂(g1 g2, x) , ∀g1, g2 ∈ G,∀x ∈M .

Exercise 2.2.14 Show that that the two definitions of group action are equivalent by relating
ϕ in the Definition 2.2.33 with ϕ̂ in (2.2.14), through

ϕ̂(g, x) = ϕg(x) . (2.2.15)

Solution.

⇒ We assume that ϕ : G −→ Sym(M) is an homomorphism and that ϕ̂ is given by
(2.2.15). Let us prove that ϕ̂ satisfies the properties (i) and (ii) of the second definition.

(i)

ϕ̂(e, x) = ϕe(x) = idM(x) = x .

(ii)

ϕ̂(g1, ϕ̂(g2, x)) = ϕg1(ϕg2(x)) = ϕg1g2(x) = ϕ̂(g1g2, x) , ∀g1, g2 ∈ G ,∀x ∈M .

⇐ We now assume that ϕ̂ satisfies the properties (i) and (ii) above and need to show that
ϕ, defined by (2.2.15), is an homomorphism to Sym(M). First we have to show that,
for every g ∈ G, the map ϕg is a permutation of M , i.e. is bijective or, equivalently,
has inverse. Let us show that the inverse is given by ϕg−1 .

(ϕg−1 ◦ ϕg)(x) = ϕg−1(ϕg(x)) = ϕ̂(g−1, ϕ̂(g, x))

= ϕ̂(g−1g, x) = ϕ̂(e, x) = x , ∀g ∈ G,∀x ∈M .

Analogously,

(ϕg ◦ ϕg−1)(x) = ϕg(ϕg−1(x)) = ϕ̂(g, ϕ̂(g−1, x))

= ϕ̂(e, x) = x , ∀g ∈ G,∀x ∈M ,

so that indeed ϕg ∈ Sym(M) , ∀g ∈ G. Let us now show that ϕ is a group homomor-
phism.

ϕg1g2(x) = ϕ̂(g1g2, x) = ϕ̂(g1, ϕ̂(g2, x))

= ϕg1(ϕg2(x)) = (ϕg1 ◦ ϕg2)(x) , ∀g1, g2 ∈ G,∀x ∈M .
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Example 2.2.35 Of course the most natural actions are by subgroups H of Sym(M), H ⊂
Sym(M), on M given by,

ϕ =
(
idSym(M)

)
|H

ϕh = h

ϕh(x) = h(x) , ∀x ∈M .

Subgroups of Sym(M) were the first to be studied and are sometimes called “concrete” groups.
On the other hand effective actions, ϕ of G, correspond to injective homomorphisms so that
G is isomorphic to its image Im(ϕ) in Sym(M).

Definition 2.2.36 (orbits, stabilizers and fixed points) Consider the action G
ϕ
yM .

(a) [orbits and orbit space] Let x0 ∈M . The set

ϕG x0 := {ϕg(x0) , g ∈ G} ,

is called orbit of G through x0. The set of orbits or orbit space defines a partition of
M and is denoted by

M/ϕG (= M/G) .

(b) [stabilizers] Let,
ϕgX := {ϕg x , x ∈ X} .

The subgroup of G:
GX = {g ∈ G : ϕgX = X} ,

is called stabilizer of the set X ⊂M . The stabilizer of a point {x0}

G{x0} = Gx0 = {g ∈ G : ϕg x0 = x0} ,

is also called isotropy subgroup of x0.

(c) [fixed points] The points,
x ∈M : Gx = G ,

are called fixed points of the G action. The set of all G–fixed points is denoted by,

MG = {x ∈M : ϕg x = x , ∀g ∈ G} .

Exercise 2.2.15 (HW) Given an action G
ϕ
yM show that the following relation on M ,

x1 ∼ x2 ⇔ ∃ g ∈ G : ϕg x1 = x2 ,

is an equivalence relation and that the equivalence classes are the G–orbits,

[x] = ϕG x = {ϕg x , g ∈ G} .

Example 2.2.37 Consider S3 and the standard actions on M = {x1, x2, x3} by its subgroups
H = {e, a} and A3 = {e, d, f} (see example 2.2.3 and exercise 2.2.5).
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(a) H
ϕ
y {x1, x2, x3}.

Since the orbits are the sets, ϕH(x) = {x, a(x)}, there are two orbits,

ϕH(1) = {1}
ϕH(2) = {2, a(2) = 3} = {2, 3} ,

where we used the fact that a(1) = 1. The orbit space has therefore two points,

{x1, x2, x3} /H = {[1], [2]} = {{1}, {2, 3}} .

The only fixed point, corresponding to the only orbit with just one point, is x = 1,

{1, 2, 3}H = {1} .

(b) Transitive action: A3
ϕ
y {x1, x2, x3}.

There is only one orbit of A3,

ϕA3(1) = {1, d(1) = 2, f(1) = 3} = M .

Such actions, with only one orbit, or equivalently, such that for any pair of points,
x, y ∈ M , there exists a group element g ∈ G taking x to y = ϕg(x), are called
transitive actions.

Example 2.2.38 Consider the standard action of GLn(R),

GLn(R) = {A ∈ Mat(Rn) : det(A) 6= 0} ,

and its subgroups on Rn by matrix multiplication,

ϕA(x) = Ax ,

with

x = (x1, . . . , xn) =

 x1
...
xn

 = (x1 . . . xn)T

where, for simplicity of the notation, we identify Rn with the space of column (n×1) matrices.

(a) GLn(R)
ϕ
y Rn.

This action has only two orbits: The fixed point {0} = (Rn)GLn(R) and its complement,

ϕGLn(R)(x0) = Rn \ {0} , (2.2.16)

where x0 6= 0. To prove (2.2.16), i.e. that the action of GLn(R) is transitive on
Rn \ {0}, consider two arbitrary vectors, x′, x′′ ∈ Rn \ {0} and two ordered basis,

B′ = {v′1, . . . , v′n} ,
B′′ = {v′′1 , . . . , v′′n}
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of Rn, chosen such that their first vectors are equal to x′, x′′, i.e. v′1 = x′ and v′′1 = x′′.
Let us find a nonsingular matrix C taking x′ to x′′. Then, let e1 be the first vector of
the canonical basis of Rn,

e1 = (1, 0, . . . , 0) =


1
0
...
0

 ,

and A′, A′′ be the two matrices in GLn(R) having v′j and v′′j as their j-th column,
respectively, j = 1, . . . , n.

we have that

A′e1 = v′1 = x′

A′′e1 = v′′1 = x′′ .

Then we can choose C = A′′(A′)−1. Indeed,

C x′ = A′′(A′)−1 x′ = x′′ ,

which shows transitivity.

(b) SOn(R)
ϕ
y Rn.

The group of special (i.e. determinant one), orthogonal matrices n× n is

SOn(R) =
{
A ∈ Matn(R) : AAT = In , det(A) = 1

}
.

Consider the usual inner product on Rn,

〈y, x〉 = yTx = (y1 · · · yn)

 x1
...
xn

 =
n∑
j=1

yjxj ,

and the associated norm,

||x|| =
√
〈x, x〉 .

Let us show that, by restricting from GLn(R) to SOn(R), the orbits in Rn\{0}, become
the n− 1–dimensional spheres with center in 0,

Sn−1
r =

{
x ∈ Rn : ||x||2 =

n∑
j=1

x2
j = r2

}
.

Orthogonal matrices preserve inner products,

〈Ay,Ax〉 = (Ay)T Ax = yTATAx

= yT Inx = yTx = 〈y, x〉 , ∀y, x ∈ Rn, A ∈ SOn(R) ,
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and thus also norms, ||Ax|| = ||x||. This implies that the SOn(R)–orbits are contained
in the spheres Sn−1

r . Indeed, let x0 be a norm r vector. Then,

ϕSOn(R) x0 = {Ax0 , A ∈ SOn(R)} ⊂ Sn−1
r .

Let us show that the inclusion above is in fact an equality, or, equivalently, the spheres
Sn−1
r are SOn(R)–orbits or also SOn(R) acts transitively on Sn−1

r . Consider two vectors
x′, x′′ in Sn−1

r and suppose that they both have their first component different from zero.
1 Complement x′, x′′ with the basis vectors of the canonical basis, e2, . . . , en to get two
bases,

B̃′ =

{
x′

r
, e2, . . . , en

}
B̃′′ =

{
x′′

r
, e2, . . . , en

}
,

and apply Gram-Schmidt orthogonalization to both these bases to get two orthonormal
bases

B′ = {u′1, . . . , u′n}
B′′ = {u′′1, . . . , u′′n} ,

with u′1 = x′

r
and u′′1 = x′′

r
. Consider now the matrices A′, A′′ having u′j and u′′j as j–th

columns, respectively. If one or both of these matrices has determinant equal to −1 just
replace its last column by its symmetric, i.e. u′n and/or u′′n replaced by −u′n and/or
−u′′n. We have thus now two special orthogonal matrices, A′, A′′ ∈ SOn(R), such that

A′e1 = u′1 =
x′

r

A′′e1 = u′′1 =
x′′

r
.

or, equivalently,

A′r e1 = r u′1 = x′ (2.2.17)

A′′r e1 = r u′′1 = x′′ .

Then,
A′′(A′)−1(x′) = x′′ ,

so that the action of SOn(R) on spheres is indeed transitive.

The orbit space, Rn/ϕSOn(R), is naturally bijective to R≥0, with bijection given by,

Rn/ϕSOn(R) −→ R≥0

[x] = SOn(R)x 7−→ ||x|| .
1if one or both the vectors x′, x′′ have their first component equal to zero just adapt the construction by

complementing one or both of these vectors with n− 1 vectors of the canonical basis that form a basis with
them.
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Exercise 2.2.16 Consider the standard action SOn(R)
ϕ
y Rn. Show that the stabilizer of

every x0 6= 0, (SOn(R))x0, is isomorphic to SOn−1(R).

Before solving this exercise let us prove a relevant (to the exercise) general result.

Proposition 2.2.39 Consider the action G
ϕ
yM and let x1, x2 ∈M, g ∈ G be such that

x2 = ϕg(x1), (2.2.18)

i.e. x1, x2 are in the same G–orbit. Then, their stabilizers are conjugate subgroups of G,

Gx2 = g Gx1 g
−1 . (2.2.19)

Proof.
It will be sufficient to show that

g Gx1 g
−1 ⊂ Gx2 (2.2.20)

for all triples x1, x2, g satisfying (2.2.18). Indeed, the opposite (to (2.2.20)) inclusion,

g Gx1 g
−1 ⊃ Gx2 , (2.2.21)

is equivalent, by conjugating with g−1 both sides (i.e. by multiplying on the left by g−1 and
on the right by g), to the inclusion

g−1Gx2 g ⊂ Gx1 ,

which is equivalent to (2.2.20) with the triple (x1, x2, g) replaced by (x2, x1, g
−1). So we are

left with proving (2.2.20). Let h̃ ∈ g Gx1 g
−1, i.e. exists h ∈ Gx1 such that h̃ = ghg−1. Then

ϕh̃(x2) = ϕghg−1(x2) = (ϕg ◦ ϕh ◦ ϕg−1) (x2)

= (ϕg ◦ ϕh) (x1) = ϕg(ϕh(x1)) = x2 ,

which implies that h̃ ∈ Gx2 .

We are now ready to solve the exercise 2.2.16.
Solution. The best way to find the stabilizer of a point x0 ∈ M is usually to find the
stabilizer of a simpler point in the same orbit as x0. We saw in example 2.2.38 (b) that the
orbits are spheres. So as a simpler vector in the same orbit as x0 let us choose ||x0|| e1. For
the stabilizer of ||x0|| e1 we find,

(SOn(R))||x0||e1 = (SOn(R))e1 = {A ∈ SOn(R) : Ae1 = e1}

=

{
A =

(
1 0T

0 Ã

)
, Ã ∈ SOn−1(R)

}
∼= SOn−1(R) ,

where, in the first column of A,

0 =

 0
...
0

 ∈ Mat(n−1)×1(R) = Rn−1
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and we used the fact that a matrix A is orthogonal if and only if its columns form an
orthonormal basis. Therefore

(SOn(R))x0
∼= (SOn(R))||x0||e1 = (SOn(R))e1

∼= SOn−1(R) ,

where the first isomorphism is a conjugation isomorphism by an orthogonal matrix A0 ro-
tating ||x0||e1 to x0, as in (2.2.17),

(SOn(R))x0 = A0 (SOn(R))||x0||e1 A
−1
0 .

Definition 2.2.40 An action G
ϕ
yM is called free if the stabilizers of all points are trivial,

Gx = {e} , ∀x ∈M .

Example 2.2.41 Very natural examples of free actions are those of subgroups H ⊂ G on
G by left and right translations. Left and right translations of G by a group element, h, are
the following bijective maps,

Lh : G −→ G

Lh(g) = hg ,

and

Rh : G −→ G

Rh(g) = gh .

Then the following maps,

L : H −→ Sym(G)

h 7−→ Lh ,

and

R̃ : H −→ Sym(G)

h 7−→ Rh−1 ,

are well defined and define injective group homomorphisms (check this!) and therefore define
effective actions of H on G, for any subgroup H ⊂ G, which furthermore are free.

The left H orbits,
LH g = H g ,

are right H cosets and the right H orbits,

R̃H g = g H ,

are left H cosets, so that we obtain,

G/H = G/R̃H

H \G = G/LH .
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Example 2.2.42 The left action of G on itself descends to a non free but transitive action

of G on G/H = G/R̃H , that we call canonical action, G
ϕcan

y G/H,

ϕcan
g1

[g] = ϕcan
g1
gH = g1g H = [g1g] .

The transitivity of this action follows from the transitivity of the left action on G. Indeed,
let [g1], [g2] ∈ G/H. Then,

ϕcan
g2g
−1
1

([g1]) = [g2g
−1
1 g1] = [g2] .

The class of the neutral element [e] is called origin of the coset space G/H. The stabilizer of
the origin of G/H is H,

G[e] =
{
g ∈ G : ϕcan

g [e] = [g] = [e] = H
}

= H .

Notice that descending the right action of G on itself to H \G leads to analogous results.

Remark 2.2.43 We already saw that G/N has the structure of group, induced from that
of G, if N is a normal subgroup. What we saw in the example 2.2.42 is that the coset spaces
G/H (and H \G) have another structure (for any subgroup H!): that of spaces of transitive
actions of G.

We will see soon that much more than simple examples of transitive actions, the coset

spaces, G
ϕcan

y G/H, provide, up to equivalence of actions, all transitive actions. ♦

Definition 2.2.44 (equivalence of actions) Let G
ϕ
yM and G′

ϕ
′

yM ′ be two G–actions.
Then,

(i) A map, T : M −→M ′, is called G–equivariant if

T ◦ ϕg = ϕ′g ◦ T , ∀g ∈ G .

(ii) An equivariant map, T : M → M ′, is called an equivalence of G–actions if it is
bijective. Two actions are said to be equivalent if there exists an equivalence of G–
actions, T : M −→M ′.

Exercise 2.2.17 (HW) Let T : M −→ M ′ be a G–equivariant map. Show that T maps

G–orbits to G–orbits, and therefore induces a map, T̃ , from M/ϕG to M ′/ϕ′G. Describe T̃ .

Theorem 2.2.45 (transitive actions) Let G act transitively on M , G
ϕ
yM . Then

G
ϕ
yM ∼= G

ϕcan

y G/Gx0 ,

where Gx0 is the stabilizer of any point, x0 ∈M . The equivalence is given by the map,

Tx0 : G/Gx0 −→ M

gGx0 = [g] 7−→ ϕg(x0) . (2.2.22)
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Proof. Let us first show that Tx0 is well defined. Consider the map

T̂x0 : G −→ M

g 7−→ ϕg(x0) .

Due to the transitivity of the action G
ϕ
yM , the map T̂x0 is surjective and the equivalence

relation it defines on G,

g1 ∼ g2 ⇔ T̂x0(g1) = T̂x0(g2)⇔ ϕg1(x0) = ϕg2(x0)

⇔ ϕg−1
2 g1

(x0) = x0 ⇔ g−1
2 g1 ∈ Gx0

⇔ g1Gx0 = g2Gx0 ,

coincides with that corresponding to the right action of Gx0 on G, whose orbits are the left

Gx0–cosets. Therefore G/Gx0 = G/ ∼ and, as in exercise 2.1.1, T̂x0 defines the injective map
Tx0 : G/Gx0 −→M , as the unique map satisfying,

Tx0 ◦ πx0 = T̂x0 ,

where πx0 denotes the canonical projection. This is the map in (2.2.22). Since T̂x0 is surjec-
tive, Tx0 is also surjective and thus bijective.

We are only left with proving that Tx0 is G–equivariant.(
Tx0 ◦ ϕcan

g1

)
([g]) = Tx0([g1g]) = ϕg1g(x0)

= ϕg1(ϕg(x0)) = ϕg1 (Tx0([g]))

= (ϕg1 ◦ Tx0) ([g]) , ∀[g] ∈ G/Gx0 ,∀g1 ∈ G .

Remark 2.2.46 Like the isomorphism theorem was usefull to find groups H isomorphic to
quotient groups G/N with N a normal subgroup (see remark 2.2.18) the above theorem is
also useful to find spaces of transitive actions that are equivariantly bijective to G/H for

any H: find a transitive action G
ϕ
y M such that Gx0 is conjugated to H, i.e. exists g ∈ G

such that,
Gx0 = gHg−1 .

♦

Exercise 2.2.18 Show that Sn−1 ∼= SOn(R)/ψ(SOn−1(R)), where

ψ : SOn−1(R)) −→ SOn(R)

Ã 7−→
(

1 0T

0 Ã

)
,

and Sn−1 = Sn−1
1 = {x ∈ Rn : ||x|| = 1}.

Solution. This is a direct consequence of the Theorem 2.2.45. Indeed, we have already
seen in exercise 2.2.16 that (SOn(R))e1 = ψ(SOn−1(R)) so that Sn−1 is bijective to
SOn(R)/ψ(SOn−1(R)) with (inverse) G–equivariant bijection, Te1 given by,

Te1 : SOn(R)/ψ(SOn−1(R)) −→ Sn

[A] 7−→ Ae1 .
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Conjugation action

Of big importance to the representation theory of finite (and not only) groups is the conju-
gation action of G on itself.

G −→ Sym(G)

g1 7−→ ϕcg1
ϕcg1(g) = g1gg

−1
1 .

The orbits of the conjugation action

ϕcG(g) =
{
ϕcg1(g) = g1gg

−1
1 , g1 ∈ G

}
=: C(g) ,

are called conjugacy classes of G or also conjugacy classes of g ∈ G. The stabilizer of an
element g ∈ G,

Gg =
{
g1 ∈ G : g1gg

−1
1 = g ⇔ g1g = gg1

}
=: Z(g) ,

is called centralizer of g.
The stabilizer of a subgroup H ⊂ G,

GH =
{
g ∈ G : gHg−1 = H ⇔ gH = Hg

}
=: NG(H) ,

is called normalizer of H in G. It is the maximal subgroup of G containing H as a normal
subgroup.

The fixed point set under the conjugation action is

GG =
{
g ∈ G : ϕcg1(g) = g1gg

−1
1 = g , ∀g1 ∈ G

}
= {g ∈ G : g1g = gg1 , ∀g1 ∈ G} =: Z(G)

is called center of G.

Symmetric group

Let us study the conjugacy classes of the symmetric group Sn. But first let us simplify
notation and formulate some results. Let j1, . . . , jk ∈ {1, 2, . . . , n} be k distinct elements
and let us represent by (j1 . . . jk) the following permutation σ ∈ Sn:

σ(jl) = jl+1

σ(x) = x , if x /∈ {j1, . . . , jk}

where jk+1 = j1. We call this permutation a cycle of length k.
Notice that the cycles of length one are all equal to the neutral element, (j) = e, for every

j. Cycles of length two, (ij), are called transpositions. It is easy to see that transpositions
are their own inverses,

((i j) ◦ (i j)) (i) = (i j) ((i j)(i)) = (ij)(j) = i

((i j) ◦ (i j)) (j) = (i j) ((i j)(j)) = (i j)(i) = j

((i j) ◦ (i j)) (x) = (i j) ((i j)(x)) = (i j)(x) = x , for every x /∈ {i, j} ,
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so that indeed,
(i j) ◦ (i j) = (i j)2 = e .

A transposition (ij) is called simple if |i− j| = 1. There are n− 1 simple transpositions in
Sn, s1 = (1 2), s2 = (2 3), . . . , sn−1 = ((n− 1)n).

An important structure result is the following.

Theorem 2.2.47 The symmetric group is isomorphic to the group with n − 1 generators
subject to the following relations,

s2
i = e ∀i

si ◦ sj = sj ◦ si if |i− j| > 1

si ◦ si+1 is of order 3 , i ≤ n− 1 .

In the cycle notation for S3 we have (see notation in example 2.2.3).

a = (23) = s2

b = (13)

c = (12) = s1

d = (123)

f = (132) .

The cycles have cyclic symmetry

(j1 j2 . . . jk−1 jk) = (jk j1 j2 . . . jk−2 jk−1) ,

have order equal to their length,
(j1 . . . jk)

k = e ,

and are equal to products of overlapping cycles,

(j1 . . . jr−1 jr) ◦ (jr jr+1 . . . jk) = (j1 . . . jr−1 jr jr+1 . . . jk) .

So, for example, in S3 we get

d = (1 2 3) = (1 2) ◦ (2 3) = s1 ◦ s2

f = (1 3 2) = (1 3) ◦ (3 2) = (2 1 3) = (2 1) ◦ (1 3)

Let us represent (1 3) as a product of the two simple transpositions. Let us do that first for
f ,

f = (1 3 2) = (3 2 1) = (3 2) ◦ (2 1) = (2 3) ◦ (1 2) = s2 ◦ s1 .

Now, since also,
f = (2 1) ◦ (1 3)

we conclude that
(1 3) = (2 1) ◦ f = s1 ◦ s2 ◦ s1 .

Proposition 2.2.48 (see Proposition 2.9.6 of [La]) Every permutation σ ∈ Sn is a
product of unique disjoint cycles (i.e. cycles that involve disjoint subsets of {1, 2, . . . , n}).
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Exercise 2.2.19 Represent the permutation

σ =

(
1 2 3 4 5 6 7
3 4 5 2 1 7 6

)
as a product of disjoint cycles.

Solution. We have,

σ = (1 3 5) ◦ (2 4) ◦ (6 7) = (1 3 5)(2 4)(6 7) .

Definition 2.2.49 (sign of a permutation) The sign of a permutation, σ ∈ Sn, is

sgn(σ) = (−1)n(σ) , (2.2.23)

where n(σ) is the minimal number of simple transpositions in the representation of σ as a
product of simple transpositions. Permutations with sign +1 are called even and permutations
with sign −1 are called odd.

Remark 2.2.50 The representation of σ as a product of simple transpositions is not unique
but the number of transpositions in the representation of σ as a product of (not necessarily
simple) transpositions is well defined mod 2. Thus, in the exponent in (2.2.23), we could as
well put the number of transpositions in any representation of σ as a product of transposi-
tions. ♦

Proposition 2.2.51 (see Proposition 2.9.6 of [La]) The map sgn is a group homomor-
phism

sgn : Sn −→ {1,−1}
σ 7−→ sgn(σ) .

The kernel of ker(sgn) is a normal subgroup of Sn called alternating subgroup (of even
permutations), An. Since, for n > 1, sgn is surjective, we find from Lagrange Theorem that

|An| = |Sn/2| =
n!

2
.

Definition 2.2.52 (partition and Young diagram) A partition λ of n ∈ N is a tuple of
natural numbers, λ = (i1, . . . , ik), such that, i1 ≥ i2 ≥ · · · ≥ ik, and i1 + · · · + ik = n. To a
partition λ of n we associate a diagram with i1 boxes in the first row, i2 in the second, . . . ,
ik in the last row. This diagram is called the Young diagram of the partition λ.

The Young diagram of the partition λ = (4, 4, 2, 1) of 11 is:
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Very important is the following result on the conjugacy classes of the symmetric group.

Theorem 2.2.53 (conjugacy classes of Sn) Let σ ∈ Sn and

σ = σ1σ2 . . . σk (2.2.24)

be the representation of σ as a product of disjoint cycles of decreasing lengths, ij, correspond-
ing to a partition of n,

λ = (i1, . . . , ik) .

The conjugacy class of σ is given by all permutations with cycle decomposition having the
same sequence of lengths as σ, i.e.

C(σ) = Di1,...,ik ,

where

Di1,...,ik := {σ̃ ∈ Sn : σ̃ = σ̃1 . . . σ̃k , the cycles σ̃j are disjoint and σ̃j has length ij} .

Proof. We will need the following Lemma.

Lemma 2.2.54 Let σ and (j1 . . . jk) be permutations of Sn. Then,

σ (j1 . . . jk)σ
−1 = (σ(j1) . . . σ(jk)) . (2.2.25)

Proof of the Lemma. Let us show the equality of the permutations in (2.2.25) by showing
that they are equal as maps from the set {1, 2, . . . , , n} to itself. The rhs of (2.2.25) maps
σ(jr) to σ(jr+1) (with σ(jk+1) = σ(j1)). Let us now apply the lhs to σ(jr):(

σ ◦ (j1 . . . jk) ◦ σ−1
)

(σ(jr)) = (σ ◦ (j1 . . . jk)) (jr)

= σ(jr+1) .

Let now i /∈ {σ(j1), . . . , σ(jk)}. The rhs of (2.2.25) maps i to itself. The lhs maps it first
(with σ−1) to σ−1(i) /∈ {j1, . . . , jk}. Then,(

σ ◦ (j1 . . . jk) ◦ σ−1
)

(i) = (σ ◦ (j1 . . . jk)) (σ−1(i)) = σ
(
σ−1(i)

)
= i ,

which concludes the proof of the Lemma.
Returning to the proof of the theorem, we find, for the conjugacy class of σ in (2.2.24),

C(σ) =
{
τ σ τ−1 , τ ∈ Sn

}
=

{
τ σ1 τ

−1 . . . τ σk τ
−1, τ ∈ Sn

}
so that from the Lemma we see that

C(σ) ⊂ Di1,...,ik .

Let us now show that Di1,...,ik ⊂ C(σ). Let σ̃ ∈ Di1,...,ik and let

σ̃ = σ̃1 . . . σ̃k .
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To find a permutation τ mapping σj to σ̃j for all j = 1, . . . , k just order all the cycles
and the elements inside each cycle and define τ to map the cycle entries in every σj to the
corresponding entries in σ̃j. Then we see that

σ̃ = τστ−1 ∈ C(σ) .

Therefore there is a natural bijection from the conjugation orbit space of Sn and the set
of all partitions of n or, equivalently, the set of all Young diagrams with n boxes.

Example 2.2.55 Let us list the conjugacy classes of the first symmetric groups.

(a) For S2 we have two partitions of 2. First λ1 = (2) corresponds to the conjugacy class

with only one element C((12)) and to the Young diagram . Then λ2 = (1, 1)
so that the Young tableau reads,

.

and the conjugacy class is the class of the identity,

C(e) = {e} .

(b) For S3 there are three partitions of 3, λ1 = (3), λ2 = (2, 1) and λ3 = (1, 1, 1), with
Young diagrams given by

and corresponding conjugacy classes

C((123)) = {(1 2 3), (1 3 2)}
C((12)(3)) = {(1 2), (1 3), (2 3)}

C(e) = {e} .

(c) There are five partitions of 4: λ1 = (4), λ2 = (3, 1), λ3 = (2, 2), λ4 = (2, 1, 1) and
λ5 = (1, 1, 1, 1), with Young diagrams given by,

and the corresponding conjugacy classes

C((1234)) , C((123)) , C((12)(34)) , C((12)) , C(e) = {e} .
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2.2.5 Representations of groups

In the present section we will be studying linear actions of a group G on linear spaces, called
representations of G. We will restrict ourselves to complex representations of finite degree,
i.e. to representations on finite dimensional complex vector spaces.

Given an ordered basis B = (v1, . . . , vn) on a vector space we obtain an isomorphism of
vector spaces,

TB : V −→ Cn (2.2.26)

v = a1v1 + · · ·+ anvn 7−→ (a1, . . . , an) .

To simplify notation we will identify Cn with the (vector) space of n × 1 column matrices,
Cn = Matn×1(C),

(a1, . . . , an) =

 a1
...
an

 .

An inner product on V is a function

〈 ·, ·〉 : V × V −→ C ,

satisfying the following properties.

(i) Linearity in the first argument:

〈α1v1 + α2v2, w〉 = α1〈v1, w〉+ α2〈v2, w〉 , ∀α1, α2 ∈ C , v1, v2, w ∈ V .

(ii) Conjugate symmetry:

〈v, w〉 = 〈w, v〉 , ∀ v, w ∈ V .

(iii) Positive definiteness:

〈v, v〉 > 0 , ∀ v ∈ V \ {0} .

Example 2.2.56 The standard inner product on Cn is,

〈v, w〉 = vT · w̄ = (a1 . . . an)

 b̄1
...
b̄n

 = a1b̄1 + · · ·+ anb̄n .

Example 2.2.57 Let M be a finite set. The set of all complex valued functions on M ,

CM = Map(M,C) ,

has a natural structure of complex vector space inherited from that of C and has a standard
inner product,

〈f1 , f2〉 =
∑
x∈M

f1(x) f2(x) . (2.2.27)
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Exercise 2.2.20 Show that a basis of CM is given by

{δx , x ∈M} , (2.2.28)

where

δx(y) =

{
1 if x = y
0 else .

Solution. Let us first show that,

spanC {δx , x ∈M} = CM ,

by showing that, for any f ∈ CM , we have,

f =
∑
x∈M

f(x) δx . (2.2.29)

Indeed, the value of the function on the rhs of (2.2.29), at the point y ∈M , is(∑
x∈M

f(x) δx

)
(y) =

∑
x∈M

f(x) δx(y) = f(y) ,

which is of course equal to the value of the function f , on the lhs of the same equation, at
the same point y, for every y ∈ M , which shows that the two functions are equal. Let us
now show the linear independence of the set in (2.2.28).∑

x∈M

ax δx = 0

⇔
∑
x∈M

ax δx(y) = 0

⇔ ay = 0 , ∀ y ∈M .

We call this basis the canonical basis of CM ,

Bcan(CM) = {δx , x ∈M} .

The canonical basis is orthonormal for the inner product (2.2.27).

Definition 2.2.58 Let (V, 〈 , 〉) be a complex inner product space, dimV <∞. Then U ∈
Hom(V, V ) is called a unitary linear transformation or unitary operator if

〈U(v), U(w)〉 = 〈v, w〉 , ∀v, w ∈ V .

Exercise 2.2.21 Show that a unitary operator U is necessarily invertible, U ∈ GL(V ).

Solution. We have that,

v ∈ ker(U)⇒ 〈U(v), U(v)〉 = 〈v, v〉 = 0⇔ v = 0 ,

so that ker(U) = {0}, i.e. U ∈ Hom(V, V ) is injective and therefore, since dim(V ) < ∞, U
is bijective.
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Example 2.2.59 We will identify square n×n matrices A with with the linear transforma-
tions on Cn, having the matrix A in the canonical basis of Cn or, equivalently,

Cn −→ Cn

v =

 a1
...
an

 7−→ Av ,

The matrix A is unitary, for the standard inner product on Cn, if and only if,

〈Av,Aw〉 = (Av)T Av

= vT AT Aw

= vT w = 〈v, w〉 , ∀v, w ∈ Cn

⇔ ATA = In ⇔ A†A = In

⇔ 〈Colj(A),Colk(A)〉 = δjk , 1 ≤ j, k ≤ n ,

where Colk(A) denotes the kth column of the matrix A and

δjk =

{
1 if j = k
0 if j 6= k

.

Thus A is unitary if and only if its columns form an orthonormal basis of Cn. The set of all
unitary n× n matrices is a subgroup of GLn(C) denoted by,

Un =
{
A ∈ GLn(C) : A†A = In

}
.

A normal subgroup of Un is the group of special unitary matrices,

SUn =
{
A ∈ GLn(C) : A†A = In , det(A) = 1

}
.

The fact that SUn is a normal subgroup of Un follows from the fact that it coincides with the
kernel of the homomorphism,

det : Un −→ S1 ⊂ C∗

A 7−→ det(A) .

For analogous reasons SLn(K) and SOn(K) are normal subgroups of GLn(K) and On(K),
respectively, for any field K.

We are now ready to introduce representations of groups as special actions on vector spaces.

Definition 2.2.60 (representation) Let G be a group and V be a vector space.

(a) A representation of G is a linear action of G on V , i.e. an action G
ϕ
y V , such that

Im(ϕ) ⊂ GL(V ) ⊂ Sym(V ) ,

or, equivalently, is an homomorphism (compare with the definition 2.2.33),

ϕ : G −→ GL(V ) .

The dimension of V is called degree of the representation,

deg(ϕ) = dim(V ) .
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(b) Let V be a finite dimensional inner product space. A representation, G
ϕ
y V , is called

unitary if ϕg are unitary operators, for every g ∈ G.

Remark 2.2.61 If dim(V ) =∞, a representation G
ϕ
y V is called unitary if V is an Hilbert

space, i.e. an inner product space, complete (see next chapter) with respect to the norm
defined by the inner product and the linear transformations ϕg, besides preserving the inner
product, are required to be surjective (and thus invertible) for every g ∈ G. ♦

Definition 2.2.62 (intertwining maps and equivalent representations) Let G
ϕ
y V

and G
ϕ
′

y V ′ be two representations of G.

(i) A map, T : V −→ V ′, is called an intertwining map between the two G–representations
if it is a G–equivariant linear map (see definition 2.2.44) i.e. is linear and such that,

T ◦ ϕg = ϕ′g ◦ T , ∀ g ∈ G .

(ii) If T : V −→ V ′ is an intertwining map and a vector space isomorphism (i.e. is
bijective) then T is called an equivalence of representations. In that case we have,

ϕ′g = T ◦ ϕg ◦ T−1 , ∀ g ∈ G .

Definition 2.2.63 (invariant subspace) Let G
ϕ
y V be a representation of the group G.

A subspace W ⊂ V is called (G–)invariant if

GW = G ⇔ ϕg(W ) ⊂ W , ∀g ∈ G.

Remark 2.2.64 If a G–invariant subspace W is finite dimensional then ϕg(W ) ⊂ W ⇔
ϕg(W ) = W . ♦

Exercise 2.2.22 Let W be a G–invariant subspace of a unitary representation ϕ of G. Show
that the orthogonal complement W⊥,

W⊥ = {v ∈ V : 〈v, w〉 = 0 , ∀w ∈ W} ,

is also G–invariant.

Solution. Let v ∈ W⊥. Then, for every w ∈ W , we have

〈ϕgv, w〉 = 〈ϕg−1 ϕgv, ϕg−1w〉
= 〈v, ϕg−1w〉 = 0 , ∀ g ∈ G
⇔ W⊥ is G–invariant.

Definition 2.2.65 (direct sum) Let G
ϕ
y V, G

ϕ
′

y V ′ be two representations. Define ϕ⊕ϕ′
as the following representation of G on V ⊕ V ′.

(ϕ⊕ ϕ′)g (v, v′) =
(
ϕg(v), ϕ′g(v

′)
)
, g ∈ G .
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Remark 2.2.66 Consider the representation G
ϕ
y V and let B = (v1, . . . , vn) be an ordered

basis on V . Then, with the isomorphism TB : V −→ Cn of (2.2.26), we define an equivalent
matrix representation of G,

TB : V −→ Cn

ϕ̃ : G −→ GLn(C)

ϕ̃g = TB ◦ ϕg ◦ T−1
B , g ∈ G .

Given ordered bases B,B′,

B = (v1, . . . , vn) , B′ = (v′1, . . . , v
′
n′)

of V, V ′ and two representations, G
ϕ
y V and G

ϕ
′

y V ′, consider the ordered basis

B ⊕B′ := ((v1, 0), . . . , (vn, 0), (0, v′1), . . . , (0, v′n′))

of V ⊕ V ′. Then, by considering the isomorphism,

TB⊕B′ : V ⊕ V ′ −→ Cn ⊕ Cn′ ,

we get an equivalent matrix representation, with matrices in a block diagonal form,

(ϕ⊕ ϕ′)g 7−→ ˜(ϕ⊕ ϕ′)g =

(
ϕ̃g 0
0 ϕ̃′g

)
.

♦

Example 2.2.67 For Sn there is a natural representation on Cn by permuting the canonical
basis vectors, that we call the standard representation

ϕst
σ (ej) = eσ(j) , 1 ≤ j ≤ n .

For S3 we find,

ϕst
(12) =

 0 1 0
1 0 0
0 0 1

 , ϕst
(23) =

 1 0 0
0 0 1
0 1 0

 , ϕst
(13) =

 0 0 1
0 1 0
1 0 0


ϕst

(123) =

 0 0 1
1 0 0
0 1 0

 , ϕst
(132) =

 0 1 0
0 0 1
1 0 0

 .

Exercise 2.2.23 (from [St]) Verify that the following matrices

ρs1 =

(
−1 −1

0 1

)
, ρ(123) =

(
−1 −1

1 0

)
,

where s1 is the simple transposition, s1 = (12), define a (degree two, nonunitary) represen-
tation of S3 on C2.
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Solution. From Theorem 2.2.47 we just have to check that ρs1 and ρs2 have order two and
ρs1s2 = ρ(123) has order three. We have that s2 = s1 (123) and therefore

ρs2 =

(
−1 −1

0 1

) (
−1 −1

1 0

)
=

(
0 1
1 0

)
.

We check now the relations given by Theorem 2.2.47.

ρ2
s1

=

(
−1 −1

0 1

) (
−1 −1

0 1

)
= I2

ρ2
s2

=

(
0 1
1 0

) (
0 1
1 0

)
= I2

ρ3
s1s2

=

(
−1 −1

1 0

) (
−1 −1

1 0

) (
−1 −1

1 0

)
=

(
0 1
−1 −1

) (
−1 −1

1 0

)
= I2 .

Definition 2.2.68 (irreducible representation) A representation G
ϕ
y V is called irre-

ducible if the only invariant subspaces are {0} and V .

Exercise 2.2.24 Verify that ρ in the exercise 2.2.23, ρ : S3 −→ GL2(C), is irreducible.

Solution. Suppose that ρ is not irreducible. Since the only nontrivial (i.e. different from
{0} and V ) invariant subspaces are of dimension one, this means that there is a vector
v0 ∈ C2 \ {0} such that the line it generates, span{v0}, is an S3–invariant subspace. Then,
for every σ ∈ S3 there exists ασ ∈ C, such that,

ρσ(v0) = ασ v0 ,

i.e. v0 is a joint eigenvector of ρσ for every σ ∈ S3. Let us find the eigenvalues and
eigenvectors of ρs1 .

det (ρs1 − λ I2) =

∣∣∣∣ −1− λ −1
0 1− λ

∣∣∣∣ = −(1 + λ)(1− λ) .

We see from the matrix ρs1 that e1 is eigenvector with eigenvalue −1. For the eigenspace
with eigenvalue 1 we find

ker (ρs1 − I2) = ker

(
−2 −1

0 0

)
= span{(1,−2)} .

It is now easy to verify that neither e1 = (1, 0) nor (1,−2) are eigenvectors of ρs2 and
therefore there is not a one–dimensional invariant subspace of C2.

We see from the solution of the exercise 2.2.24 that the following result is true.

Proposition 2.2.69 Let G
ϕ
y V be a representation of degree 2. Then ϕ is irreducible if

and only if there is not a common eigenvector of ϕg, for every g ∈ G.

The following result is very important.
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Proposition 2.2.70 (see [St] Proposition 3.2.4) Every finite–dimensional representa-
tion of a finite group is equivalent to a unitary representation.

As a consequence of exercise 2.2.22 and proposition 2.2.70 one obtains the following
crucial result.

Theorem 2.2.71 (Maschke on complete reducibility) Every representation, G
ϕ
y V ,

of a finite group is completely reducible, i.e. it is equivalent to a direct sum of irreducible
representations.

Proof. From proposition 2.2.70 we know that every finite–dimensional representation is
equivalent to to a unitary representation. Let us assume then that ϕ is unitary. From exercise
2.2.22, we know that if W is a G–invariant subspace of V then its orthogonal complement
W⊥ is also invariant and V = W ⊕W⊥. We can then complete the argument by (strong)
induction on the dimension of V . Namely, if dimV = 1, then ϕ is irreducible (and thus
completely reducible also). Let us now assume that every m–dimensional representation
with m ≤ n is completely reducible and prove that the same is true for representations of
dimension n+1. Let dimV = n+1 and let us assume that it is not completely reducible. In
particular ϕ is not irreducible so that it has a G–invariant subspace W , with 0 < dimW ≤ n.
But then W⊥ is also G–invariant and 0 < dim(W⊥) ≤ n so that, the induction hypothesis,
implies that both W and W⊥ are completely reducible and therefore so is V = W ⊕W⊥.

Let us denote the set of all intertwining operators, T : G
ϕ
y V −→ G

ψ
y W by

HomG(ϕ, ψ) ⊂ Hom(V,W ). We are now ready for the crucial Schur’s Lemma.

Lemma 2.2.72 (Schur’s Lemma) Let ϕ, ψ be two irreducible representations of G on V
and W and T ∈ HomG(ϕ, ψ). Then either T = 0 or T is invertible and

(a) If ϕ � ψ then HomG(ϕ, ψ) = 0.

(b) If ϕ = ψ then ∃λ ∈ C such that T = λ IdV , or, equivalently,

HomG(ϕ, ϕ) = {λ IdV , λ ∈ C} ∼= C .

Proof.
Let T ∈ HomG(ϕ, ψ). If T = 0 we are done. Suppose now that T 6= 0 and let us prove

that T is invertible. We show first the triviality of the kernel of T by showing that it is
invariant. Let v ∈ ker(T ).

T (ϕg(v)) = ψg(T (v)) = 0 ⇔ ϕg(v) ∈ ker(T ), ∀v ∈ ker(T ), g ∈ G.

So kerT is invariant and therefore kerT = 0 or kerT = V . But since T 6= 0 then ker(T ) = 0
and T is injective. Let us now show the surjectivity of T . Let w ∈ Im(T ), i.e. exists v ∈ V
such that w = T (v). Then,

ψg(w) = ψg(T (v)) = T (ϕg(v)) ∈ Im(T ) ∀g ∈ G.

So Im(T ) is G–invariant and thus either Im(T ) = 0 or Im(T ) = W . But Im(T ) can not be
zero since by supposition T 6= 0 and therefore Im(T ) = W and T is surjective.
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(a) This part is obvious.

(b) Let now ψ = ϕ and T ∈ HomG(ϕ, ϕ) ⊂ Hom(V, V ) and λ0 be an eigenvalue of T .
Then,

T − λ0 IdV ∈ HomG(ϕ, ϕ) ,

and T −λ0 IdV can not be invertible by definition of eigenvalue. It has then to be equal
to zero and therefore,

T = λ0 IdV .

Corollary 2.2.73 Let G be an abelian group. Then every irreducible representation of G
has degree one.

Proof. Let ϕ : G −→ GL(V ) be an irreducible representation and let g0 ∈ G. Since G is
abelian,

ϕg0 ◦ ϕg = ϕg0 g = ϕg g0 = ϕg ◦ ϕg0 ,

so that ϕg0 ∈ HomG(ϕ, ϕ). But then from Schur’s Lemma we conclude that, for every g0 ∈ G,
there exists α(g0) ∈ C∗ such that,

ϕg0 = α(g0) IdV .

Then every subspace of V is a G–invariant subspace, which, since ϕ was assumed to be
irreducible, implies that dimV = 1.

Remark 2.2.74 If dimV = 1, then V = span{v0}, for any v0 6= 0 and Hom(V, V ) is
canonically isomorphic to C. Indeed, if T ∈ Hom(V, V ), then

T (v0) = λT v0

and the canonical isomorphism makes correspond to T its eigenvalue.

Hom(V, V ) −→ C
T 7−→ λT .

♦

Corollary 2.2.75 If G is a finite abelian group any representation of G is equivalent to a
direct sum of 1–dimensional representations.

Proposition 2.2.76 Let G
ϕ
y V be a representation of G. Then, for every g ∈ G, ϕg is

diagonalizable with d = ord(g)–roots of unity as eigenvalues.
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Proof. Since gd = e we conclude that

(ϕg)
d = IdV ,

We have that the subgroup of G generated by g is

〈g〉 ∼= Zd ,

and therefore,

ϕ̂ : Zd −→ G −→ GL(V )

[m] 7−→ gm 7−→ (ϕg)
m ,

is a representation of the abelian group Zd, so that it is equivalent to the direct sum of
1–dimensional representations, corresponding to the eigenspaces of ϕg,

V = V1 ⊕ · · · ⊕ Vn , (2.2.30)

with dim(Vj) = 1.
In a basis B adapted to (2.2.30),

TB ◦ ϕ̂[1] ◦ T−1
B = TB ◦ ϕg ◦ T−1

B =

 α1 . . . 0
...

. . .
...

0 . . . αn

 ,

with αdj = 1 so that

(ϕg)
d = IdV .

Definition 2.2.77 (regular representation) Let G be finite and

L(G) = CG = Map(G,C) .

The regular representation, G
ϕr

y L(G), of G is defined by(
ϕrg f

)
(h) = f(g−1h) , ∀g, h ∈ G.

The inner product on L(G) is the inner product (2.2.27) divided by the order of the group,
|G|,

〈f1, f2〉 =
1

|G|
∑
g∈G

f1(g) f2(g) . (2.2.31)

Proposition 2.2.78 The regular representation, G
ϕr

y L(G), is unitary.

Before proving the proposition let us prove a lemma.

Lemma 2.2.79 Let (V, 〈 , 〉) be an inner product space. The linear transformation, U :
V −→ V , is unitary if and only if maps an orthonormal basis to another orthonormal basis.
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Proof. Let B = (u1, . . . , un) be an orthonormal basis of V and U(B) = (U(u1), . . . , U(un))
its image under U . If U is unitary it is obvious that U(B) is an orthonormal basis. Let us now
prove that if the basis U(B) is orthonormal, then U is unitary. Indeed, for v =

∑n
j=1 aj uj

and w =
∑n

j=1 bj uj arbitrary vectors, we find

〈U(v), U(w)〉 =
n∑

j,k=1

aj b̄k 〈U(uj), U(uk)〉 =
n∑
j=1

aj b̄j = 〈v, w〉 .

Let us now prove proposition 2.2.78.
Proof. Let us show that, for every h ∈ G, ϕrh acts on the canonical orthonormal basis of
L(G),

Bcan(L(G)) =
{√
|G| δg , g ∈ G

}
,

by just permuting its elements,

ϕrh(δg) = δhg , h, g ∈ G , (2.2.32)

where, for simplicity, we have omitted the common factor
√
|G|. Indeed,

ϕrh(δg)(g1) = δg(h
−1g1) =

{
1 if h−1g1 = g
0 if h−1g1 6= g

=

{
1 if g1 = hg
0 if g1 6= hg

= δhg(g1) , ∀h, g, g1 ∈ G .

Since, for every h ∈ G, ϕrh maps the canonical orthonormal basis to itself it is unitary.

Let ϕ be a matrix representation of G
ϕ
y Cn, ϕ : G −→ GLn(C). Then the entries of

the representation matrices define functions on L(G),

ϕjk(g) := (ϕg)jk .

In fact, as we will see now, if the representation is irreducible and unitary of dimension n,
these functions are all orthogonal to each other and thus span a n2–dimensional subspace of
L(G).

Theorem 2.2.80 (Schur’s orthogonality relations) (See [St], Theorem 4.2.8)
Let ϕ : G −→ Un, ρ : G −→ Um, be any two inequivalent irreducible unitary represen-

tations of G. Then,

1. Matrix entries of inequivalent representations are orthogonal, i.e.

〈ϕij, ρkl〉 = 0 , ∀ i.j, k, l .

2. Matrix entries of an unitary irreducible representation form an orthogonal system in
L(G),

〈ϕij, ϕkl〉 =

{
1
n

if i = k, j = l
0 else .

(2.2.33)
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Corollary 2.2.81 Exist finitely many equivalence classes of irreducible representations,

Ĝ = {irreducible representations of G} / ∼
=

{
[ϕ(1)], . . . , [ϕ(s)]

}
.

satisfying the inequalities,
s ≤ d2

1 + · · ·+ d2
s ≤ |G| , (2.2.34)

where dj = deg(ϕ(j)) = dim(Vj).

Proof. The inequalities (2.2.33) are a direct consequence of the Schur’s orthogonality rela-
tions as for every equivalence class [ϕ(j)] of irreducible representations we obtain subspaces
of L(G) of dimension d2

j . On the other hand the left inequality is due to the fact that all

classes [ϕ(j)] define subspaces of L(G), which are orthogonal for inequivalent representations.

Remark 2.2.82 From Theorem 2.2.80 and Corollary 2.2.73 it follows that equality in the
left inequality in (2.2.34) takes place for abelian groups. In fact only for them since a
nonabelian group has at least one irreducible representation of dimension bigger than 1.

On the other hand, we will show below in Corollary 2.2.93 that the right inequality in
(2.2.34) is in fact always an equality.

♦

Characters and class functions

Definition 2.2.83 Let G
ϕ
y V be a representation. The character χϕ of ϕ is the following

function χϕ ∈ L(G) = CG,

χϕ(g) = tr(ϕg) =
d∑
j=1

(ϕg)jj =
d∑
j=1

ϕjj(g) .

Remark 2.2.84 In accordance with remark 2.2.74, if deg(ϕ) = dim(V ) = 1, then ϕ :
G −→ C∗ (in fact it takes values in S1) and,

χϕ = ϕ .

In particular, for degree one representations, χϕ is an homomorphism.
♦

Remark 2.2.85 Let G
ϕ
y V be a representation of G. At the identity e we have,

χϕ(e) = tr(ϕe) = tr(IdV ) = dimV = deg(ϕ) .

♦

Proposition 2.2.86 If ϕ and ψ are equivalent representations their characters are equal,

χϕ = χψ .
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Proof. Since they are equivalent there is an invertible linear transformation T such that,

ψg = T ◦ ϕg ◦ T−1 , g ∈ G.

Then,

χψ(g) = tr(ψg) = tr
(
T ◦ ϕg ◦ T−1

)
= tr

(
T−1 ◦ T ◦ ϕg

)
= tr(ϕg) = χϕ(g) , ∀ g ∈ G.

Proposition 2.2.87 Let G
ϕ
y V be a representation. Its character, χϕ, is constant on

conjugacy classes, i.e.,

χϕ(hgh−1) = χϕ(g) , ∀g, h ∈ G .

Proof. The proof is very similar to the proof of the previous proposition as it also uses the
cyclic property of trace.

χϕ(hgh−1) = tr (ϕhgh−1) = tr (ϕh ϕg ϕh−1)

= tr
(
ϕ−1
h ϕh ϕg

)
= tr(ϕh) = χϕ(h) , ∀ϕ ∈ Ĝ , g, h ∈ G .

Definition 2.2.88 A function f ∈ L(G) is called a class function if it is constant on con-
jugacy classes,

f(g) = f(hgh−1) , ∀g, h ∈ G .

The vector subspace of L(G) of all class functions on G is denoted by Z(L(G)).

The vector space Z(L(G)) of class functions on G is naturally isomorphic to the space of
functions on the set of conjugacy classes of G, Cl(G) = G/ϕcG, with isomorphism given by,

Z(L(G)) −→ CCl(G)

f 7−→ f̃

f̃([g]) = f(g) .

In particular, as in exercise 2.2.20, we have,

dim(Z(L(G))) = |Cl(G)| . (2.2.35)

Theorem 2.2.89 Let ϕ and ρ be irreducible representations of G. Then,

〈χϕ, χρ〉 =

{
1 if ρ ∼ ϕ
0 if ρ � ϕ .
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Proof. From propositions 2.2.70 and 2.2.86 we can assume that both representations ϕ and
ρ are unitary matrix representations, ϕ : G −→ Un and ρ : G −→ Um,

〈χϕ, χρ〉 =
1

|G|
∑
g∈G

χϕ(g)χρ(g)

=
n∑
j=1

m∑
k=1

1

|G|
∑
g∈G

ϕjj(g) ρkk(g)

=
n∑
j=1

m∑
k=1

〈ϕjj, ρkk〉 =

{
0 if ϕ � ρ
1 if ϕ = ρ .

The general case ϕ ∼ ρ is already included in the proof since in that case, χϕ = χρ (see
proposition 2.2.86), and therefore,

〈χϕ, χρ〉 = 〈χϕ, χϕ〉 = 1 .

Corollary 2.2.90 The number of classes of inequivalent irreducible representations of G is
smaller or equal than the number of conjugacy classes of G,

|Ĝ| ≤ |Cl(G)| .

Proof. The characters of irreducible representations are class functions so that, from The-
orem 2.2.89, the set {χϕ , ϕ ∈ Ĝ} is an orthonormal set in Z(L(G)) and therefore its cardi-

nality (= |Ĝ|) is smaller or equal than dim(Z(L(G))) (= |Cl(G)|, see (2.2.35)).

Remark 2.2.91 We will see below that the inequality in the Corollary 2.2.90 is in fact
always equality. ♦

Theorem 2.2.92 Let the space of equivalence classes of irreducible representations of the
group G be

Ĝ =
{

[ϕ(1)], . . . , [ϕ(s)]
}
,

and ρ a representation of G,

ρ ∼ m1ϕ
(1) ⊕ · · · ⊕msϕ

(s) ,

where mϕ denotes m copies of the representation ϕ,

mϕ = ϕ⊕ · · · ⊕ ϕ︸ ︷︷ ︸
m

. (2.2.36)

Then,

(a) The multiplicities mj are given by,

mj = 〈χρ, χϕ(j)〉 . (2.2.37)
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(b) The norm square of the character of ρ is equal to the sums of squares of the multiplic-
ities,

||χρ||2 = 〈χρ, χρ〉 = m2
1 + · · ·+m2

s . (2.2.38)

Proof.

(a) From (2.2.36) we see that,
χmϕ = mχϕ ,

and therefore,
χρ = m1 χϕ(1) + · · ·+ms χϕ(s) . (2.2.39)

By taking the inner product of both sides of (2.2.39) with χϕ(j) we obtain (2.2.37).

(b) The equality (2.2.38) is obtained by taking the norm square of both sides in (2.2.39).

Corollary 2.2.93 Let G be a finite group and

Ĝ =
{

[ϕ(1)], . . . , [ϕ(s)]
}
.

Then,

(a)
|G| = d2

1 + · · ·+ d2
s , (2.2.40)

where
dj = deg(ϕ(j)) .

(b) A representation ρ is irreducible if and only if

〈χρ, χρ〉 = 1 . (2.2.41)

Proof.

(a) We know from Corollary 2.2.81 that, d2
1 + · · · + d2

s ≤ |G|. Let us find the character
of the regular representation, χϕr , which will allow us to prove (2.2.40) easily. Let us
order the elements in the group G to have the canonical basis of L(G) also ordered,

G =
{
g1 = e, g2, . . . , g|G|

}
Bcan(L(G)) = {δgk , 1 ≤ k ≤ |G|} .

We have seen in (2.2.32) that,
ϕrh(δgk) = δhgk .

But if h 6= e, then δhgk 6= δgk for every k = 1, . . . , |G|, which implies that the matrices
of ϕrh, in the canonical basis of L(G), have one entry per column (outside the main
diagonal) equal to 1 and all other entries equal to zero. Then, we have

χϕr(h) = tr (ϕrh) =

{
0 if h 6= e
|G| if h = e .
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We find,

〈χϕr , χϕ(j)〉 =
1

|G|
∑
g∈G

χϕr(g)χϕ(j)(g)

=
1

|G|
(|G| dj + 0) = dj = deg(ϕ(j)) , 1 ≤ j ≤ s = |Ĝ| .

From Theorem 2.2.92 we now conclude that

ϕr ∼ d1 ϕ
(1) ⊕ · · · ⊕ ds ϕ(s) ,

and therefore,

||χϕr ||2 =
1

|G|
|G|2 = |G| = d2

1 + · · ·+ d2
s .

(b) Follows immediately from (2.2.38).

Exercise 2.2.25 Complete the character table of S3, knowing that |Cl(S3)| = 3 ≥ |Ĝ| and
that the two 1–dimensional (thus irreducible) representations (see Proposition 2.2.51 and
remark 2.2.84) are given by

χϕ(1)(σ) = ϕ(1)
σ = 1 , σ ∈ S3

χϕ(2)(σ) = ϕ(2)
σ = sgn(σ) =

{
1 if σ ∈ {e, (123), (132)}
−1 else ,

but without using the representation ρ in the exercise 2.2.23.

Solution. Let dj = deg(ϕ(j)). We have that d1 = d2 = 1 so that there has to be at least one
more irreducible representation of S3 in order to satisfy (2.2.40). Since, on the other hand,

|Ĝ| is bound above by the number of conjugacy classes (= 3) we must have |Ĝ| = 3 and the
degree d3 of ϕ(3) is found from,

6 = |S3| = 1 + 1 + d2
3 ⇔ d3 = 2 .

We have then, for the character table of S3,

Table 2.5

e C(12) C(123)
χϕ(1) 1 1 1
χϕ(2) 1 −1 1
χϕ(3) d3 = 2 a2 a3

We find a2 and a3 from the fact that the characters form an orthonormal system (see Theorem
2.2.89).

〈χϕ(3) , χϕ(1)〉 =
1

6
(2 + 3a2 + 2a3) = 0

〈χϕ(3) , χϕ(2)〉 =
1

6
(2− 3a2 + 2a3) = 0 ,

which gives, a2 = 0 and a3 = −1, so that the complete character table of S3 reads,
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Table 2.6: Character table of S3

e C(12) C(123)
χϕ(1) 1 1 1
χϕ(2) 1 −1 1
χϕ(3) 2 0 −1

The last line of the table 2.6 is of course in agreement with the exercise 2.2.23 and
ρ ∼ ϕ(3). Notice however that ρ is not unitary for the standard inner product on C2.

Exercise 2.2.26 Consider the standard representation of S3 (see example 2.2.67) and, in
the notation of the exercise 2.2.4, the decomposition,

ϕst ∼ m1 ϕ
(1) ⊕m2 ϕ

(2) ⊕m3 ϕ
(3) .

Find mj , j = 1, 2, 3.

Solution. From the example 2.2.67 we find the character of ϕst,

Table 2.7: Character of ϕst

e C(12) C(123)
χϕst 3 1 0

We now use Theorem 2.2.92 to obtain the multiplicities of the irreducible representations in
the standard representation,

m1 = 〈χst, χϕ(1)〉 =
1

6
(3× 1× 1 + 1× 1× 3 + 0× 1× 2) = 1

m2 = 〈χst, χϕ(2)〉 =
1

6
(3− 3 + 0) = 0

m3 = 〈χst, χϕ(3)〉 =
1

6
(6 + 0 + 0) = 1 .

We then have,
ϕst ∼ ϕ(1) ⊕ ϕ(3) .

Let us now consider the following extension of a representation of a group G, ϕ : G −→
GL(V ), to the following linear map from L(G) to Hom(V, V ),

L(G) 3 f 7−→ ϕf :=
∑
g∈G

f(g)ϕg ∈ Hom(V, V ) . (2.2.42)

This map can be thought of as an extension of the domain of the homomorphism ϕ from G
to L(G) because for the functions δh, supported at h ∈ G, we have

ϕδh = ϕh .

Indeed,

ϕδh =
∑
g∈G

δh(g)ϕg = ϕh , ∀h ∈ G .
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Remark 2.2.94 [group ring (L(G), ·)] By defining on L(G) a composition that extends the
natural product,

δg1 · δg2 = δg1g2 ,

we obtain a ring that is called the group ring of G, with convolution product,

(f1 · f2) (g) =
∑
h∈G

f1(gh−1) f2(h) .

The map in (2.2.42) defines an homomorphism of the group ring to Hom(V, V ), i.e., one can
verify that

ϕf1·f2 = ϕf1 ◦ ϕf2 .
One can show that the center of the group ring (i.e. the functions commuting with all the
others) coincides with the space (subring) of class functions Z(L(G)), which explains the
notation we are using. For more details see the Section 5.2 of [St]. ♦

Lemma 2.2.95 Let G
ϕ
y V be a representation and consider the map in (2.2.42).

(a) If f is a class function then ϕf is an intertwining map or a G–morphism, ϕf ∈
HomG(ϕ, ϕ) (see definition 2.2.62 of intertwining maps).

(b) If f is a class function and ϕ is irreducible, then ϕf is proportional to the identity,

ϕf =
|G|

deg(ϕ)
〈f, χϕ〉 IdV . (2.2.43)

Proof. Let f be a class function, f ∈ Z(L(G)).

(a)

ϕh ◦ ϕf = ϕh ◦
∑
g∈G

f(g)ϕg =
∑
g∈G

f(g)ϕhg

=
k=hg

∑
k∈G

f(h−1k)ϕk =
k=g̃h

∑
g̃∈G

f(h−1g̃h) δg̃h

=
∑
g̃∈G

f(g̃) δg̃ ◦ δh = ϕf ◦ ϕh , ∀h ∈ G ,

so that ϕf commutes with the action of G and therefore is an intertwining map, ϕf ∈
HomG(ϕ, ϕ).

(b) If ϕ is irreducible than from Schur’s Lemma we conclude that there exists a complex
number, c = c(f, ϕ), such that,

ϕf = c IdV .

To find c let us take trace of both sides. Then,

|G| 1

|G|
∑
g∈G

f(g)χϕ(g) = c deg(ϕ)

⇔ c =
|G|

deg(ϕ)
〈f, χϕ〉 ,

and we obtain (2.2.43).
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Theorem 2.2.96 The characters of G form an orthonormal basis of Z(L(G)).

Remark 2.2.97 Notice that, in particular, this theorem implies that

|Ĝ| = |Cl(G)| .

♦

Proof. Let us prove the theorem. We already know from Theorem 2.2.89 that the characters
form an orthonormal system in Z(L(G)). We only have to show that the characters generate
Z(L(G)) or, equivalently, that a class function orthogonal to all characters must be equal to

zero. Suppose then that f ∈ Z(L(G)) and 〈χϕ(j) , f〉 = 0 , 1 ≤ j ≤ s = |Ĝ|. This, together
with (2.2.43), implies that

(
ϕ(j)
)
f

=
∑
g∈G

f(g)ϕ(j)
g =

|G|
deg(ϕ(j))

〈f, χϕ(j)〉 IdV = 0 .

But if ϕf = 0 for all irreducible representations then it is zero for all (not necessarily
irreducible) representations. In particular, by considering the regular representation, we
obtain

(ϕr)f =
∑
g∈G

f(g)ϕrg = 0 ,

and therefore, from (2.2.32), we obtain

ϕr
f
(δh) =

∑
g∈G

f(g)ϕrg(δh) =
∑
g∈G

f(g) δgh = 0 ,

for every h ∈ G. In particular, by taking h = e, we conclude that (see (2.2.29))∑
g∈G

f(g) δg = f = 0 ,

and therefore f = 0.

Projection operators

Let us use the operators ϕf for class functions to construct projection operators into isotypical
components of representations.

[TO BE CONTINUED]

2.2.6 Applications to Civil Engineering



Chapter 3

Topics of Geometry & Topology and
Applications

The main references for this chapter are [GN, Is, Ne].

3.1 Topological and metric spaces

3.1.1 Introduction

The sets that are used to describe physical and engeneering systems are not always open
subsets of Rn for which we have natural notions like distance between points, convergence of
sequences, continuity, differentiability and integrability of functions (i.e. usual calculus) well
defined. Yet, many of those sets do have natural generalizations of the above notions. In
the present section we will study first metric spaces with a notion of distance between points
well defined and then the more general notion of topological spaces based just on open sets.

3.1.2 Metric spaces

Definition 3.1.1 Let M be a set. A distance function (or a metric) on M is a map

d : M ×M −→ R+ ,

satisfying the following properties,

1. Symmetry:

d(x, y) = d(y, x) , ∀x, y ∈M .

2. Triangle inequality:

d(x, y) ≤ d(x, z) + d(z, y) , ∀x, y, z ∈M .

3. Positive definiteness:

d(x, y) ≥ 0 and d(x, y) = 0⇔ x = y , ∀x, y ∈M .
59
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A pair (M,d), where M is a set and d is a distance function on M is called a metric space.

Example 3.1.2 An inner product space (V, 〈 , 〉) is a metric space with distance function
given by,

d(v1, v2) = ||v1 − v2|| =
√
〈v1 − v2, v1 − v2〉 .

Example 3.1.3 Let M 6= ∅. Then

ddis(x, y) =

{
1 if x 6= y
0 if x = y ,

defines a distance function called discrete distance function. The pair (M,ddis) is called
discrete metric space.

Example 3.1.4 Consider the sphere S2 = S2
1 of radius 1 and center in the origin of R3.

Given u, v ∈ S2, u 6= v, intersect the sphere with the plane H containing u, v and the origin.
Let

dS2(u, v) = length(Cu,v) ,

where Cu,v denotes the shortest arc from u to v in H ∩ S2.

Example 3.1.5 Consider the torus T 2 = R2/Z2. The following function

dT ([(x1, y1)], [(x2, y2)]) = min
(k,m)∈Z2

||(x1, y1)− (x2 + k, y2 +m)||

= min
(k,m)∈Z2

√
(x1 − (x2 + k))2 + (y1 − (y2 +m))2 ,

is a distance function.

Example 3.1.6 (product distance) If (M,dM) and (M ′, dM ′) are metric spaces then a
distance function on M ×M ′ can be defined by

dM×M ′((x, x
′), (y, y′)) = dM(x, y) + dM ′(x

′, y′) .

Example 3.1.7 If (M,d) is a metric space and N ⊂M is a subset, we can define a distance
function on N by restricting the distance function on M ,

dN = d|N×N
dN(x, y) = d(x, y) , ∀x, y ∈ N .

The metric dN is called subspace metric.

Remark 3.1.8 Notice that for the radius one sphere S2 in R3 the distance function dS2

introduced in the example 3.1.4 does not coincide with the subspace metric,d′S2 , induced on
S2 by the standard distance function on R3,

dR3(u, v) = ||u− v|| =
√
〈u− v, u− v〉 =

√
(u1 − v1)2 + (u2 − v2)2 + (u3 − v3)2 .

We have,

d′S2(u, v) = (dR3) |S2×S2(u, v) < dS2(u, v) , ∀u, v ∈ S2 , u 6= v .

♦
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Definition 3.1.9 (open metric ball) Let (M,d) be a metric space. The open (metric)
ball with radius r > 0 and center x ∈M is

Br(x) = {y ∈M : d(y, x) < r} .

Exercise 3.1.1 Find the open balls of the discrete metric space, (M,ddis) (see example
3.1.3).

Solution. From the definition of the discrete distance function we find that

Br(x) =

{
{x} if r ≤ 1
M if r > 1 .

Definition 3.1.10 (open sets) Let (M,d) be a metric space.

(i) A subset U ⊂ M is called open if for every x ∈ U , there exists a r(x) > 0 such that,
Br(x)(x) ⊂ U . The collection of all open sets is denoted by Td.

(ii) A subset C ⊂M is called closed if its complement, Cc = M \ C, is open.

Proposition 3.1.11 [Ne, Proposition 2.1.2] Let (M,d) be a metric space and (N, dN) a
subset with subspace metric. The collection of open sets, Td, satisfies the following properties:

1. M and ∅ are open, i.e. M, ∅ ∈ Td.

2. For any subcollection U ⊂ Td, ⋃
U∈U

U ∈ Td .

3. For any finite subcollection, U = {U1, . . . , Um} ⊂ Td,
m⋂
j=1

Uj ∈ Td ,

so that Td is closed under arbitrary unions and finite intersections.

Exercise 3.1.2 Give an example which shows that Td is (in general) not closed under count-
able intersections.

Solution. Consider the metric space (R, dR) and the open sets,

Un = (− 1

n
,

1

n
) , n ∈ N .

The intersection of these open sets is not open,
∞⋂
n=1

(− 1

n
,

1

n
) = {0} .

Proposition 3.1.12 [Ne, Proposition 2.1.4] Let (M,d) be a metric space and (N, dN) a
subspace with subspace metric. Then the open subsets of (N, dN) are given by U ∩N , where
U is open in M , i.e.,

TdN = {U ∩N , U ∈ Td} .
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3.1.3 Topological spaces

Distance functions in sets are very usefull. We have seen that they lead to an associated
collection of open sets with which one can (as we will see) define important notions like
continuity of maps, compactness and connectedness of metric spaces, etc. There are however
sets with natural families of open sets which cannot come from a metric. This leads one
naturally to try to use the proposition 3.1.11 to abstract the properties of open sets to the
definition of topological spaces, which, as we will see are indeed more general than metric
spaces.

Definition 3.1.13 (topology and topological space) Let M be a set. A topology T on
M is a collection of subsets of M , satisfying the following properties,

1. M, ∅ ∈ T .

2. For any subcollection U ⊂ T , ⋃
U∈U

U ∈ T .

3. For any finite subcollection, U = {U1, . . . , Um} ⊂ T ,

m⋂
j=1

Uj ∈ T .

Sets U ∈ T are called open sets and their complements, C = U c = M \ U , are called closed
sets.

A pair (M, T ), where M is a set and T is a topology on M is called a topological space.
A neighborhood of a point in a topological space is any open set containing the point.

Example 3.1.14 A metric space is an example of a topological space with open sets given
as defined in definition 3.1.10,

T = Td .

The topology Td is called metric topology.

Remark 3.1.15 Not all topologies are metric topologies in the sense that, for a given topol-
ogy T on a set M , a distance function d such that

T = Td,

may not exist.
♦

Exercise 3.1.3 Consider the set, M = {a, b, c} and the collection of subsets,

T = {∅, {b}, {a, b}, {c, b},M} .

Verify that T is a topology.
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Definition 3.1.16 A topology T on the set M is called Hausdorff if for every x, y ∈M, x 6=
y, there exist neighborhoods U, V of x, y separating these points i.e. such that U ∩ V = ∅.

A topological space (M, T ) is called (non)Hausdorff if its topology is (non)Hausdorff.

Example 3.1.17 The topology in exercise 3.1.3 is non–Hausdorff as every neighborhood of
a (and of c) contains b.

Exercise 3.1.4 Show that a metric topology is always Hausdorff.

Solution. Let (M,d) be a metric space, x, y ∈ M be arbitrary distinct points of M and
δ = d(x, y) > 0. Choose the following neighborhoods Ux = Bδ/2(x) of x and Uy = Bδ/2(y) of
y. Suppose that ∃ z ∈ Ux ∩ Uy. But then,

δ = d(x, y) ≤ d(x, z) + d(z, y) <
δ

2
+
δ

2
= δ .

This contradiction implies that
Ux ∩ Uy = ∅ ,

and therefore (M, Td) is an Hausdorff topological space.

Exercise 3.1.5 If M is finite and d is a distance function show that Td = T dis = 2M .

Solution. Let,
0 < δ = min {d(x, y), x, y ∈M,x 6= y} .

Then, all one point sets are open,

Bδ(x) = {y ∈M : d(y, x) < δ} = {x} ∈ Td , ∀x ∈M ,

and therefore all subsets, A ⊂M , are open,

A =
⋃
x∈A

{x} ∈ Td .

Proposition 3.1.18 Let (M, T ) be a topological space and V ⊂ T . Then the following
properties of the collection of open sets V are equivalent.

P1. Every open set U ∈ T can be expressed as a union,

U =
⋃
λ∈ΛU

Vλ ,

over some subcollection of sets from V,

{Vλ, λ ∈ ΛU} ⊂ V .

P2. For each U ∈ T and each x ∈ U there exists V ∈ V such that

x ∈ V ⊂ U .
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Proof. P1 =⇒ P2:
Let U ∈ T and

U =
⋃
λ∈ΛU

Vλ ,

be as in P1. Then for every x ∈ U, exists λx ∈ ΛU such that x ∈ Vλx ⊂ U .
P2 =⇒ P1:
For every U ∈ T there exists Vx ∈ V such that x ∈ Vx ⊂ U . Then,

U =
⋃
x∈U

Vx .

Definition 3.1.19 If the collection of open sets V ⊂ T satisfies any (thus both) of the
properties P1 or P2 in the proposition 3.1.18 then it is called a basis of the topology T .

Example 3.1.20 Let (M,d) be a metric space. From the definition 3.1.10 of metric topology
Td it follows that a basis for this topology is given by the open balls Br(x) for all r > 0 and
x ∈M .

Exercise 3.1.6 Let (M, T ) be a topological space and N ⊂ M a subset. Show that the
following collection of sets,

TN = {U ∩N, U ∈ T } ,

is a topology on N .

Definition 3.1.21 (subspace topology) The topology TN defined in exercise 3.1.6 on the
subset N ⊂M of the topological space (M, T ) is called subspace topology.

Exercise 3.1.7 Consider [a, b) ⊂ R, (a < b), with subspace topology. Find a neighborhood
of a different from [a, b).

Solution. From the definition we see that to obtain a neighborhood of a point in [a, b) for
the subspace topology we need (any) neighborhood of the point in R and then intersect it
with [a, b). Let c ∈ (a, b) and consider the following neighborhood of a in R,

Ua = (a− 1, c) .

Then the set,
[a, c) = [a, b) ∩ (a− 1, c) ( [a, b) ,

is a neighborhood of a in [a, b) (distinct from [a, b)).

Definition 3.1.22 (product topology) Let (M, T ) and (M ′, T ′) be two topological spaces.
Then the product topology is the topology generated by the following basis,

B = {U × U ′ , U ∈ T , U ′ ∈ T ′} .
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Definition 3.1.23 (closure of a set and denseness) Let (M, T ) be a topological space
and N ⊂M . The closure N of N in M is the minimal closed set containing N ,

N =
⋂

F c∈T , F⊃N

F .

The subset N ⊂M is said to be dense in M if N = M .

Proposition 3.1.24 Let (M, T ) be a topological space and N ⊂ M . A point x ∈ N if and
only if every neighborhood U of x contains points from N , U ∩N 6= ∅.

Proof. TO BE ADDED

3.1.4 Continuous maps

The definition of continuity that corresponds to the usual one of calculus is the following.

Definition 3.1.25 (continuity I) Let (M, T ) and (M ′, T ′) be topological spaces. A map
f : M −→M ′ is called continuous at the point x ∈M if for every neighborhood U ′ of f(x),
exists a neighborhood U of x such that

f(U) ⊂ U ′.

The map f is called continuous if it is continuous at every point x ∈M .

It turns out that continuity of a map can be equivalently defined in a much more concise
and elegant way.

Definition 3.1.26 (continuity II) Let (M, T ) and (M ′, T ′) be topological spaces. A map
f : M −→M ′ is called continuous if for every U ′ ∈ T ′ its pre-image is open, f−1(U ′) ∈ T ,
i.e. the pre-image of every open set in M ′ is open in M .

Theorem 3.1.27 The definitions of continuity 3.1.25 and 3.1.26 are equivalent.

Proof. TO BE ADDED

Exercise 3.1.8 Let f : (M, T ) −→ (M ′, T ′).

(a) Show that if T = T dis, where T dis = 2M is the discrete topology all maps f are
continuous, for any topology T ′ on M ′.

(b) Show that if T ′ = T und, where T und = {∅,M ′} is the undiscrete topology, all maps f
are continuous, for any topology T on M .

Solution.

(a) Let U ′ ∈ T ′ be any open set. Its pre-image,

f−1(U) = {x ∈M : f(x) ∈ U ′} ⊂M ,

is a subset of M and therefore f−1(U) ∈ T dis so that f is continuous.
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(b) Since for any map f and any topology T on M , we have f−1(∅) = ∅ ∈ T and f−1(M ′) =
M ∈ T we conclude that f is continuous.

Theorem 3.1.28 If (M1, T1), (M2, T2), (M3, T3) are topological spaces and f : M1 −→ M2,
h : M2 −→M3 are continuous, then h ◦ f : M1 −→M3 is also continuous.

Proof. Notice that, for any set A ⊂ M3, (h ◦ f)−1(A) = f−1(h−1(A)). Let U3 be any open
subset of M3, U3 ∈ T3. Then we have that h−1(U3) ∈ T2 because h is continuous and

(h ◦ f)−1(U3) = f−1(h−1(U3)) ∈ T1

because f is continuous.

Definition 3.1.29 (quotient topology) Let (M, T ) be a topological space and ∼ an equiv-
alence relation. The quotient topology on the set of equivalence classes, M/ ∼, is the maximal
(or finest) topology for which π is continuous,

Tπ =
{
U ⊂M/ ∼ : π−1(U) ∈ T

}
.

Definition 3.1.30 (homeomorphism) Let (M1, T1) and (M2, T2) be topological spaces. A
function,

f : M1 −→M2 ,

is called a homeomorphism if is bijective and both f and f−1 are continuous. If there exists a
homeomorphism f the topological spaces (M1, T1) and (M2, T2) are said to be homeomorphic.

Exercise 3.1.9 Consider on R the subgroup Z and on the quotient group the quotient topol-
ogy. Consider the bijective map,

f : R/Z −→ [0, 1)

[x] = x+ Z 7−→ f([x]) = x− bxc

and the topology Tper on [0, 1) for which f is an homeomorphism. Give an example of a
neighborhood of 0 ∈ [0, 1) different from the whole set [0, 1).

Solution.
We have that U ⊂ [0, 1) is open if and only if f−1(U) is open in R/Z and this in turn is

equivalent to π−1(f−1(U)) = (f ◦ π)−1(U) ∈ TR, where

(f ◦ π)(x) = x− bxc .

Let ε ∈ (0, 1
2
). As we saw in the exercise 3.1.7, if we had the subspace topology on [0, 1)

(from R), a neighborhood of 0 would be given by [0, ε). In the present example however, the
set

(f ◦ π)−1([0, ε)) =
⋃
n∈Z

[n, n+ ε) ,
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is not open in R and therefore [0, ε) /∈ Tper. A neighborhood of 0 is given by

[0, ε) ∪ (1− ε, 1) .

Indeed,

(f ◦ π)−1 ([0, ε) ∪ (1− ε, 1)) =
⋃
n∈Z

(n− ε, n+ ε) ∈ TR ,

and therefore [0, ε) ∪ (1− ε, 1) ∈ Tper.

[TO BE CONTINUED]

3.2 Manifolds

3.2.1 Introduction and definition

Differentiable manifolds of dimension m are topological spaces that are locally like open
subsets of Rm on which we can do all operations of usual calculus on Rm and have additionally
fixed a rule on how to glue operations performed on different neighborhoods.

Definition 3.2.1 Let (M, T ) be a topological space, M 6= ∅.

(i) (coordinate chart)
A m–dimensional coordinate chart on M is a pair (U, φ), where U is an open subset
of M and ϕ is a homeomorphism from U onto an open subset ϕ(U) of Rm, 1

ϕ : U
∼−→ ϕ(U) ⊂ Rm .

(ii) (transition functions)
Two (m–dimensional coordinate charts (U,ϕ), (V, ψ)) are said to be C∞–related or
C∞–compatible if the maps

ψ ◦ ϕ−1 : Rm ⊃ ϕ(U ∩ V )
ψ◦ϕ−1

−→ ψ(U ∩ V ) ⊂ Rm

and

ϕ ◦ ψ−1 : Rm ⊃ ψ(U ∩ V )
ϕ◦ψ−1

−→ ϕ(U ∩ V ) ⊂ Rm

are C∞–maps.

(iii) (atlas)
A m–dimensional atlas

A = {(Ui, ϕi), i ∈ I} ,
on (M, T ) is a collection of coordinate charts such that

U = {Ui , i ∈ I} ,

is an open cover of M and (Ui, ϕi), (Uj, ϕj) are (C∞)–compatible for all i, j ∈ I.

1The existence of such a chart tells us that, at least on points of U , the topological space is homeomorphic
to (an open subset of) Rm. In case there is one such chart, with the same m, in a neighborhood of every
point this fixes the dimension of M as no open subset of Rm (except ∅) is homeomorphic to an open subset
of Rn, with n 6= m.
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(iv) (compatibility of atlases)
Two atlases A1,A2 are said to be compatible if A1 ∪ A2 is an atlas.

Remark 3.2.2 One can show that compatibility of atlases is an equivalence relation on the
set of m–dimensional atlases on a topological manifold. The equivalence classes of atlases
are called differentiable or smooth structures on (M, T ),

D(A) =
{
Ã − atlas on (M, T ) : Ã ∼ A

}
.

On every equivalence class exists a maximal atlas,

Amax ∈ D(A)

Amax =
⋃

Ã∈D(A)

Ã .

♦

Definition 3.2.3 (differentiable manifold) A m–dimensional differentiable manifold is
a triple (M, T ,D), where (M, T ) is a Hausdorff topological space and D is a m–dimensional
differentiable structure on (M, T ).

Remark 3.2.4 (a) Since a differentiable structure D is completely defined by any atlas
A ∈ D, one can define the manifold structure just by exhibiting one atlas

A = {(Ui, ϕi), i ∈ I} .

(b) One defines Ck structures and Cω structures analogously by requiring that the transi-
tion functions, ψ ◦ ϕ−1, are of class Ck or Cω.

♦

Example 3.2.5 Consider the sphere, Sn,

Sn =
{
x ∈ Rn+1 : ||x||2 = x2

1 + · · ·+ x2
n+1 = 1

}
⊂ Rn+1 .

We could introduce the differentiable structure on Sn with an atlas using 2(n + 1) charts
corresponding to projections from {xj > 0} ∩ Sn and {xj < 0} ∩ Sn to the coordinate hy-
perplanes {xj = 0}. Instead we will use the atlas corresponding to stereographic projections,
which uses only two charts. Denote by N the point (0, . . . , 0, 1) ∈ Sn and by S the point
(0, . . . , 0,−1) ∈ Sn. Then let UN = Sn \{N} and ϕN be the stereographic projection from N ,
mapping homeomorphically UN onto Rn, with S being mapped to 0 ∈ Rn. Denote ϕN(x) = uN

and x = (v, xn+1), with v denoting the projection of x ∈ UN to the hyperplane {xn+1 = 0},
v = (x1, . . . , xn). Then we find,

||x||2 = ||v||2 + x2
n+1 = 1

1

||uN ||
=

1− xn+1

||v||
.
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The vectors uN , v ∈ Rn are parallel and therefore,

uN = ϕN(x) =
v

1− xn+1

=
1

1− xn+1

(x1, . . . , xn) .

Analogously, one shows that on US = Sn \ {S} the stereographic projection from S gives,

uS = ϕS(x) =
v

1 + xn+1

=
1

1 + xn+1

(x1, . . . , xn) .

Let us find the transition functions,

ϕS ◦ ϕ−1
N : Rn \ {0} −→ Rn \ {0} .

We see that,

ϕ−1
N (uN) = ((1− xn+1)uN , xn+1)

(1− xn+1)2||uN ||2 + x2
n+1 = 1 .

Then,

ϕS ◦ ϕ−1
N : ϕN(UN ∩ UM) = Rn \ {0} −→ ϕS(UN ∩ UM) = Rn \ {0}(

ϕS ◦ ϕ−1
N

)
(uN) =

1− xn+1

1 + xn+1

uN =
uN

||uN ||2
= uS .

This function is of class C∞ and is a homeomorphism from Rn \ {0} onto Rn \ {0}. The
inverse of this map is also of class C∞,(

ϕN ◦ ϕ−1
S

)
(uS) = uN =

uS

||uS||2
,

which confirms that these two coordinate charts form an atlas,

A = {(UN , ϕN), (US, ϕS)} ,

defining a differentiable structure on Sn.

Definition 3.2.6 (differentiable maps) Let M,N be differentiable manifolds of dimen-
sions m,n respectively and (U,ϕ), (V, ψ) be coordinate charts such that and f(U) ⊂ V and
p ∈ U .

1. The map f : M −→ N is called differentiable (≡ smooth) at the point p ∈ M if the
local representative of f ,

f̂ = ψ ◦ f ◦ ϕ−1 : Rm ⊃ ϕ(U) −→ ψ(V ) ⊂ Rn

f̂ :


y1 = f̂1(x1, . . . , xm)

...

yn = f̂n(x1, . . . , xm) ,

is of class C∞.
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2. The map f : M −→ N is called a differentiable map if it is differentiable at every
point p ∈M .

Definition 3.2.7 (a) A map f : M −→ N is called a diffeomorphism if it is bijective and
both f and f−1 are differentiable.

(b) A map f : M −→ N is called a local diffeomorphism at p ∈ M if exist neighborhoods
U of p and V of f(p) such that

f |U : U ⊂M −→ V ⊂ N

is a diffeomorphism.

Example 3.2.8 The function,

f : R −→ R+ = (0,∞)

x 7−→ ex

is a diffeomorphism. Indeed it is a homeomorphism and both f and f−1,

f−1 : R+ −→ R
y 7−→ log(y) ,

are differentiable, i.e. of class C∞.

1.2. The function,

g : R −→ R
x 7−→ x3

is a differentiable and a homeomorphism but not a diffeomorphism because the inverse
function,

g−1 : R −→ R
y 7−→ (y)

1
3 ,

is not differentiable.

Remark 3.2.9 A map, f : M −→ N , may be a local diffeomorphism at every point
of p ∈ M (see definition 3.2.7, (b)) but not a (global) diffeomorphism to the image. An
example is given by the map

f : R −→ S1

x 7−→ eix .

♦
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3.2.2 Tangent bundle, vector fields and flows

The concept of tangent vector to a (differentiable) manifold at a given point p ∈M is one of
the most important concepts in differential geometry. For submanifolds in Rn it is easy to
define and “visualize” tangent vectors. Let S be a smooth surface (embedded) in R3. Then
we say that v ∈ R3 is tangent to S at p0 if there exists a (parametrized) differentiable curve

c : (−ε, ε) −→ S ⊂ R3 ,

such that c(0) = p0 = (x0, y0, z0) ∈ S and,

v =
dc

dt
(0) = c′(0) = lim

t→0

c(t)− c(0)

t
= (c′1(0), c′2(0), c′3(0))

= ((x ◦ c)′(0), (y ◦ c)′(0), (z ◦ c)′(0)) ,

where here, x, y, z, represent the coordinate functions corresponding to projections to the
coordinate axis, e.g.

x = pr1 : R3 −→ R
(x1, y1, z1) 7−→ x1 .

The set of all tangent vectors to S at p0, denoted by T̃p0S, is a two dimensional subspace of
R3,

T̃p0S ⊂ R3 . (3.2.1)

We call T̃p0S the naive tangent space to S at p0. To have a definition of the tangent space
to S at p0 that does not use the embedding, S ⊂ R3, and is naturally isomorphic to the

naive tangent space, let us consider the map from T̃p0S to the set of directional derivatives
of differentiable functions at p0 ∈ S that we denote by Tp0S,

Tp0S =

{
v : C∞(p) 3 f 7→ d

dt
(f ◦ c)(0) ∈ R

}
= {directional derivatives of smooth functions at p0} .

From the chain rule we know that

d

dt
(f ◦ c)(0) =

d

dt |t=0

f(x1(c(t)), x2(c(t)), x3(c(t)))

=
3∑
j=1

∂f

∂xj
(c(0))

d

dt
(xj ◦ c)(0)

=
3∑
j=1

vj
∂f

∂xj
(p0) .

We see that we have a map,

T̃p0S −→ Tp0S (3.2.2)

ṽ = (v1, v2, v3) 7−→

(
v : f 7−→ v(f) =

3∑
j=1

vj
∂f

∂xj
(p0)

)
,
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that one can easily show, using the methods below, is bijective and an isomorphism of
vector spaces for the natural structure of vector space on Tp0S. So we can use the operators
(or linear functionals) of directional derivatives of smooth functions at p0 as an alternative
definition of tangent vectors at p0. The big advantage of this definition is that it does not
envolve the embedding S ⊂ R3 and can be easily generalized to any differentiable manifold!

Definition 3.2.10 (tangent vector and tangent space) Let M be a m–dimensional
manifold.

1. Let c : (−ε, ε) −→ M be a parametrized smooth curve on M such that c(0) = p. The
velocity vector of this curve at p (= tangent vector v = dc

dt
(0)) is defined to be the

directional derivative of functions smooth at p in the direction of c, i.e.

dc

dt
(0) : C∞(p) −→ R

f 7−→
(
dc

dt
(0)

)
(f) :=

d

dt
(f ◦ c)(0)

= lim
t→0

f(c(t))− f(c(0))

t
.

2. The tangent space, TpM, of M at the point p is the set of all tangent vectors at p i.e.
all operators of directional derivatives along curves at p,

TpM =

{
dc

dt
(0) : C∞(p) −→ R , c is a smooth curve such that c(0) = p

}
.

The structure of vector space on TpM and natural coordinate basis can be introduced
with the help of coordinate charts,

B(U,ϕ,p) =

((
∂

∂x1

)
p

, . . . ,

(
∂

∂xm

)
p

)
. (3.2.3)

Let us define these coordinate tangent vectors. We call

ĉ = ϕ ◦ c : (−ε, ε) −→ Rm

and
f̂ = f ◦ ϕ−1 : ϕ(U) ⊂ Rm −→ R

local coordinate representatives of the curve c and of the function f , respectively. The chain
rule brings calculus on Rm into the picture. Indeed, since,

f ◦ c = f ◦ ϕ−1 ◦ ϕ ◦ c = f̂ ◦ ĉ ,

we get that the directional derivative of f along c is equal to the directional derivative of
the usual (Rm) function f̂ on Rm along the curve ĉ on Rm and therefore,

v(f) =
d

dt
(f̂ ◦ ĉ)(0) =

m∑
j=1

∂f̂

∂xj
(a)

d

dt
(xj ◦ ĉ)(0)

=
m∑
j=1

vj
∂f̂

∂xj
(a) , (3.2.4)
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where a = ϕ(p) ∈ Rm.
Associated with the chart (U,ϕ) there are, through every p ∈ U ⊂ M , m coordinate

curves

c(j) : (−ε, ε) −→ U ⊂M

c(j) = ϕ−1 ◦ ĉ(j) ,

where ĉ(j) is the j–th coordinate line on Rm,

ĉ(j)(t) = (a1, . . . , aj + t, . . . , am) ,

and therefore,

c(j)(t) = ϕ−1(a1, . . . , aj + t, . . . , am) .

The tangent vector (
∂

∂xj

)
a

∈ TaRm ,

as in usual calculus, is the partial derivative, i.e. the directional derivative along the coordi-
nate line ĉ(j) at the point a,(

∂

∂xj

)
a

: f̂ 7−→
(

∂

∂xj

)
(f̂)(a) =

d

dt

(
f̂ ◦ ĉ(j)

)
(0)

= lim
t→0

f̂(a1, . . . , aj + t, . . . , am)− f̂(a1, . . . , aj, . . . , am)

t
.

It is then natural to define, (
∂

∂xj

)
p

∈ TpM ,

as the directional derivative along the coordinate line c(j) at the point p,(
∂

∂xj

)
p

: f 7−→
(

∂

∂xj

)
p

(f) :=
d

dt

(
f ◦ c(j)

)
(0)

= lim
t→0

f(c(j)(t))− f(p)

t

=
d

dt

(
f ◦ ϕ−1 ◦ ϕ ◦ c(j)

)
(0) (3.2.5)

=
d

dt

(
f̂ ◦ ĉ(j)

)
(0)

=:

(
∂

∂xj

)
a

(f̂) .

Comparing (3.2.5) with (3.2.4) we see that

TpM ⊂ SpanR

{(
∂

∂xj

)
p

, j = 1, . . . ,m

}
. (3.2.6)
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Let us show that in fact we have equality, i.e. for every v =
∑m

j=1 vj

(
∂
∂xj

)
p
, there exists a

curve
c(v) : (−ε, ε) −→M, c(v)(0) = p,

such that

vj =
d

dt

(
xj ◦ c(v)

)
(0) .

Indeed, we can choose c(v) = ϕ−1 ◦ ĉ(v), where

c(v) : (−ε, ε) −→ Rm

t 7−→ c(v)(t) = a+ tv = (a1 + tv1, . . . , am + tvm) ,

and ε > 0 is such that c(v)((−ε, ε)) ⊂ ϕ(U). Therefore we have equality in (3.2.6),

TpM = SpanR

{(
∂

∂xj

)
p

, j = 1, . . . ,m

}
.

In fact this set of coordinate vectors is linearly independent and therefore is a basis of TpM .

Exercise 3.2.1 Let (U,ϕ) be a coordinate chart of M , dim(M) = m. Show that the vectors(
∂
∂xj

)
p
, j = 1, . . . ,m, are linearly independent.

Solution. Let us, for clarity, in this exercise denote with different letters the coordinate
functions on U ⊂M (xj = ϕ◦x̂j) and on ϕ(U) ⊂ Rm (x̂j) (in the main text we, for simplicity,
denote them with the same letters). Let us show that if

m∑
j=1

vj

(
∂

∂xj

)
p

= 0 ,

then the vj have to be all equal to zero. Let us apply both sides of this equation to xk ∈
C∞(U). Then

m∑
j=1

vj

(
∂

∂xj

)
p

(xk) = 0 (3.2.7)

⇔
m∑
j=1

vj

(
∂

∂x̂j

)
a

(x̂k) = 0

⇔ vk = 0 ,

for all k = 1, . . . ,m, which proves linear independence so that B(U,ϕ,p) in (3.2.3) is indeed a
basis of TpM for every point p ∈ U .

A differential map
f : M −→ N

sends points of M to points of N (we say that f pushes forward points) and as a consequence,
as we will see now, also pushes forward curves and vectors and pulls back functions on N to
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functions on M . The pushforward by f of a parametrized curve on M, c : (−ε, ε) −→M is
just,

c̃ = f ◦ c : (−ε, ε) −→ N ,

and the pushforward, denoted by (f∗)p(v), of its velocity vector v = dc
dt

(0) at p = c(0) ∈ M
is the velocity vector of the pushforward of the curve,

(f∗)p(v) :=
d

dt
(f ◦ c)(0) ,

so that we get a (linear) map

(f∗)p : TpM −→ Tf(p)N , (3.2.8)

called pushforward induced by f or also differential of f at p and denoted alternatively by
dfp.

Proposition 3.2.11 (see [GN], Prop. 4.6) Let M,N be manifolds of dimensions m,n,
respectively. The pushforward map,

(f∗) : TpM −→ Tf(p)N

is a linear transformation and

(f∗)p

((
∂

∂xj

)
p

)
=

n∑
k=1

∂yk
∂xj

(p)

(
∂

∂yk

)
f(p)

(f∗)p

(
m∑
j=1

vj

(
∂

∂xj

)
p

)
=

n∑
k=1

uk

(
∂

∂yk

)
f(p)

,

where

uk =
m∑
j=1

∂yk
∂xj

(p) vj , k = 1, . . . , n .

The tangent bundle,

TM :=
⊔
p∈M

TpM ,

has a natural structure of 2m–dimensional manifold with a differentiable map,

π : TM −→ M

TM ⊃ TpM 3 v 7−→ p ,

called canonical projection. The differentiable structure is defined as follows. For every
coordinate chart (U,ϕ) on M we construct a coordinate chart (π−1(U), ϕ̃),

ϕ̃ : π−1(U) −→ ϕ(U)× Rm ⊂ R2m, (3.2.9)

TM ⊃ TpM 3 v =
m∑
j=1

vj

(
∂

∂xj

)
p

7−→ (ϕ(p), (v1, . . . , vm))

= ((x1(p), . . . , xm(p)), (v1, . . . , vm)) .
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It is easy to see that by taking an atlas,

A = {(Uλ, ϕλ) , λ ∈ Λ} ,

on M we get a 2m–dimensional atlas Ã on TM , given by,

Ã =
{

(π−1(Uλ), ϕ̃λ) , λ ∈ Λ
}
, (3.2.10)

where the lift of the coordinate chart map ϕλ to,

ϕ̃λ : π−1(Uλ) ⊂ TM −→ R2m ,

is defined as explained in (3.2.9).

Definition 3.2.12 (vector field) A (differentiable) vector field Y on the manifold M is a
differentiable map,

Y : M −→ TM

p 7−→ Yp ∈ TpM .

The vector space of all vector fields on M is denoted by X (M).

Remark 3.2.13

1. The vector field Y is differentiable if and only if it maps differentiable functions to
differentiable functions, i.e. the functions

Y (f)(p) = Yp(f) , ∀p ∈M ,

are differentiable for every f ∈ C∞(M), so that the vector fields define maps

Y : C∞(M) −→ C∞(M)

f 7−→ Y (f) .

2. A definition of vector fields equivalent to definition 3.2.12 is to say that a vector field
Y is a section of the tangent bundle, i.e. a differentiable map Y : M −→ TM such
that

π ◦ Y = IdM . (3.2.11)

♦

Let us now make a small detour to introduce Lie algebras and some of their properties.

Definition 3.2.14 (Lie algebra) A Lie algebra over the field K2 is a pair (A, [ , ]), where
A is a vector space and [ , ],

[ , ] : A× A −→ A

is a composition satisfying the following properties,

2We will consider only the cases K = R and K = C.
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(i) [ , ] is bilinear.

(ii) [ , ] is antisymmetric, i.e. for every X, Y ∈ A,

[X, Y ] = −[Y,X] .

(iii) [ , ] satisfies the Jacobi identity,

[X, [Y, Z]] + [Y, [Z,X]] + [Z, [X, Y ]] = 0 , ∀X, Y, Z ∈ A .

Exercise 3.2.2 Let (A, ◦) be an associative algebra, i.e a vector space with a bilinear com-
position, which is associative, i.e.

(X ◦ Y ) ◦ Z = X ◦ (Y ◦ Z) , ∀X, Y, Z ∈ A.

Show that (A, [ , ]), with Lie bracket given by the commutator,

[X, Y ] = X ◦ Y − Y ◦X , ∀X, Y ∈ A ,

is a Lie algebra.
Solution. We have only to prove that the associativity of ◦ implies the Jacobi identity of
the commutator. Indeed, for every X, Y, Z ∈ A, we have

[X, [Y, Z]] + [Y, [Z,X]] + [Z, [X, Y ]]

= X ◦ [Y, Z]− [Y, Z] ◦X + Y ◦ [Z,X]− [Z,X] ◦ Y + Z ◦ [X, Y ]− [X, Y ] ◦ Z
= X ◦ (Y ◦ Z − Z ◦ Y )− (Y ◦ Z − Z ◦ Y ) ◦X
+ Y ◦ (Z ◦X −X ◦ Z)− ◦ (Z ◦X −X ◦ Z) ◦ Y
+ Z ◦ (X ◦ Y − Y ◦X)− (X ◦ Y − Y ◦X) ◦ Z
= 0 .

Due to the relation of Lie algebras with Lie groups, which we will study in the next chapter,
many definitions and results in Lie algebra theory parallel those of groups.

Definition 3.2.15 (homomorphism, isomorphism) Let g, h be Lie algebras. A linear
map ϕ : g −→ h such that,

ϕ([X, Y ]) = [ϕ(X), ϕ(Y )] ∀X, Y ∈ g ,

is called a (Lie algebra) homomorphism. If ϕ is bijective than ϕ is called an isomorphism.
Two Lie algebras are said to be isomorphic if there is an isomorphism from one to the other.

The role of normal subgroups in Lie algebras is played by ideals.

Definition 3.2.16 (subalgebra and ideal) Let g be a Lie algebra.



78 CHAPTER 3. TOPICS OF GEOMETRY & TOPOLOGY AND APPLICATIONS

(a) A vector subspace h ⊂ g is called a Lie subalgebra if the restriction of the Lie bracket
to h defines on it a Lie algebra structure, i.e. if

[X, Y ] ∈ h , ∀X, Y ∈ h .

(b) A Lie subalgebra h ⊂ g is called an ideal of g if,

[X, Y ] ∈ h , ∀X ∈ h, ∀Y ∈ g .

As for normal subgroups (see example 2.2.8), if h is an ideal of the Lie algebra g, the
quotient space,

g/h = {[X] = π(X) = X + h , X ∈ g} ,

as a natural structure of Lie algebra for which the canonical projection π is an homomor-
phism,

[π(X1), π(X2)] = π([X1, X2]) , ∀X1, X2 ∈ g . (3.2.12)

Indeed, for (3.2.12) to define a Lie bracket on g/h, we have to show that the formula does
not depend on the representatives X1 ∈ X1 + h = π(X1) and X2 ∈ X2 + h = π(X2). Indeed
let Y1 = X1 +H1 and Y2 = X2 +H2, where H1, H2 ∈ h. Then, since h, is an idelal we have

[Y1, Y2] = [X1 +H1, X2 +H2]

= [X1, X2] + [X1, H2] + [H1, X2] + [H1, H2] =

= [X1, X2] +H ,

where H = [X1, H2] + [H1, X2] + [H1, H2] ∈ h.
Then we have the isomorphism theorem for Lie algebras.

Theorem 3.2.17 (isomorphism theorem) Let ϕ : g −→ h be a Lie algebra homomor-
phism. Then,

(a) Im(ϕ) is a Lie subalgebra of h.

(b) ker(ϕ) is an ideal of g.

(c) The map ϕ̃ : g/ ker(ϕ) −→ Im(ϕ),

ϕ̃(X + ker(ϕ)) = ϕ(X) ,

induced by ϕ, is an isomorphism of Lie algebras.

Let us now go back to vector fields on a manifold. We saw that vector fields define first order
linear differential operators,

X (M) 3 Y : C∞(M) −→ C∞(M) .

If we compose two vector fields X, Y ∈ X (M) we get a second order linear differential
operator,

X ◦ Y : C∞(M) −→ C∞(M) ,
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which is not a vector field. However, if we take the commutator of two vector fields the
result is a vector field. To show this let f ∈ C∞(M) and the vector fields X, Y ∈ X (M), on
a chart (U, ψ), be given by

Xp =
n∑
j=1

Xj(p)

(
∂

∂xj

)
p

Yp =
n∑
j=1

Yj(p)

(
∂

∂xj

)
p

.

Then,

[X, Y ](f) = (X ◦ Y − Y ◦X) (f)

=

(
n∑
j=1

Xj
∂

∂xj

)(
n∑
i=1

Yi
∂

∂xi
f

)
−

(
n∑
j=1

Yj
∂

∂xj

)(
n∑
i=1

Xi
∂

∂xi
f

)

=
n∑
i=1

(X(Yi)− Y (Xi))
∂

∂xi
f .

and therefore [X, Y ] is indeed a vector field given in a local coordinate chart by,

[X, Y ] =
n∑
i=1

(X(Yi)− Y (Xi))
∂

∂xi
.

From exercise 3.2.2 it follows that this commutator satisfies the Jacobi identity and therefore
defines on X (M) a Lie algebra structure. This is preserved under diffeomorphisms.

Proposition 3.2.18 Let f : M −→ N be a diffeomorphism. Then

f∗ : X (M) −→ X (N) ,

is a isomorphism of Lie algebras i.e. is a vector space isomorphism and,

[f∗(X), f∗(Y )] = f∗([X, Y ]) , X, Y ∈ X (M) .

Definition 3.2.19 (integral curve of a vector field) Let Y ∈ X (M). A smooth curve

c : (−ε, ε) −→M

is an integral curve of Y if

dc

dt
(t) = Yc(t) , ∀t ∈ (−ε, ε) . (3.2.13)

i.e., for every function f ∈ C∞(M), we have

d(f ◦ c)
dt

(t) = Yc(t)(f) , ∀t ∈ (−ε, ε) .
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In local coordinates (U,ϕ) such that c(−ε, ε) ⊂ U one has

Yp =
m∑
j=1

Yj(p)

(
∂

∂xj

)
p

,

ĉ(t) = (ϕ ◦ c) (t) = (ĉ1(t), . . . , ĉm(t)) ,

and therefore,
dc

dt
(t) =

m∑
j=1

dĉj
dt

(t)

(
∂

∂xj

)
c(t)

.

Therefore, the equation (3.2.13) for the integral curves is equivalent to the system

dĉj
dt

(t) = Ŷj(ĉ(t)) , j = 1, . . . ,m,

or, more informally,
dxj
dt

= Yj(x1, . . . , xm) , j = 1, . . . ,m.

From the Picard-Lindelöf theorem it follows that for Y ∈ X (M) and p ∈ M there exists
ε > 0 such that the initial value problem,{

dc
dt

(t) = Yc(t)
c(0) = p

(3.2.14)

has a unique solution,
cp : (−ε, ε) −→M .

By taking integral curves of Y on a neighborhood of p we get a local flow,

ψ̃Y : I × U −→ M

(t, q) 7−→ ψ̃Y (t, q) := cq(t) .

Theorem 3.2.20 Let Y ∈ X (M). For every p ∈ M there exists a neighborhood U of p,
I = (−ε, ε) and a (unique) local flow of Y ,

ψ̃Y : I × U −→M ,

such that

(i) ψ̃Y is differentiable.

(ii) For every q ∈ U the map

ψ̃Y (·, q) : I −→ M

t 7−→ ψ̃Y (t, q) ,

is an integral curve of Y with initial condition q i.e.{
∂
∂t
ψ̃Y (t, q) = Yψ̃Y (t,q)

ψ̃Y (0, q) = q .
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(iii) For every t ∈ I, ψ̃Y (t, ·) is a diffeomorphism from U to its image in M ,

ψYt := ψ̃Y (t, ·) : U −→M .

(iv) For every t, s, t+ s ∈ I and q, ψ̃Y (s, q) ∈ U , one has

ψ̃Y (t, ψ̃Y (s, q)) = ψ̃Y (s+ t, q) .

Definition 3.2.21 (complete vector field) The vector field Y ∈ X (M) is called complete
if its local flows can be extended to a global flow,

ψ̃Y : R×M −→M .

The subspace of all complete vector fields on M will be denoted by Xc(M).

Proposition 3.2.22 All vector fields on a a compact manifold M are complete.

Remark 3.2.23 From the Theorem 3.2.21 we conclude that global flows of complete vector
fields define actions of R on M i.e. differentiable maps

ψ̃Y : R×M −→M ,

such that, for every t ∈ R, ψYt := ψ̃Y (t, ·) ∈ Diff(M) and the map,

R −→ Diff(M)

t 7−→ ψYt .

is a group homomorphism.

Conversely, every differentiable action R
ψ
yM corresponds to the flow of a vector field,

Y ,

Yp =
d

dt
ψt(p)|t=0 .

♦

We therefore obtain a very important equivalence

{infinitesimal actions of R} := Xc(M)←→ {Differentiable actions of R on M} .

Exercise 3.2.3 Let m ∈ N0. Show that the vector field,

Yx = xm
∂

∂x
,

is complete if and only if m = 0, 1.
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Solution. Let us consider separately the cases with m = 0,m = 1 and m ≥ 1.

Let m = 0:
We have Yx = ∂

∂x
and therefore the initial value problem for its integral curves reads{

ẋ = 1
x(0) = x0 ,

so that

x(t) = cx0(t) = x0 + t , ∀t ∈ R.

The global flow is then,

ψt(x) = cx(t) = x+ t .

Let m = 1:
Yx = x ∂

∂x
and therefore {

ẋ = x
x(0) = x0 ,

so that

x(t) = cx0(t) = x0 e
t , ∀t ∈ R.

For the global flow we obtain,

ψt(x) = cx(t) = x et .

Let now m ≥ 2:
We have now Yx = xm ∂

∂x
and, as we will see, the growth of the vector field as x → ∞

implies that the integral curves with initial condition x0 6= 0 reach infinity in finite time.
The equation {

ẋ = xm

x(0) = x0 ,

is equivalent to ∫ x

x0

du

um
=

∫ t

0

ds

⇔ − 1

m− 1

(
1

xm−1
− 1

xm−1
0

)
= t

⇔ x(t) = cx0(t) =
x0(

1− (m− 1)xm−1
0 t

) 1
m−1

,

so that, for every x0 6= 0, the solution is defined (in one of the time directions) only for
|t| < 1

(m−1)xm−1
0

and therefore the vector field is not complete. The local flows are given by,

ψt(x) =
x0(

1− (m− 1)xm−1
0 t

) 1
m−1

.
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Exercise 3.2.4 Consider the linear vector field on Rm.

Matm(R) 3 A 7−→ Y A ∈ X (Rm)

Y A
x =

m∑
j,k=1

ajkxk
∂

∂xj
.

(a) Show that the map
A 7−→ Y A ,

is an antihomomorphism of Lie algebras, i.e.

[Y A, Y B] = −Y [A,B] , ∀A ∈ Matm(R) .

(b) Find, in exponential form, the flow of the vector field Y A.

(c) Find the flows of the vector fields X1, X2, X3 ∈ X (R3), given by,

X1 = y
∂

∂z
− z ∂

∂y
, X2 = z

∂

∂x
− x ∂

∂z
, X3 = x

∂

∂y
− y ∂

∂x
.

Solution.

(a)

[Y A, Y B] =

[
m∑

j,k=1

ajkxk
∂

∂xj
,
m∑

i,l=1

bilxl
∂

∂xi

]

=
m∑
j,k,i

ajkbijxk
∂

∂xi
−

m∑
i,l,j

ajibilxl
∂

∂xj

=
m∑

i,k=1

(BA− AB)i,k xk
∂

∂xi

= −Y [A,B] .

(b) For the integral curves of Y A we obtain the system,

ẋk =
k∑
j=1

akj xj ,

and the corresponding initial value problem in matrix form,{
ẋ = Ax
x(0) = a .

The solution, in terms of the matrix exponential, is

x(t) = ca(t) = eAt a , ∀t ∈ R,



84 CHAPTER 3. TOPICS OF GEOMETRY & TOPOLOGY AND APPLICATIONS

where,

eAt = Im + tA+ · · ·+ tkAk

k!
+ · · · =

∞∑
k=0

tkAk

k!
.

The global (linear) flow is then,

ψt(x) = eAt x .

(c) These vector fields are particular cases of the vector fields studied in (b). Let us find
the flow explicitly for X1 = Y T1 , where

T1 =

 0 0 0
0 0 −1
0 1 0


As we saw in (b) the global flow integrating Y T1 is

ψX1
t (u) = etT1 u = etT1

 x
y
z

 .

To find explicitly the matrix entries of the matrix exponential notice that

T 2
1 =

 0 0 0
0 −1 0
0 0 −1


T 3

1 = T 2
1 T1 = −T1

T 2n
1 = (−1)n

 0 0 0
0 1 0
0 0 1

 ,

T 2n+1
1 = (−1)n T1 ,

and therefore

et T1 =
∞∑
n=0

t2n

(2n)!
T 2n

1 +
∞∑
n=0

t2n+1

(2n+ 1)!
T 2n+1

1

=

 1 0 0
0 0 0
0 0 0

+
∞∑
n=0

t2n

(2n)!
(−1)n

 0 0 0
0 1 0
0 0 1

+
∞∑
n=0

t2n+1

(2n+ 1)!
(−1)n

 0 0 0
0 0 −1
0 1 0


=

 1 0 0
0 cos(t) − sin(t)
0 sin(t) cos(t)

 .

The flow corresponds, as expected to the orthogonal rotations around the Ox axis,

ψX1
t (x, y, z) = (x, cos(t)y − sin(t)z, sin(t)y + cos(t)z) .

The flows of X2 and X3 correspond to rotations around the axes Oy and Oz and read,

ψX2
t (x, y, z) = (cos(t)x+ sin(t)z, y, sin(t)x+ cos(t)z)

ψX3
t (x, y, z) = (cos(t)x− sin(t)y, sin(t)x+ cos(t)y, z) .
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3.2.3 Tensor fields and their symmetries

Definition 3.2.24 Let V be a finite dimensional vector space over K (K = R or K = C).
The dual V ∗ is the space of (linear) functionals on V ,

V ∗ = {α : V −→ K , α is K–linear} .

Proposition 3.2.25 V ∗ is a K vector space and dim(V ∗) = dim(V ).

Proof. V ∗ is a vector subspace of C∞(V,K) because 0 ∈ V ∗ and the property of being linear
is closed under linear combination of functions. Let dim(V ) = n and B = (v1, . . . , vn), be a
ordered basis of V . Define n covectors, i.e. elements of V ∗, v∗j , j = 1, . . . n, as follows,

v∗j (vk) = δjk =

{
1 if j = k
0 else .

Let us show that,
B∗ = (v∗1, . . . , v

∗
n) ,

is a basis of V ∗. We show first that spanR(B∗) = V ∗ by showing that for every α ∈ V ∗,

α =
n∑
j=1

α(vj) v
∗
j . (3.2.15)

By applying the right hand side of (3.2.15) to vk we obtain(
n∑
j=1

α(vj) v
∗
j

)
(vk) = α(vk) ,

for every k = 1, . . . , n. This result coincides with the result obtained by applying the left
hand side of (3.2.15) to vk, which proves (3.2.15). Let us now show that v∗1, . . . , v

∗
n are linearly

independent. The same argument as above in the case of α = 0 shows that
n∑
j=1

cj v
∗
j = 0⇔ ck = 0 , k = 1, . . . , n .

Remark 3.2.26 The ordered basis B∗ = (v∗1, . . . , v
∗
n) is called dual basis of V ∗. ♦

Let us now introduce the cotangent space T ∗pM to the manifold at a point p ∈M .

Definition 3.2.27 The R–vector space dual to TpM is called cotangent space to M at p,

T ∗pM := (TpM)∗ .

The disjoint union of the cotangent spaces

T ∗M =
⊔
p∈M

T ∗pM

is called cotangent bundle of M and the map,

πT ∗ : T ∗M −→ M

T ∗pM 3 α 7−→ p ,

is called canonical projection.
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T ∗M has a differentiable structure, similar to the one on TM (see (3.2.9), (3.2.10)), making
T ∗M a 2m–dimensional differentiable manifold. We will describe it below.

Let us introduce (differentiable) one forms analogously to the definition of vector fields
in definition 3.2.12 and (3.2.11), as sections of the cotangent bundle,

Definition 3.2.28 (1–forms) A (differential) 1–form β on the manifold M is a (smooth)
section of the cotangent bundle i.e. a differentiable map,

β : M −→ T ∗M ,

such that,
πT ∗ ◦ β = IdM . (3.2.16)

The vector space of all differential 1–forms on M is denoted by Ω1(M).

Remark 3.2.29

1. A section β of the cotangent bundle is differentiable if and only if it maps smooth
vector fields to smooth functions,

β : X (M) 3 Y 7−→ β(Y ) ∈ C∞(M) .

2. Given a function f ∈ C∞(M) we define a 1–form, df , called differential or exterior
derivative of f , and such that

df(Y ) = Y (f) .

C∞ functions are also called 0–forms so that the exterior derivative maps 0–forms to
1–forms,

d : Ω0(M) = C∞(M) −→ Ω1(M) (3.2.17)

f 7−→ df .

3. On a coordinate chart (U,ϕ) the exterior derivative of the coordinate functions xj ∈
C∞(U) define, at every point p ∈ U , an ordered basis of T ∗qM ,

((dx1)q, . . . , (dxm)q) ,

dual to the ordered basis of TqM given by the partial derivatives,((
∂

∂x1

)
q

, . . . ,

(
∂

∂xm

)
q

)
.

Indeed (compare with (3.2.7)),

(dxj)q

((
∂

∂xk

)
q

)
=

(
∂

∂xk

)
q

(xj) = δjk .
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4. The exterior derivative will be extended to higher degree forms below in definition
3.2.55.

♦

Let us now briefly describe the differentiable structure on T ∗M . As in (3.2.9) for the
tangent bundle, for every coordinate chart (U,ϕ) on M we construct a coordinate chart
(π−1

T ∗ (U), ϕ̂) on T ∗M ,

ϕ̂ : π−1
T ∗ (U) −→ ϕ(U)× Rm ⊂ R2m, (3.2.18)

T ∗M ⊃ T ∗qM 3 α =
m∑
j=1

pj (dxj)q 7−→ (ϕ(q), (p1, . . . , pm))

= ((x1(q), . . . , xm(q)), (p1, . . . , pm)) .

It is easy to see that by taking an atlas,

A = {(Uλ, ϕλ) , λ ∈ Λ} ,

on M we get a 2m–dimensional atlas Â on TM , given by,

Â =
{

(π−1
T ∗ (Uλ), ϕ̂λ) , λ ∈ Λ

}
, (3.2.19)

where the lift of the coordinate chart map ϕλ to,

ϕ̂λ : π−1
T ∗ (Uλ) ⊂ T ∗M −→ R2m ,

is defined as explained in (3.2.18).

Definition 3.2.30 (tensors on V ) Let V be a m–dimensional real vector space.

(i) A degree r covariant tensor T on V is a r–multilinear map,

T :

r︷ ︸︸ ︷
V × · · · × V −→ R .

(ii) The vector space of all degree r covariant tensors is denoted by T r(V ∗) or T (r,0)(V ).

(iii) Given T ∈ T r(V ∗) and S ∈ T s(V ∗) define T ⊗ S ∈ T r+s(V ∗) by

(T ⊗ S) (u1, . . . , ur, ur+1, . . . , ur+s) = T (u1, . . . , ur) S (ur+1, . . . , ur+s) ,

for every uj ∈ V , j = 1, . . . , r + s. This linear, associative composition of tensors is
called tensor product.

Remark 3.2.31

(a) The space of covariant tensors of degree one on V coincides with the dual space,

T 1(V ∗) = T (1,0)V = V ∗.
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(b) There is a natural map,

V −→ (V ∗)∗

v 7−→ iv : (α 7−→ α(v)) ,

which, for finite dimensional vector spaces V , is an isomorphism.

(c) The tensor product defines on

T (V ∗) =
∞⊕
r≥0

T r(V ∗) ,

a structure of associative non-commutative (if m > 1) algebra.

♦

Example 3.2.32 Inner products on V are examples of (symmetric, positive definite) co-
variant tensors of degree two on V ,

〈·, ·〉 ∈ T 2(V ∗) = T (2,0)(V ) = V ∗ ⊗ V ∗

〈·, ·〉 : V × V −→ R

Definition 3.2.33 Let V be a vector space of dimension m.

(i) A contravariant tensor S of degree r on V is a r–multilinear map,

S :

r︷ ︸︸ ︷
V ∗ × · · · × V ∗ −→ R .

The vector space of all degree r contravariant tensors on V is denoted by T (0,r)(V ).

(ii) A mixed tensor T of type (r, s) on V is a r + s–multilinear map,

T :

r︷ ︸︸ ︷
V × · · · × V ×

s︷ ︸︸ ︷
V ∗ × · · · × V ∗ −→ R .

The vector space of all tensors of type (r, s) is denoted by T (r,s)(V ).

Proposition 3.2.34 Given an ordered basis B1 = (v1, . . . , vm) of M and a basis B2 =
(α1, . . . , αm) of V ∗ one obtains a basis on T (r,s)(M) given by,

{αj1 ⊗ · · · ⊗ αjr ⊗ vi1 ⊗ · · · ⊗ vis}
m
j1,...,jr,i1,...,is=1

Remark 3.2.35 The proof of the proposition 3.2.34 is similar to the proof of the proposition
3.2.25. ♦

Corollary 3.2.36

(a) dim(T (r,s)(M)) = mr+s.
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(b) For the spaces of tensors of type (r, s) we have,

T (r,s)(V ) =

r︷ ︸︸ ︷
V ∗ ⊗ · · · ⊗ V ∗⊗

s︷ ︸︸ ︷
V ⊗ · · · ⊗ V .

Back to manifolds let us define mixed tensors of type (r, s) and mixed tensor fields.

Definition 3.2.37 Let M be a m–dimensional manifold and q ∈M .

(i) The space of tensors of type (r, s) at the point q is

T (r,s)
q M := T (r,s) (TqM) =

r︷ ︸︸ ︷
T ∗qM ⊗ · · · ⊗ T ∗qM ⊗

s︷ ︸︸ ︷
TqM ⊗ · · · ⊗ TqM

(ii) Define tensor bundle of type (r, s) on M as the disjoint union

T (r,s)M =
⊔
q∈M

T (r,s)
q M ,

with differentiable structure defined analogously to (3.2.9), (3.2.10) and (3.2.18),
(3.2.19).

(iii) Tensor fields T of type (r, s) on M are differentiable sections of the tensor bundle
T (r,s)M , i.e. differentiable maps

T : M −→ T (r,s)M ,

such that
π(r,s) ◦ T = IdM ,

where π(r,s) denotes the canonical projection from T (r,s)M to M . The vector space of
all tensor fields on M of type (r, s) is denoted by T (r,s)(M).

Example 3.2.38 Particular cases of spaces of tensor fields, which we studied before are,

T (0,0)(M) = C∞(M) , T (0,1)(M) = X (M) , T (1,0)(M) = Ω1(M) .

Pushforward vs pullback
Given a differentiable map f : M −→ N , dim(M) = m, dim(N) = n, we have seen that,
points, curves and vectors go naturally forward (i.e. in the same direction of the map f)

M 3 q 7−→ f(q) ∈ N

c 7−→ f ◦ c

TqM 3 v =
dc

dt
(0) 7−→ (f∗)q(v) =

d

dt
(f ◦ c) (0) ∈ Tf(q)N.

while functions “go naturally” in the opposite direction i.e. are “pulled back”,

C∞(N) 3 h 7−→ h ◦ f ∈ C∞(M) .
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Like functions covariant tensors are also naturally pulled back,

T
(r,0)
f(q) N 3 Sf(q) 7−→ (f ∗)q(Sf(q)) ∈ T (r,0)

q M ,

where, by definition, the pullback to q ∈ M of a covariant tensor at f(q) ∈ N acts on
a r–tuple of vectors from TqM as the original tensor at the point f(q) ∈ N acts on the
pushforward of the vectors,

(f ∗)q(Sf(q))(v1, . . . , vr) := Sf(q)((f∗)q(v1), . . . , (f∗)q(vr)) , ∀v1, . . . , vr ∈ TqM .

Remark 3.2.39 One significative “advantage” of covariant tensor fields over contravariant
tensor fields is that the pullback of a covariant tensor field on N is always a covariant
tensor field on M , while for the pushforward of a contravariant tensor field on M to define
a contravariant tensor field on N the map f has to be surjective (necessary condition) and
usually (depends on the symmetries of the tensor field) also injective (f bijective is a sufficient
condition). ♦

Given the above remark it is fortunate that many areas of geometry focus on studying
properties of certain covariant tensor fields. The remark means that those tensor fields induce
tensor fields of the same type, e.g. on submanifolds. Of course some additional properties
like non-degeneracy may not be preserved under pullback.

Definition 3.2.40

(a) A Riemannian (Lorentzian) metric tensor is a tensor field, g ∈ T (2,0)(M), which is
symmetric,

g(X, Y ) = g(Y,X) ,

for every X, Y ∈ X (M), and defines, for every point q ∈ M , a positive definite (non-
degenerate) inner product on TqM ,

gq(·, ·) : TqM × TqM −→ R
(u, v) 7−→ gq(u, v) .

(in the Lorentzian case the metric has signature (−,+, . . . ,+)).

(b) A Riemannian (Lorentzian) manifold is a pair (M, g), where M is a manifold and g
is a Riemannian (Lorentzian) metric.

Remark 3.2.41 For simplicity of the notation we will introduce a symmetrized tensor prod-
uct for symmetric covariant tensors and tensor fields. Let us first define a symmetrization
of tensor fields, T ∈ T (r,0)(M)

Sym(T ) =
1

r!

∑
σ∈Sr

T ◦ σ

i.e.

Sym(T )(Y1, . . . , Yr) =
1

r!

∑
σ∈Sr

T (Yσ(1), . . . , Yσ(r)) .
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Then the symmetrized tensor product is defined as follows. Let S, T be two symmetric
covariant tensor fields. Define their symmetrized tensor product has

S · T := Sym(S ⊗ T ) .

For example for differential 1–forms α, β,

α · β = Sym(α⊗ β) =
1

2
(α⊗ β + β ⊗ α) . (3.2.20)

♦

Example 3.2.42 Euclidean space is the Riemannian manifold (M, g) = (Rm, gRm), where
gRm is the standard flat metric on Rm,

gRm = dx2
1 + · · ·+ dx2

m =
m∑
k=1

dx2
k ,

where we have used the symmetrized tensor product introduced in the remark 3.2.41,

dx2
j = dxj · dxj = dxj ⊗ dxj

dxjdxk =
1

2
(dxj ⊗ dxk + dxk ⊗ dxj) .

The inner product of two vectors, u, v ∈ TqRm,

u =
m∑
j=1

uj

(
∂

∂xj

)
q

, v =
m∑
i=1

vi

(
∂

∂xi

)
q

is

(gRm)q (u, v) =
m∑

k,i,j=1

ujvi (dxk · dxk)q

((
∂

∂xj

)
q

,

(
∂

∂xi

)
q

)

=
m∑

k,i,j=1

ujvi δkj δki

=
m∑
k=1

ukvk .

Example 3.2.43 The m–dimensional Minkowski space–time is the Lorentzian manifold
(M, g) = R1,m−1 := (Rm, ηm), where ηm is the flat Lorentzian metric,

ηm = −dx2
0 + dx2

1 + · · ·+ dx2
m−1 .

A very big source of interesting Riemannian metrics corresponds to taking the pullback of
metrics to submanifolds of Riemannian submanifolds,

i : N ↪→ M

gN = i∗ g ,
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as the pullback of a Riemannian metric with respect to an injective map is always a Rie-
mannian metric.

For Lorentzian metrics the situation is much less favourable has even for injective maps
the pullback of a Lorentzian metric may be degenerate. For example the following result
could be considered as somewhat of a problem for the physics theory aiming at unifying all
fundamental interactions called string theory.

Theorem 3.2.44 Let X : Σ −→ M be an injective map from a 2–dimensional manifold
without boundary Σ to a Lorentzian space–time manifold (M, g). Then, the pullback, X∗(g),
of g with respect to X is always degenerate if the genus of Σ is h ≥ 1.

Besides being always well defined on tensor fields the pullback of a tensor field is also
very easy to calculate.

Proposition 3.2.45 Let f : M −→ N be a differentiable let h ∈ C∞(f(q)). The pullback
commutes with the exterior derivative, i.e.

f ∗(dh) = d(f ∗(h)) = d(h ◦ f) .

Proof.

Remark 3.2.46 Let f̂ be the local coordinate representative of the map f : M −→ N like
in the definition 3.2.6,

f̂ = ψ ◦ f ◦ ϕ−1 : Rm ⊃ ϕ(U) −→ ψ(V ) ⊂ Rn

f̂ :


y1 = f̂1(x1, . . . , xm)

...

yn = f̂n(x1, . . . , xm) ,

By choosing in the proposition h = yj we obtain

f ∗((dyj)f(q)) =
(
df̂j(x)

)
q

=
m∑
k=1

∂f̂j
∂xk

(x) (dxk)q , (3.2.21)

where x = ϕ(q), y = ψ(f(q)). ♦

Exercise 3.2.5 Find, using cylindrical coordinates, the metric induced on a dense open
subset of the paraboloid,

S =
{

(x, y, z) ∈ R3 : z = x2 + y2
}
.

Solution. Let i denote the embedding of the parabolid,

i : S = M ↪→ R3 = N

i(q) = q ,
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so that i = IdR3|S . On R3 we choose the standard global Cartesian coordinate chart,
(R3, ψ = IdR3) and on S we use a cylindrical coordinate chart, (U = S \ {y = 0, x ≥ 0}, ϕ),
where

ϕ−1 :


x = ρ cos(θ)
y = ρ sin(θ)
z = ρ2 , ρ > 0 , 0 < θ < 2π.

The local expression for i is

î = ψ ◦ i ◦ ϕ−1 = ϕ−1

î(ρ, θ) =
(
ϕ−1

)
(ρ, θ)

= (ρ cos(θ), ρ sin(θ), ρ2) .

From (3.2.21) we obtain

gS = i∗(gR3) = (d(ρ cos(θ)))2 + (d(ρ sin(θ)))2 + (d(ρ2))2

= (cos(θ)dρ− ρ sin(θ)dθ)2 + (sin(θ)dρ+ ρ cos(θ)dθ)2 + (2ρdρ)2

=
(
1 + 4ρ2

)
dρ2 + ρ2 dθ2 .

Length of a curve:
Suppose that an unparametrized curve C is a 1–dimensional submanifold, C ⊂ M and
suppose that it has a global chart

ϕ̃ : C −→ R,

with inverse c = ϕ̃−1,
c : (−T, T ) −→ C ⊂ N.

First of all recall from (3.2.5) that the local coordinate vector fields on a chart (U, ψ) of M
have the form (

∂

∂xj

)
q

=
d

dt
c(j)(t)|t=0 ,

where,

c(j)(s) = ϕ−1(x1, . . . , xj + s, . . . , xm)

=
(
ϕ−1 ◦ ĉ(j)(s)

)
(s) .

For the curve we have q = c(t) and one global coordinate s,

c̃(1)(s) = ϕ̃−1(t+ s) = c(t+ s) ,

so that c is a coordinate curve and therefore,(
∂

∂t

)
q

=
d

ds
c(t+ s)|s=0 =

d

dt
c(t) = (c∗)t

(
∂

∂t

)
.

The pullback of the metric g on M to the interval (−T, T ) gives,

c∗(gc(t)) = (c∗g)11(t) dt2,
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where

(c∗g)11(t) = (c∗g)t

(
∂

∂t
,
∂

∂t

)
= gc(t)

(
c∗
∂

∂t
, c∗

∂

∂t

)
= gc(t)

(
dc

dt
(t),

dc

dt
(t)

)
= ||ċ(t)||2gc(t) .

Definition 3.2.47 In the above notation the length of the curve C is defined to be

`g(C) =

∫ T

T

||ċ(t)||gc(t) dt

=

∫ T

T

√
gc(t)

(
dc

dt
(t),

dc

dt
(t)

)
dt

=

∫ T

T

√
(c∗g)t

(
∂

∂t
,
∂

∂t

)
dt .

Exercise 3.2.6 Let S be the paraboloid of exercise 3.2.5. Find the length of the circle

D = S ∩ {z = 2} .

Solution. In the cylindrical coordinates of S, let D̃ = D \
{

(
√

2, 0, 2)
}

. We find,

D̃ , c = ϕ̃−1 :


x =

√
2 cos(t)

y =
√

2 sin(t)
z = 2 , 0 < t < 2π .

⇔ ĉ :

{
ρ =

√
2

θ = t , 0 < t < 2π .

Then,

(c∗g)t = gc(t)(ċ(t), ċ(t)) dt
2

= ĉ∗
((

1 + 4ρ2
)
dρ2 + ρ2dθ2

)
= 2 dt2 = (c∗g)11(t) dt2 ,

and

`g(D) = `g(D̃) =

∫ 2π

0

√
2 dt = 2

√
2π .

Symmetries of tensor fields.
The group Diff(M) acts on M ,

Diff(M) y M

and this action induces infinite dimensional representations (linear actions) on the spaces of
tensor fields,

ϕ 7−→ ϕ∗ ∈ L(T (0,r)(M))

ϕ 7−→ ϕ∗ := (ϕ−1)∗ ∈ L(T (r,0)(M)) (3.2.22)

ϕ 7−→ ϕ∗ := (ϕ−1)∗ ⊗ ϕ∗ ∈ L(T (r,s)(M))

so that indeed,
Diff(M) y T (r,s)(M) .
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Definition 3.2.48 (symmetry group of a tensor field) Let T ∈ T (r,s)(M). We say
that ϕ ∈ Diff(M) is a symmetry of the tensor field T if ϕ∗T = T or, equivalently, if
ϕ ∈ (Diff(M))T . The stabilizer of T is the group of all symmetries of T ,

S(T ) := (Diff(M))T .

The symmetry group of a function is always infinite dimensional and easy to find. Indeed,

ϕ ∈ S(f)

⇔ ϕ∗f = f ⇔ ϕ∗f = f ⇔ f = f ◦ ϕ
⇔ f(q) = f(ϕ(q)) , ∀q ∈M .

So ϕ ∈ S(T ) if and only if ϕ preserves the level sets of f . For higher degree tensor fields the
symmetries are usually less obvious to find. Let T ∈ T (r,s)(M). Then,

ϕ ∈ S(T )

⇔ ϕ∗(Tq) = Tϕ(q) , ∀q ∈M .

Lie derivative.
Let ψYt be the local flow of a vector field Y . Then it is natural to extend the concept of
directional derivative in the direction of Y to tensor fields. Recall that for functions,

Yp(f) =
d

dt
|t=0

(
f ◦ ψYt (q)

)
= lim

t→0

(
ψYt
)∗

(f)(q)− f(q)

t

= lim
t→0

f(ψYt (q))− f(q)

t
.

Let T be a covariant tensor field of type (r, 0). By analogy with the functions we define,

(LY (T ))q = lim
t→0

((
ψYt
)∗
T
)
q
− Tq

t
= lim

t→0

((
ψYt
)∗
T
)
q
− Tq

t

= lim
t→0

(
ψYt
)∗

(TψYt (q))− Tq
t

. (3.2.23)

This linear transformation is called Lie derivative of T in the direction of Y . For a general
tensor field T of type (r, s) we define its Lie derivative in the direction of Y by,

(LY (T ))q = lim
t→0

(
ψY−t
)
∗ (TψYt (q))− Tq

t
. (3.2.24)

Let Y be a complete vector field, Y ∈ Xc(M). From the definition of Lie derivative in
(3.2.24) we see that if the diffeomorphisms from the flow of Y are symmetries of T then the
Lie derivative of T in the direction of Y is zero,

ψY =
{
ψYt , t ∈ R

}
⊂ S(T ) ⇒ LY T = 0 . (3.2.25)

Complete vector fields satisfying (3.2.25) are called infinitesimal symmetries of T ,

s(T ) := {Y ∈ Xc(M) : LY (T ) = 0} .

It turns out that the reverse implication in (3.2.25) is also valid, i.e. an infinitesimal sym-
metry generates symmetries of the tensor field.
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Proposition 3.2.49 (infinitesimal symmetries are equivalent to flow symmetries)
Let T ∈ T (r,s) and Y ∈ Xc(M). Then

Y ∈ s(T ) ⇔ ψY =
{
ψYt , t ∈ R

}
⊂ S(T ) .

Isometry groups and Killing vector fields.
In Riemannian and Lorentzian geometry the group of symmetries of the metric is called
isometry group of (M, g),

Iso(M, g) = S(g) = (Diff(M))g = {ϕ ∈ Diff(M) : ϕ∗(g) = g } . (3.2.26)

Unlike the case of functions the isometry groups are always finite dimensional. In fact,

dim(S(g)) = dim(s(g)) ≤ m(m+ 1)

2
.

Infinitesimal symmetries of a metric g are called Killing vector fields of g,

Kill(g) = s(g) = {Y ∈ Xc(M) : LY (g) = 0} .

Proposition 3.2.50 (properties of the Lie derivative) The Lie derivative is a map
from X (M) to linear transformations of the spaces of tensor fields,

L : X (M) −→ T (r,s)(M) .

This map satisfies the following properties,

P1. The map L is a representation of the Lie algebra X (M) on the vector space T (r,s)(M),
i.e. is a Lie algebra homomorphism (see definition 3.2.15), to L(T (r,s)(M)),

L[X,Y ] = Lx ◦ LY − LY ◦ LX .

P2. Let Y ∈ X (M) and f ∈ C∞(M). Then,

LX(f) = X(f) .

P3. Let X, Y ∈ X (M). Then,
LXY = [X, Y ] .

P4. LY is a derivation of the algebra of tensor fields, i.e. it satisfies Leibnitz identity,

LY (T1 ⊗ T2) = LY (T1)⊗ T2 + T1 ⊗ LY (T2) , ∀T1, T2 ∈ T (M) .

P5. LY commutes with all contractions, i.e. C∞(M)–linear maps

c : T (r,s)(M) −→ T (r−p,s−p)(M) ,

LY ◦ c = c ◦ LY .
All contractions can be constructed from the basic one,

c(1,1) : T (1,1)(M) −→ T (0,0)(M) = C∞(M)

α⊗ Y 7−→ α(Y ) ,

by tensoring it with itself and with identity maps.
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As we will illustrate now for 1–forms, the action of the Lie derivative on functions and vector
fields (P2 and P3) plus the properties P4 and P5 completely determine the Lie derivative on
tensor fields of all types.

Exercise 3.2.7 Let α ∈ Ω1(M), X, Y ∈ X (M). Prove that,

(LX(α)) (Y ) = X (α(Y ))− α([X, Y ]) . (3.2.27)

Solution. We have,

X (α(Y )) = LX (c(α⊗ Y )) = (LX ◦ c) (α⊗ Y )

= (c ◦ LX) (α⊗ Y ) = c (LX (α⊗ Y ))

= c (LX (α)⊗ Y + α⊗ [X, Y ])

= (LX (α)) (Y ) + α([X, Y ]) ,

and therefore,
(LX(α)) (Y ) = X (α(Y ))− α([X, Y ]) .

Exercise 3.2.8 Show that for exact 1–forms, i.e. α = df , f ∈ C∞(M), one has,

LX(df) = d (X(f)) . (3.2.28)

Solution. From (3.2.27) we have,

(LX(df)) (Y ) = X (Y (f)))− df([X, Y ])

= X (Y (f))− [X, Y ](f)

= X (Y (f))− (X (Y (f))− Y (X(f))) = Y (X(f))

= d (X(f)) (Y ) , ∀Y ∈ X (M) ,

so that indeed
LX(df) = d (X(f)) .

Exercise 3.2.9 Consider the metric gS,

gS = (1 + 4ρ2)dρ2 + ρ2dθ2 ,

on the paraboloid S of revolution around the axis Oz,

S =
{

(x, y, z) ∈ R3 : z = x2 + y2
}
,

studied in the exercise 3.2.5. Show that Y = ∂
∂θ

is a Killing vector field of this metric, i.e.,

∂

∂θ
∈ s(gS)⇔ L ∂

∂θ
gS = 0 .
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Solution. Let f ∈ C∞(S). From exercise 3.2.8 we know that

L ∂
∂θ
df = d

(
∂f

∂θ

)
.

From proposition 3.2.50, P4, and (3.2.20) we obtain,

L ∂
∂θ
df dh = d

(
∂f

∂θ

)
dh+ df d

(
∂h

∂θ

)
,

for every f, h ∈ C∞(S). Then, since

∂

∂θ
F (ρ) = 0 ,

∂θ

∂θ
= 1 ,

L ∂
∂θ
dρ2 = 2d

(
∂ρ

∂θ

)
dρ = 0 ,

L ∂
∂θ
dθ2 = 2d

(
∂θ

∂θ

)
dθ = 0 ,

we conclude that

L ∂
∂θ
gS = L ∂

∂θ

(
(1 + 4ρ2)dρ2 + ρ2dθ2

)
= 0 .

Remark 3.2.51 The vector field ∂
∂θ

is a Killing vector field of gS because its flow corresponds
to orthogonal rotations around the axis Oz, which are isometries of the Euclidean metric,
gR3 , that act on S and therefore are isometries of gS = i∗(gR3).

♦

Exercise 3.2.10 Show that if Y =
∑m

j=1 aj(x) ∂
∂xj

, then

LY (dxk) = dak .

Solution. From (3.2.28) and noticing that

Y (xk) = ak ,

we obtain
LY (dxk) = d (Y (xk)) = dak .

A covariant tensor field T ∈ T (r,0)(M) is called alternating if, as a C∞(M) r–multilinear
map,

T : X (M)× · · · × X (M) −→ C∞(M)

(Y1, . . . , Yr) 7−→ T (Y1, . . . , Yr)
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satisfies the following property,

T (Y1, . . . , Yi, . . . , Yj, . . . , Yr) = −T (Y1, . . . , Yj, . . . , Yi, . . . , Yr) ,

for every i, j = 1, . . . ,m and vector fields Yj , j = 1, . . . ,m. An alternating tensor field of
degree r is also called a differential r–form. The space of all differential r–forms is denoted
by Ωr(M). The alternating property implies that Ωr(M) = {0} if r > m = dim(M). A
projection from T (r,0)(M) to Ωr(M) is given by,

Alt : T (r,0)(M) −→ Ωr(M)

T 7−→ Alt(T ) =
1

r!

∑
σ∈Sr

sgn(σ)T ◦ σ .

Example 3.2.52

(i) Let T ∈ T (2,0)(M). Then,

(Alt(T )) (Y1, Y2) =
1

2
(T (Y1, Y2)− T (Y2, Y1)) .

(ii) Let S ∈ T (3,0)(M). Then,

(Alt(T )) (Y1, Y2, Y3) =
1

6
(T (Y1, Y2, Y3)− T (Y2, Y1, Y3)− T (Y1, Y3, Y2)− T (Y2, Y1, Y3))

+
1

6
(T (Y2, Y3, Y1) + T (Y3, Y1, Y2)) .

Definition 3.2.53 Let α ∈ Ωr(M) and β ∈ Ωs(M). Their wedge product is defined to be
the following r + s differential form,

α ∧ β =
(r + s)!

r!s!
Alt (α⊗ β) .

Example 3.2.54

(i) Let α, β ∈ Ω1(M). Then,

α ∧ β =
2

1
(Alt(α⊗ β) = 2

1

2
(α⊗ β − β ⊗ α) = α⊗ β − β ⊗ α .

or, equivalently,

(α ∧ β) (X, Y ) = α(X)β(Y )− β(X)α(Y ) =

∣∣∣∣ α(X) α(Y )
β(X) β(Y )

∣∣∣∣ . (3.2.29)

(ii) Let αj ∈ Ω1(M) , j = 1, . . . , r. Then, one can show that the generalization of (3.2.29)
for r > 2 reads

(α1 ∧ · · · ∧ αr) (Y1, . . . , Yr) = det (αj(Yk)) =

∣∣∣∣∣∣∣
α1(Y1) . . . α1(Yr)

...
. . .

...
αr(Y1) . . . αr(Yr)

∣∣∣∣∣∣∣ .
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If α ∈ Ωr(M) , β ∈ Ωs(M) then, one shows easily that,

α ∧ β = (−1)rs β ∧ α .

In particular, for all forms of odd degree,

α ∧ α = 0 .

Definition 3.2.55 The exterior derivative of differential forms is the following linear trans-
formation,

d : Ωr(M) −→ Ωr+1(M)

d

(
m∑

j1...jr=1

aj1...jrdxj1 ∧ · · · ∧ dxjr

)
=

m∑
j1...jr=1

d(aj1...jr) ∧ dxj1 ∧ · · · ∧ dxjr

for every r = 0, 1, . . . ,m.

Proposition 3.2.56 The exterior derivative satisfies the following properties.

1. The exterior derivative on functions coincides with the previous definition (3.2.17).

2. d ◦ d = 0.

3. If α ∈ Ωr(M) , β ∈ Ωs(M), we have

d (α ∧ β) = (dα) ∧ β + (−1)r α ∧ dβ .

Exercise 3.2.11 Let f = f1
∂
∂x

+ f2
∂
∂y

+ f3
∂
∂z

. Relate rot(f) and div(f) with the exterior

derivative of differential forms on R3 by using the following two isomorphisms,

X (R3) 3 f 7−→ ωf := f1dx+ f2dy + f3dz ∈ Ω1(M)

and
X (R3) 3 f 7−→ αf := f1dy ∧ dz + f2dz ∧ dx+ f3dx ∧ dy ∈ Ω2(M)

show that

(a) dωf = αrot(f).

(b) dαf = div(f) dx ∧ dy ∧ dz.

Solution. Let us only prove that dωf = αrotf . We have,

dωf = df1 ∧ dx+ df2 ∧ dy + df3 ∧ dz

=

(
∂f1

∂x
dx+

∂f1

∂y
dy +

∂f1

∂z
dz

)
∧ dx

+

(
∂f2

∂x
dx+

∂f2

∂y
dy +

∂f2

∂z
dz

)
∧ dy

+

(
∂f3

∂x
dx+

∂f3

∂y
dy +

∂f3

∂z
dz

)
∧ dz

=

(
∂f3

∂y
− ∂f2

∂z

)
dy ∧ dz +

(
∂f1

∂z
− ∂f3

∂x

)
dz ∧ dx+

(
∂f2

∂x
− ∂f1

∂y

)
dx ∧ dy

= αrot(f) .
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Definition 3.2.57 A 2–form ω ∈ Ω2(M) is called a symplectic form if it is closed, i.e.
dω = 0, and non-degenerate, i.e.

ωp(u, v) = 0 , ∀v ∈ TpM ⇔ u = 0 .

A symplectic manifold is a pair (M,ω), where ω is a symplectic form.

Example 3.2.58 Cotangent bundles have a natural structure of symplectic manifold. Let
Q be a m dimensional manifold (called configuration space in mechanics). The Liouville
1–form θ ∈ Ω1(T ∗Q) is defined as follows. Let α ∈ T ∗Q and v ∈ Tα(T ∗Q). Then,

θα(v) = α(π∗(v)) ,

where we are denoting by π the canonical projection from T ∗M to M . In the local coordinates
used in (3.2.18) the Liouville form reads,

θ =
m∑
j=1

pjdxj .

The canonical symplectic form on T ∗Q is

ω = −dθ =
m∑
j=1

dxj ∧ dpj .

Example 3.2.59 Let (M,ω) be a symplectic manifold. The symplectic structure leads to a
very important map,

C∞(M) −→ X (M)

f 7−→ Xf

where Xf is the vector field defined (uniquely) by

iXf ω = df ⇔ ω(Xf , Y ) = df(Y ) = Y (f) , ∀Y ∈ X (M) .

This vector field is called Hamiltonian vector field corresponding to the function f . If M =
T ∗Q with the canonical symplectic form,

Xh =
m∑
j=1

∂h

∂pj

∂

∂xj
− ∂h

∂xj

∂

∂pj
.

The equations for the integral curves of Xh have, in this case, the form{
ẋj = ∂h

∂pj

ṗj = − ∂h
∂xj

.

Definition 3.2.60 An Hamiltonian system is a triple (M,ω, h), where (M,ω) is a sym-
plectic manifold and h is a function, h ∈ C∞(M), called Hamiltonian of the system. The
Hamiltonian dynamics corresponds to the flow of the Hamiltonian vector field, Xh.
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Chapter 4

Topics of Lie Groups and Applications

4.1 Lie Groups

Definition 4.1.1 A Lie group G is a smooth manifold and a group such that the group maps

G×G −→ G

(g1, g2) 7−→ g1 ◦ g2

and

G −→ G

g 7−→ g−1

are differentiable.

A very important way of obtaining examples of Lie groups is Cartan’s closed subgroup
theorem.

Theorem 4.1.2 Let G be a Lie group and H ⊂ G a subgroup and a closed subset of G.
Then H is a submanifold and a Lie group.

Example 4.1.3

1. The simplest m–dimensional abelian Lie group, (Rm,+).

2. The general linear group,

GLn(R) = {A ∈ Matn(R) : det(A) 6= 0} .

The vector space Matn(R) is isomorphic to Rn2
. The group GLn(R) is an open subset

in Matn(R) as is the inverse image of an open set with respect to the continuous map

det : Matn(R) −→ R .

Indeed we have,
GLn(R) = det−1(R \ {0}) .

Being an open subset in a vector space it has a natural structure of n2–dimensional
differentiable manifold (given by an atlas with a single global chart, (U,ϕ) =
(GLn(R), Id)). The group operations are differentiable so that GLn(R) is a Lie
group.

103
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3. The complex general linear group,

GLn(C) = {A ∈ Matn(C) : det(A) 6= 0} ⊂ Matn(C) ∼= Cn2 ∼= R2n2

.

is also the inverse image of an open set in a vector space with the associated differen-
tiable and Lie group structure.

4. From Cartan’s theorem 4.1.2 it follows that any subgroup of the Lie groups GLn(R)
and GLn(C), which is a closed subset, is a Lie group.

(4a) The real and complex orthogonal groups,

On(R) =
{
A ∈ GLn(R) : ATA = In

}
,

and
On(C) =

{
A ∈ GLn(C) : ATA = In

}
,

are closed subgroups of the Lie groups GLn(R) and GLn(C) respectively as they
are the inverse images of the closed set, {In}, with respect to the continuous maps,

GLn(K) −→ GLn(K)

A 7−→ ATA .

(4b) The Lorentz group in n dimensions,

O(1, n− 1) =
{
A ∈ GLn(R) : ATηnA = ηn

}
,

where ηn corresponds to the Minkowski metric and is a diagonal matrix with
(−1, 1, . . . , 1) in the main diagonal. The Lorentz groups are closed subgroups of
the Lie groups GLn(R) as they are the inverse images of the closed sets, {ηn},
with respect to the continuous maps,

GLn(R) −→ GLn(R)

A 7−→ ATηnA .

(4c) The unitary groups,

Un =
{
A ∈ GLn(C) : A†A = In

}
,

where † denotes Hermitian conjugation of matrices, i.e. complex conjugation and
transposition, and the special unitary groups,

SUn =
{
A ∈ GLn(C) : A†A = In, det(A) = 1

}
,

are closed subgroups of the Lie groups GLn(C). Indeed, the unitary group in n
(complex) dimensions, Un, is the inverse image of the closed set, {In}, with respect
to the continuous map,

GLn(C) −→ GLn(C)

A 7−→ A†A .



4.1. LIE GROUPS 105

The special unitary group in n dimensions, SUn, is the inverse image of the closed
set, {(In, 1)}, with respect to the continuous map,

GLn(C) −→ GLn(C)× C∗

A 7−→ (A†A, det(A)) .

(4d) The real and complex symplectic groups in 2n dimensions,1

Spn(K) =
{
A ∈ GL2n(K) : ATΩnA = Ωn

}
,

where Ωn is the matrix of the canonical symplectic structure in canonical coordi-
nates,

Ωn =

(
0n −In
In 0n

)
.

0n and In are the zero and identity n × n matrices, respectively. The symplectic
groups are closed subgroups of the Lie groups GLn(R) and GLn(C) respectively as
they are the inverse images of the closed sets, {Ωn}, with respect to the continuous
maps,

GLn(K) −→ GLn(K)

A 7−→ ATΩnA .

Remark 4.1.4 The dimension of the above matrix Lie groups is easier to find by finding the
dimension of their Lie algebras. We will return to this, for the orthogonal and the unitary
groups, in the exercise 4.1.1.

♦

Definition 4.1.5 A (smooth) action of a Lie group G on a manifold is an action (see
(2.2.14))

ψ̂ : G×M −→M ,

which is a differentiable map. As in actions of groups on sets we say that G acts on M and

write G
ψ
yM .

Remark 4.1.6 For an action G
ψ
yM of a Lie group the bijections of M ,

g 7−→ ψg = ψ̂(g, ·) ,

are diffeomorphisms so that the (smooth) action of G on M defines a homomorphism

ψ : G −→ Diff(M) ⊂ Sym(M)

g 7−→ ψg .

♦

The theorem on transitive actions of groups on sets (Theorem 2.2.45) is strenghtened in
the context of (smooth) transitive actions of Lie groups on manifolds.

1Some authors call this group Sp2n(K).
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Theorem 4.1.7 (see [Ar, proposition 4.2]) Let G
ψ
y M be a transitive action of the Lie

group G on the manifold M . Then

(a) The stabilizer Gp0 of (any) p0 ∈M is a closed subgroup of G.

(b) The bijection (see Theorem 2.2.45),

Tp0 : G/Gp0 −→ M

[g] 7−→ ψg(p0) .

is a diffeomorphism for the natural differentiable structure on G/Gp0.

(c) dim(M) = dim(G)− dim(Gp0).

Remark 4.1.8 In particular if the action is transitive and free (Gp = {e}) then M is
diffeomorphic to G, with diffeomorphism Tp0 ,

Tp0 : G −→ M

g 7−→ ψg(p0) .

♦

An action of a Lie group G on the manifold M induces linear actions, i.e. representations,
of G on the spaces of tensor fields T (r,s)(M) (see (3.2.22)),

G −→ L(T (r,s)(M))

g 7−→ (ψg)∗

Very important for Lie groups are the (free and transitive) left and right actions of G on
itself,

L,R : G −→ Diff(G)

Lh(g) = hg

Rh(g) = gh−1

We will denote left invariant tensor fields on G by

T (r,s)
L (G) :=

(
T (r,s)(G)

)LG
.

Proposition 4.1.9 The following equivalence is valid:

T ∈ T (r,s)
L (M)⇔ Tg = (Lg)∗ (Te) , ∀g ∈ G . (4.1.1)

Proof. ⇒:

Let T ∈ T (r,s)
L (G). We have,

T ∈ T (r,s)
L (G) ⇔ (Lg)∗T = T , ∀g ∈ G

⇔ [(Lg)∗(T )]h = Th , ∀g, h ∈ G
⇔ (Lg)∗ (Tg−1h) = Th , ∀g, h ∈ G (4.1.2)
h=g⇒ (Lg)∗ (Te) = Tg , ∀g ∈ G .
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⇐:
To complete the proof of the equivalence in (4.1.1) we only need to prove that the last
implication in (4.1.2) is in fact an equivalence. So let T be such that its value at every g ∈ G
is given by,

Tg = (Lg)∗ (Te) .

Then,

(Lg)∗ (Tg−1h) = (Lg)∗(Lg−1h)∗(Te) = (Lg Lg−1h)∗ (Te) = (Lh)∗(Te) = Th , ∀g, h ∈ G .

We see that left invariant tensor fields on G are fully determined by their values at e ∈ G,
so that the following map is a vector space isomorphism,

T (r,s)
e (G) −→ T (r,s)

L (G) (4.1.3)

T 7−→ T̂ , T̂g = (Lg)∗(T ) , ∀g ∈ G .

Corollary 4.1.10 Let G be a n–dimensional Lie group. Then,

dim
(
T (r,s)
L (G)

)
= nr+s .

Proposition 4.1.11 XL(G) is a Lie subalgebra of X (G).

Proof. Let X, Y ∈ XL(G). Then, from proposition 3.2.18, we obtain

(Lg)∗[X, Y ] = [(Lg)∗(X), (Lg)∗(Y )] = [X, Y ] , ∀g ∈ G ,

and therefore,

[X, Y ] ∈ XL(G) .

Definition 4.1.12 (Lie algebra of a Lie group) Let G be a Lie group and g := TeG.
Consider on g the (unique) Lie bracket for which the vector space isomorphism

g −→ XL(G)

Y 7−→ Ŷ , Ŷg = (Lg)∗(Y ) ,

is a Lie algebra isomorphism, i.e.,

[Y1, Y2] := [Ŷ1, Ŷ2]e .

The pair (g, [ , ]) is called Lie algebra of the Lie group G.

Proposition 4.1.13 ([GN, proposition 7.3]) Let Y ∈ XL(G). Then,

(a) Y is complete.
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(b) Its integral curve throuph e,

aYt := ψŶt (e) , t ∈ R ,

is a 1–parameter subgroup of G, i.e.

aYs · aYt = ψŶs (e) · ψŶt (e) = ψŶs (e)
(
ψŶt (e)

)
= ψŶs+t(e) = aYs+t , ∀s, t ∈ R .

(c) The flow of Y is given by the right action of aYt , i.e.

ψŶt (g) = RaY−t
(g) = g aYt , ∀t ∈ R, g ∈ G .

We define the exponential map,

exp : g −→ G (4.1.4)

as follows. First Y ∈ g is mapped to the left invariant vector field Ŷ ∈ XL(G), which extends

Ŷe = Y to G
Ŷg = (Lg)∗ (Y ) .

Then, we find the integral curve of Ŷ that passes through e,

aYt = ψŶt (e) , t ∈ R ,

and follow it to time t = 1,

exp(Y ) := aYt=1 = ψŶ1 (e) . (4.1.5)

Proposition 4.1.14 The map exp : g −→ G satisfies the following properties:

P1. Is a local diffeomorphism from a neighborhood of 0 ∈ g onto a neighborhood of e ∈ G.

P2. exp(sY ) = asY1 = aYs , ∀s ∈ R, Y ∈ g.

P3. Let G be a matrix Lie group, i.e. G is a closed subgroup of GLn(R),

G ⊂ GLn(R) .

Then the naive tangent space to G at e = In (as in (3.2.1) and (3.2.2)),

g̃ := T̃InG =

{˜̇c(0) = lim
t→0

c(t)− In
t

, c : (−ε, ε) −→ G, c is smooth, c(0) = In

}
is a Lie subalgebra of Matn(R) with respect to the matrix commutator. The isomor-
phism of vector spaces (3.2.2), in the present case,

TInG = g −→ g̃ = T̃InG ⊂ Matn(R) ,
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is a Lie algebra isomorphism and the following diagram is commutative,

g G

g̃

exp

∼ e· (4.1.6)

where e· denotes the matrix exponential,

eỸ = In + Ỹ + · · ·+ Ỹ k

k!
+ . . . ,

i.e.

exp(Y ) = eỸ

=
∞∑
k=0

Ỹ k

k!
, ∀Y ∈ g.

We see that the commutativity of the diagram (4.1.6) means that, up to the isomorphism
between g and g̃, the Lie group exponential, exp, and the matrix exponential, e· coincide.

P4.
A ∈ g̃⇔ etA ∈ G , ∀t ∈ R .

Exercise 4.1.1

(a) Find ˜Lie(On(R)) and dim(On(R)).

(b) Find L̃ie(Un) and dim(Un).

(c) Find ˜Lie(SUn) and dim(SUn).

Solution. Recall from 4a) and 4c) of example 4.1.3 the definition of the orthogonal, unitary
and special unitary groups.

(a) From proposition 4.1.14, P4, we know that

Ã ∈ ˜Lie(On(R)) ⊂ Matn(R) ⇔ esÃ ∈ On(R) , ∀s ∈ R

⇔
(
esÃ
)T

esÃ = I , ∀s ∈ R ,

⇔ esÃ
T

esÃ = I , ∀s ∈ R,
⇔ I + s

(
ÃT + Ã

)
+O(s2) = I , ∀s ∈ R,

⇒ ÃT + Ã = 0 .

On the other hand if ÃT = −Ã it is easy to see that

esÃ
T

esÃ = e−sÃ esÃ = I, ∀s ∈ R ,
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and therefore the Lie algebra ˜Lie(On(R)) is given by,

˜Lie(On(R)) =
{
Ã ∈ Matn(R) : (Ã)T = −Ã

}
.

Then, the dimension of the Lie group On(R) is equal to the dimension of its (tan-
gent space at any point and thus equal to the dimension of its) Lie algebra, which is
isomorphic to the Lie algebra of antisymmetric matrices. We therefore have,

dim (On(R)) = dim (Lie(On(R))) =
n(n− 1)

2
.

(b) As in (a) we have

Ã ∈ L̃ie(Un) ⊂ Matn(C) ⇔ esÃ ∈ Un , ∀s ∈ R

⇔
(
esÃ
)†

esÃ = I , ∀s ∈ R ,

⇔ esÃ
†
esÃ = I , ∀s ∈ R,

⇔ I + s
(
Ã† + Ã

)
+O(s2) = I , ∀s ∈ R,

⇒ Ã† + Ã = 0 .

On the other hand if Ã† = −Ã it is easy to see that(
esÃ
)†

esÃ = es(Ã)† esÃ = e−sÃ esÃ = I, ∀s ∈ R ,

and therefore the Lie algebra L̃ie(Un) is given by,

L̃ie(Un) =
{
Ã ∈ Matn(C) : (Ã)† = −Ã

}
.

The dimension of the Lie group Un is then equal to the dimension of its Lie algebra,
which is isomorphic to the Lie algebra of antihermitian matrices, i.e. matrices with
entries satisfying,

ajk = −akj . (4.1.7)

Therefore, the entries above the main diagonal can be chosen freely as arbitrary com-
plex numbers and on the main diagonal can be chosen as arbitrary imaginary numbers.
Below the main diagonal they satisfy (4.1.7). Then, we find for the (real) dimension
of Un,

dim (Un) = dim (Lie(Un)) = 2
n(n− 1)

2
+ n = n2 .

(c) We will need the following identity for the determinant of the exponential of a matrix
B ∈ Matn(C),

det(eB) = etr(B) .
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We have

Ã ∈ ˜Lie(SUn) ⊂ Matn(C) ⇔ esÃ ∈ SUn , ∀s ∈ R

⇔ esÃ ∈ Un and det
(
esÃ
)

= es trÃ = 1 , ∀s ∈ R,

⇔ Ã† + Ã = 0 and trÃ = 0 .

Therefore the Lie algebra ˜Lie(SUn) is given by,

˜Lie(SUn) =
{
Ã ∈ Matn(C) : (Ã)† = −Ã , trÃ = 0

}
=

{
Ã ∈ L̃ie(Un) : trÃ = 0

}
. (4.1.8)

From (4.1.8) and (b) we find that,

dim(SUn) = dim( ˜Lie(SUn)) = n2 − 1 .

Of particular importance in quantum mechanics is the three dimensional Lie group SU2,
associated with angular momentum and spin of particles and in elementary particle physics
the groups SU2 and SU3, the latter with dimension 32 − 1 = 8.

Let G be a Lie group and let us fix a basis in its Lie algebra,

B = {Xj}nj=1 ⊂ g = Lie(G)

[Xj, Xk] =
n∑
l=1

C l
jkXl ,

and the corresponding basis of left invariant vector fields (see (4.1.3)),

B̂ =
{
X̂j

}n
j=1
⊂ XL(G) .

The constants C l
jk are called structure constants of g (in the basis B).

Exercise 4.1.2 Show that if,

B∗ = {ωj}nj=1 ⊂ Ω1
L(G) (4.1.9)

is a basis of left–invariant 1–forms such that their values at the identity e ∈ G form a basis
dual to the Lie algebra basis B,

(ωj)e(Xk) = δjk ,

then B∗ is a basis dual to B̂, i.e.
ωj(X̂k) = δjk .

Solution. Let us show first that Ω1
L(G) is naturally isomorphic to the dual of XL(G). This

is due to the fact that if ω ∈ Ω1
L(G) and Y ∈ XL(G), then ω(Y ) is constant,

ω(Y )(g) = ω(Y )(e) = const ∀g ∈ G.
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Indeed (see (3.2.22)),

ωg = (Lg)∗(ωe) = (Lg−1)∗ (ωe),

and therefore,

ω(Y )(g) = ωg(Yg) = [(Lg−1)∗ (ωe)] ((Lg)∗(Ye))

= ωe
(
(Lg−1)∗ (Lg)∗ (Ye)

)
= ωe(Ye)

= ω(Y )(e) , ∀g ∈ G .

The isomorphism is then given by,

Ω1
L(G) −→ (XL(G))∗ (4.1.10)

ω 7−→ (XL(G) 3 X 7→ ω(X) ∈ R) .

Indeed, since

ωj(X̂k)(g) = (ωj)g

(
(X̂k)g

)
= (ωj)e

(
(X̂k)e

)
= (ωj)e (Xk) = δjk .

So, the linear transformation (4.1.10) maps the basis B∗ in (4.1.9) to the basis of (XL(G))∗

dual to the basis,

B̂ =
{
X̂j

}n
j=1
⊂ XL(G) ,

which shows that it is indeed an isomorphism of vector spaces.
We will use the isomorphism (4.1.10) to identify Ω1

L(G) with (XL(G))∗.

Corollary 4.1.15 Let B̂ =
{
X̂j

}n
j=1
⊂ XL(G) and {ωk}nk=1 ⊂ Ω1

L(G) be basis of left–

invariant vector fields and 1–forms, respectively. Then

T ∈ T (r,s)
L (G) ⇔

 T =
∑

i1...irj1...js
Ti1...irj1...js ωi1 ⊗ · · · ⊗ ωir ⊗ X̂j1 ⊗ · · · ⊗ X̂js

Ti1...irj1...js are constants.

Proof. Let T be left–invariant. Then,

Tg =
∑

i1...irj1...js

Ti1...irj1...js(g)
(
ωi1 ⊗ · · · ⊗ ωir ⊗ X̂j1 ⊗ · · · ⊗ X̂js

)
g

= (Lg)∗(Te)

=
∑

i1...irj1...js

Ti1...irj1...js(e) (Lg)∗

(
ωi1 ⊗ · · · ⊗ ωir ⊗ X̂j1 ⊗ · · · ⊗ X̂js

)
e

=
∑

i1...irj1...js

Ti1...irj1...js(e)
(
ωi1 ⊗ · · · ⊗ ωir ⊗ X̂j1 ⊗ · · · ⊗ X̂js

)
g
,

so that indeed, the tensor T is left–invariant if and only if all its components Ti1...irj1...js in a
left–invariant basis are constant.
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4.2 Application to spatially homogeneous cosmologi-

cal models

Assume that, at large distances, the Lorentzian metric γ of our space–time (dim(M) = 4) is
approximately invariant under the free action of a 3–dimensional Lie group G, with space–
like orbits (i.e. such that the restriction of γ to their tangent space is positive definite),
{τ0} × Σ,

M = [0, τf )× Σ ,

where τ ∈ [0, τf ) is the so called cosmological time. Since the action of G is transitive and
free on its orbits from remark 4.1.8 it follows that the orbits {τ0} × Σ are diffeomorphic to
G and therefore,

M
diff∼= [0, τf )×G .

We are assuming that the apace–time metric γ is, at very large distances, well approximated
by a metric, γsh, which is called spatially homogeneous as it contains G in its isometry group
(see (3.2.26)),

G ⊂ Iso(γsh) .

The assumption of spatial homogeneity is natural especially for τ ≤ 380000 years after the
Big–Bang, before the cosmic microwave background radiation was emitted with an amazing
low anisotropy as observed today at the Earth,

|∆T |
T
≤ 10−5 .

Then the (approximate) metric of our space–time can be written in the form,

γsh = N(t) dt2 +
3∑
i=1

Ni(t) dt ωi +
3∑

i,j=1

hij(t)ωi ωj , (4.2.1)

where B∗ = {ω1, ω2, ω3} is a basis of left–invariant 1–forms on G dual to a basis of left–

invariant vector fields, B̂ =
{
X̂1, X̂2, X̂3

}
. So in spatially homogeneous cosmological models

instead of ten unknown functions (the components of the metric) of four variables (the
(local) coordinates of space–time) the geometry is determined by choosing just ten functions,
N,Ni, hij of a single variable, the time t. By substituting (4.2.1) into the Einstein equations,

Rjk(γsh)− 1

2
γshjk =

8πG

c4
Tjk , (4.2.2)

one obtains, for the geometry2, a system of six second order nonlinear ODE for the spatial
metric coefficients hjk(t) with constraints instead of six second order nonlinear PDE in four
variables! The system of ODE for γsh depends crucially on the chosen homogeneity group G
and therefore one has one physical cosmological model for each three dimensional Lie group
G (see [RS, Chapter 6]).

4.3 Lie Algebras

2one further assumes that the distribution of matter has the same symmetries so that the symmetry
group of the energy momentum tensor of matter contains G as a subgroup, S(T ) ⊂ G.



114 CHAPTER 4. TOPICS OF LIE GROUPS AND APPLICATIONS



Bibliography

[AF] C. Adams, R Franzosa, Introduction to Topology Pure and Applied, Dorling
Kindersley India, 2008.

[Ar] A. Arvanitoyeorgos, An Introduction to Lie Groups and the Geometry of Homo-
geneous Spaces, AMS, 1999.

[Ca] R. Cahn, Semi-Simple Lie Algebras and Their Representations, Benjamin Cum-
mings, 1984.

[CJ] R. Coquereaux, A. Jadcyzk, Riemannian geometry, fiber bundles, Kaluza-Klein
theories and all that ..., World Scientific, 1988.

[GN] L. Godinho, J. Natario, An Introduction to Riemannian Geometry With Appli-
cations to Mechanics and Relativity, Springer, 2014.

[Ha] B. Hall, Lie Groups, Lie Algebras, and Representations An Elementary Intro-
duction, Springer, 2015.

[Is] C. Isham, Modern Differential Geometry for Physicists, World Scientific Lecture
Notes in Physics, 61, 1999.

[Ka] A. Kaveh, Optimal Analysis of Structures by Concepts of Symmetry and Regu-
larity, Springer, 2013.

[KN1] A. Kaveh, and M. Nikbakht, Decomposition of symmetric mass–spring vibrating
systems using groups, graphs and linear algebra, Commun. Numer. Meth. Engng
23 (2007) 639–664.

[KN2] A. Kaveh, and M. Nikbakht, Stability analysis of hyper symmetric skeletal struc-
tures using group theory, Acta Mech 200 (2008) 177–197.

[Ko] Y. Kosmann-Schwarzbach, Groups and Symmetries. From Finite Groups to Lie
Groups, Springer, 2010.

[La] N. Lauritzen, Concrete abstract algebra. From numbers to Gröbner basis, Cam-
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