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Abstract

Chest X-ray imaging techniques are commonly used in patients to ascertain their status and diagnose
respiratory or heart conditions. This work addresses the task of classifying accurately chest X-ray images for
COVID-19 detection, differentiating them from both images from healthy patients and images from patients
with pneumonia, experimenting with the Swin Transformer and the ConvNeXT architectures on a modified
version of the COVIDx CXR-3 dataset. The results show that the task of classifying chest X-rays is complex.
While the results obtained were relatively satisfactory, with an accuracy over 80%, there were no significant
improvements in results between our baseline models, conventional convolutional neural networks such as
ResNet50, VGG16, DenseNet121, and the studied models. The ConvNeXT model did provide a slight
performance improvement in accuracy, macro precision, macro recall, weighted precision and weighted recall
metrics, however we considered the difference to not be statistically significant to claim that the studied
model presents itself as an improvement on conventional architectures for the task.

1 Introduction

The coronavirus disease (COVID-19) is a contagious infection caused by the Severe Acute Respiratory Syndrome
Coronavirus 2 (SARS-CoV-2). This disease, firstly identified in December 2019, in Wuhan, China, has since
spread worldwide, originating the ongoing pandemic.

Currently, there are a few tests available to diagnose COVID-19, the most notable one being the Reverse
Transcription-Polymerase Chain Reaction (RT-PCR) test. However, for diagnosing the infection, the RT-PCR
test is complex and expensive, and may be of limited availability. It is then necessary to find alternative
diagnostic techniques to identify infected patients, especially in a disease with high infection rates.

Chest X-rays (CXR) are taken to ascertain the condition of the lungs, heart, and chest wall, and they are
common diagnostic tools in respiratory diseases like influenza and pneumonia, at the same time also being
relatively cheap. As such, with COVID-19 being a disease that affects the respiratory system and causes
pneumonia, it is logical that chest X-rays can be used as part of clinical protocols for diagnosis: chest X-ray
images are collected from patients suspected to have the coronavirus disease, analyzed by radiologists and, if
evidence is found, other tests can be performed.

However, given that CXR of infected people have diverse characteristics, the diagnosis of COVID-19 requires
expert radiologists to analyze the images. In this context, automatic image classification methods can be valuable
for obtaining faster diagnosis, especially with the surge of infected patients. Modern methods based on deep
neural networks are already successful at identifying pneumonia from X-ray images, rivalling expert radiologists.

Recent studies (Ilyas et al.l [2020; |Shi et al.l [2021}; [Ulhaq et al., 2020) have reported the use of deep neu-
ral networks for diagnosing COVID-19, and although discriminating between COVID-19 and other types of
pneumonia remains a challenging problem, automatic classification methods can be used to allocate resources
more effectively (e.g. to prioritize the selection of images to be analyzed by expert radiologists, or to prioritize
patients for RT-PCR testing), especially for understaffed and/or underfunded hospitals.

To address this issue, we aim to explore the use of transformer and deep convolutional neural network
architectures to analyze chest X-ray images and discriminate between healthy patients, patients with COVID-
19, and patients diagnosed with other types of pneumonia. This would be a valuable tool in situations where
other tests are not readily available, and where radiologists would otherwise be overworked. To accomplish this,
we will use deep learning techniques integrating state-of-the-art developments in transformer architectures, and
convolutional models based on transformer architectures for computer vision. The models were implemented in
Python, and the source code is available on GitHuHT}

Thttps://github.com/inesfilipe/COVIDSwinConvNeXT
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Training and testing was performed with a publicly available dataset, the COVIDx CXR-3 (Wang and
Wong], [2020) dataset, a database of thousands of CXR images of COVID-19 cases, along with healthy and viral
pneumonia images.

This work is organized as follows: Section [2] reviews related work pertaining to image classification in the
context of COVID-19 diagnosis. Section [3] details the models, introduces the dataset and the modifications
performed, training methods and metrics employed. Sections {4] and [5| present and discuss the results obtained,
respectively. Section [6] presents the conclusions of this project, and future work that can be performed.

2 Related Work

This section explores related work in the field of COVID-19 detection on chest X-rays. Firstly, it presents
COVID-19 detection that leverages conventional neural network models, followed by works that created or
adapted new models for this task.

2.1 Conventional Convolutional Neural Network Models for COVID-19 Detection

Since the beginning of the pandemic, there has been extensive work on techniques to automatically diagnose
COVID-19 using CT scans and chest X-ray images. One of the approaches was to directly use known architec-
tures for image classification, taking advantage of transfer learning, such as in [Apostolopoulos and Mpesiana
(2020), Narin et al.| (2021), and Minaee et al.| (2020]).

Apostolopoulos and Mpesianal (2020) used networks that obtained satisfactory results with the ImageNet
dataset: VGGNet (Simonyan and Zisserman, [2015)), Inception (Szegedy et al.,[2016)), Inception-ResNet (Szegedy
et al., [2016), Xception (Chollet, [2017), and MobileNet (Howard et al., [2017), with ReLU as activation function
and a set amount of untrainable layers (layer cutoff), maintaining the weights from the original model trained
with the ImageNet dataset.

Narin et al./s work also evaluated CNNs with transfer learning for COVID-19 prediction. The CNNs used
were ResNet50, ResNet101, ResNet152, Inceptionv3 and Inception-ResNetv2, also pre-trained with the Ima-
geNet dataset, and optimizing the cross-entropy loss function with the ADAM optimizer (Kingma and Bal
2017]).

While |Apostolopoulos and Mpesiana| (2020) and |Narin et al.| (2021) used small datasets created from publicly
available repositories (Cohen et al 2020; |Kermany et al., 2018; Wang et al.l 2017)), the work by [Minaee et al.
analyzes the performance of ResNet18, ResNet50 (as in [Narin et al.| (2021)), SqueezeNet (Tandola et al., [2016)),
and DenseNet161 for COVID-19 detection on the COVID-Xray-5k dataset, created by the authors, with chest
X-ray images (of both COVID-19 and non-COVID-19 patients) from a publicly available repository (Cohen
et al., 2020) and re-labeled by an expert radiologist, and non-COVID-19 images from the ChexPert (Irvin et al.|
2019) dataset. This work also trains the models with the cross-entropy loss function and the ADAM optimizer,
fine-tuning only the last layer of the networks was fine-tuned for the task.

Additionally, Minaee et al.| employed a technique from |Zeiler and Fergus (2013)) to visualize the results of
the prediction, by occluding squares of pixels in the original image, and verifying whether or not the model
classified the X-ray as COVID-19 positive. If it no longer classified a sample as COVID-19 positive, the occluded
pixels were considered relevant for COVID-19 detection, and irrelevant otherwise.

All of the studies mentioned suffer from the same flaw regarding the datasets: the datasets have a small
number of samples, especially when compared to datasets such as the ImageNet, the number of COVID-19
samples was low compared to samples of other classes, and consequently the class imbalance was large. Such
issues are expected due to the nature of the problem: it is not easy to obtain anonymized labeled chest X-ray
images. [Minaee et al.| attempted to mitigate the issue with data augmentation, flipping, rotating, and distorting
the images.

2.2 Recent Models Created or Adapted for COVID-19 Detection

One of the earliest models tailored for this task was the COVID-Net from |Wang and Wong] (2020)), which makes
use of what the authors call the PEPx module, and argue that it allows for great representational capacity while
being computationally efficient. The module and the architecture were obtained by machine-driven exploration,
starting with an initial prototype and using generative synthesis (Wong et al.| |2018]) to identify the optimal
architecture. Like other models mentioned previously, the COVID-Net was pre-trained on the ImageNet dataset,
and fine-tuned with ADAM optimizer on the COVIDx dataset, created by the authors by compiling multiple
publicly available COVID-19 datasets. Additionally the authors applied data augmentation methods such as
translation, rotation, horizontal flip, and intensity shift, and used balanced training batches to increase the
probabability of images of different classes being present in each batch. Furthermore, the authors tried to
address the problem of transparency and explainability of the results with GSInquire (Lin et al., |2019)), an



explainability method where an inquisitor (.#) and a generator (¢) pair work together, with ¢ generating new
networks, that .# analysing them.

Another architecture created for COVID-19 chest X-ray classification is CoroNet (Khan et al.l [2020), i.e.
a CNN based on Xception (Chollet} 2017) with modifications, which was first pre-trained on the ImageNet
dataset, to avoid overfitting due to the small size of the training dataset, and fine-tuned with ADAM optimizer
and 4-fold cross-validation on a combination of two publicly available datasets, one of them being (Cohen et al.|
2020). To mitigate the effects of the class imbalance, the authors chose to perform random undersampling on
the classes with larger number of samples.

Mamalakis et al.[(2021) combined the ResNet and DenseNet architectures into a pipeline called DenResCov-
19 to diagnose whether a patient has COVID-19, tuberculosis, pneumonia, or is healthy, first testing the
performance of different variants of the architectures pre-trained on ImageNet with cross-entropy as loss function,
followed by combining the models with the best performance and concatenating their outputs into an input for
fully-connected layers using softmax for classification. The authors used three publicly available open-source
collections of chest X-ray images (Kermany et al.l 2018} |(Cohen et al., [2020; |Jaeger et al., [2014) and created 4
different datasets, and explored the performance of DenResCov-19 on all 4 datasets. The images in this study
also underwent pre-processing such as noise removal and normalization, and data augmentation techniques such
as rotation, width shift, height shift, and ZCA whitening (Koivunen and Kostinski, [1999).

Le Dinh et al|(2022) tested 5 networks on a dataset that combined a modified version of the COVIDx CXR-
3 dataset, an updated version of the COVIDx dataset by Wang and Wong| (2020), and a pneumonia/healthy
dataset by Kermany et al.: ResNet50 (He et al.l [2015]), DenseNet121 (Huang et al., |2018]), Inception (Szegedy
et al., 2015), Swin Transformer (Liu et al.| [2021)), and Hybrid EfficientNet-DOLG (Henkel, |2021)). The authors
employed early stopping for training, the ADAM optimizer, and data augmentation techniques, with the authors
concluding that the Hybrid EfficientNet-DOLG was the best performing model of the set.

3 Methods

The goal of this thesis is to analyze chest X-ray images, and discern if they correspond to a healthy patient, a
positive COVID-19 diagnosis, or a positive pneumonia diagnosis. For this purpose we evaluate the performance
of some neural network architectures, and compare them to baselines to better assess if they present any
improvements.

The neural networks we evaluate are a transformer based on the ViT (Vaswani et al.l 2017, and a convolu-
tional neural network with improvements based on characteristics presented by vision transformers. We expect
that using more recent architectures and developments in computer vision, the results obtained will also be an
improvement when compared to the baselines.

3.1 Baselines

When creating baselines, we chose conventional neural network models used in other studies for COVID-19
detection, namely ResNet (He et al., [2015), VGGNet (Simonyan and Zisserman, 2015)), and DenseNet (Huang
et al.l [2018)).

The ResNet variant we use is ResNet50, which consists of 4 stages, each with 3, 4, 6, 3 residual bottleneck
blocks respectively.

The VGGNet variant we use is VGG16, which has 3 convolutional layers instead of 4 convolutional layers
between pooling operations, thus having 3 less convolutional layers in total than the VGG19 suggested by
Simonyan and Zissermanl

The DenseNet variant we use is DenseNet121, which is composed of 4 stages, each with a defined number
of dense blocks (6, 12, 24, and 16, respectively).

The baseline models used ReLLU (Nair and Hinton, |2010)) as the activation function, softmax for classification
and cross-entropy as loss function, and ADAM (Kingma and Bay, 2017)) as optimizer.

3.2 Swin Transformer

The first model we experimented on is the Swin Transformer (Liu et al.,[2021)), a transformer architecture based
on the original ViT (Vaswani et al., [2017). The authors sought to solve some issues of the original transformer
architecture, such as the fact that all same-sized patches are inadequate for capturing objects of different sizes,
and the quadratic complexity of the attention mechanism, by starting with smaller patches and merging them
along the layers, and calculating the self-attention with a formula that reduces complexity to linear on the image
size.



The authors present multiple variations of the architecture, and the one we will study is Swin-T, with
C = 96, and where each of the 4 stages has [2, 2, 6,2] Swin transformer blocks, the patches are 4 x 4 pixels and
the windows span 7 x 7 patches.
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Figure 1: Swin Transformer Architecture (Swin-T variant).

Similarly to the baseline models, the transformer used softmax for classification and cross-entropy as loss
function. However, instead of ReLU, the activation function used is GELU (Hendrycks and Gimpel, [2016)),
an activation function based on the cumulative distribution function of normal distribution, and the optimizer
is ADAMW (Loshchilov and Hutter, |2017), a modified version of the ADAM optimizer that decouples the
regularization in the ADAM optimizer from the step calculations.

3.3 ConvNeXT

The ConvNeXT (Liu et al., [2022)) is a model created with a ResNet (i. e. ResNet50) as starting point, with
modifications performed to improve the obtained results than both previous convolutional networks and vision
transformers like Swin, coupling the modern approaches of the vision transformers with the natural advantage
of convolutional neural networks’ inductive biases.

The first modification the authors made to the model itself was alter the block ratio in each stage from
[3,4,6,3] to [3,3,9,3]. Then the ResNet stem cell was replaced by a ”patchify” layer with a kernel with non-
overlapping convolution. Furthermore, the residual block also suffered modifications: the convolution operations
in the residual blocks were altered to depthwise convolutions, similar to the self-attention operations which are
also calculated per channel, and the kernel size was increased; the bottleneck was inverted, with the block being
now composed of a 7 x 7 depthwise convolutional layer, and two 1 x 1 convolutional layers; the normalization
and activation functions were changed and their usage reduced - with Layer Normalization instead of Batch
Normalization between the depthwise and 1 x 1 layer of a block and the GELU activation function between the
two 1 x 1 layers, instead of ReLU activation.
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Figure 2: On the left, the ResNet bottleneck block. On the right, the ConvNeXT inverted bottleneck block.

The last changes performed by the authors are the addition of a convolution downsampling layer between



stages, simulating the dimension halving after patch merging in each Swin transformer stage.

Similarly to the Swin Transformer, the authors of ConvNeXT also present multiple versions of the model,
and the one we will evaluate is ConvNeXT-T, with C = (96,192, 384, 768), and where each of the 4 stages has
[3,3,9, 3] residual blocks.

As in the Swin Transformer model, we used softmax for classification and cross-entropy as loss function.
Additionally, we also used GELU as the activation function and ADAMW optimizer.

3.4 Training Methods

All of the models were pretrained on the ImageNet dataset, and fine-tuned with the COVIDx CXR-3 dataset
(Wang and Wong, [2020). Fine-tuning was performed for all models for 20 epochs.

Additionally, we used data augmentation and pre-processing methods, namely rotation, horizontal flip,
random drop, and normalization.

3.5 COVIDx CXR-3 Dataset

The main dataset that will be used for both training and testing the model is the COVIDx CXR-3 dataset
Wang and Wong| (2020), available on Kaggle. The dataset is comprised of 30,530 chest X-rays, combined from
various sources, of COVID-19, pneumonia, and healthy patients.

Train Test

Class COVID-19 Pneumonia Normal COVID-19 Pneumonia Normal
ActualMed 25 0 0 0 0 0
BIMCV-COVID19+ 200 0 0 0 0 0
Cohen 270 52 0 0 0 0
Figurel 24 0 0 0 0 0
RICORD 896 0 0 200 0 0
RSNA 0 5503 8085 0 100 100
SIRM 943 0 0 0 0 0
Stony Brook 14132 0 0 0 0 0

Total/Class 16490 5555 8085 200 100 100

Total 30130 400

Table 1: Dataset sample count per class and data source, with [Wang and Wong| (2020)’s original train/test
split.

Le Dinh et al.| (2022)) performed experiments on a modified version of this dataset, and on their best
performing model (Hybrid EfficientNet-DOLG) obtained at least 0.95 in macro and micro-averaged precision,
recall, and F1-score.

Wang and Wong| provide metadata containing patient ID, filename, class, and data source, in a pair of
suggested train/test split files. However, after correct analysis, some images were incorrectly labelled, i.e. in
COVID-19 datasets, the images were labelled as ”positive” instead of ?COVID-19”. After re-labelling, we also
remarked that the suggested train/test split was 98.69%/1.31%. We deemed that the test split was too small
for our purposes, and reorganized the split to 89.14%/10.86%.

To balance the size of each split, the images from the Cohen, Ricord, and RNSA datasets were transferred in
its entirety to the test split. Our thinking was that, if our models are able to correctly learn what differentiates
images from different images, without relying on confounders, then it should be able to generalize to data from
sources it hasn’t seen while training. Additionally, we further transferred images from the RSNA dataset, until
we achieved a train/test split close to 90/10.

3.6 Metrics

Evaluation methods are essential in any machine learning project. They not only allow us to assess a neural
network’s performance, but also allow us to compare different models, and decide which ones are more appro-
priate for certain tasks. Using different evaluation metrics is important as well, since different models will have
different results for different metrics, and it is the combination of all metrics, or the combination of specific
metrics that are more important for a task, that indicate which are the better models for the task.

One of the metrics to be considered is the accuracy of the model. Accuracy is the fraction of correct
predictions made by a model. Formally, its definition for a multiclass model is:



Train Test

Class COVID-19 Pneumonia Normal COVID-19 Pneumonia Normal
ActualMed 25 0 0 0 0 0
BIMCV-COVID19+ 200 0 0 0 0 0
Cohen 0 0 0 270 52 0
Figurel 24 0 0 0 0 0
RICORD 0 0 0 1096 0 0
RSNA 0 4723 7166 0 880 1019
SIRM 943 0 0 0 0 0
Stony Brook 14132 0 0 0 0 0
Total/Class 15324 4723 7166 1366 932 1019
Total 27213 3317

Table 2: Dataset sample count per class and data source, rearranged for our experiments.
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where k is the number of classes, tp; is the number of true positive cases of class ¢ detected by the model,
tn; is the number of true negative cases of class ¢ detected, fp; is the number of false positive cases of class ¢
detected by the model, and fn; is the number of false negative cases of class i detected.

Other metrics often used are precision (or positive predictive value), recall (or sensitivity), and F-score.
Informally, for a given class, the precision corresponds to the amount of positive predictions that were correct,
the recall corresponds to the number of actual positive cases that were detected, and the F-score is a combination
of the precision and recall metrics. The F-score generally used is F1, which is a harmonic mean of the precision
and recall. The formulas for these metrics are
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precision, - recall;

where ¢ is the class for which the metrics are being calculated, tp; is the number of true positive cases of
class ¢ detected by the model, tn; is the number of true negative cases of class i detected, fp; is the number
of false positive cases of class ¢ detected by the model, and fn; is the number of false negative cases of class i
detected. It is also possible to combine these class metrics, as follows
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where k is the number of classes.

Note that, according to the formulas provided, all of items have equal weight, which means classes with
more elements have more influence in the metric. It is possible to calculate these metrics by giving the same
importance to each class, independently of the number of elements each contains:
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In the previous expressions, weighted means that this metric gives equal weight to each class, while a macro-
level metric, i.e. a metric that gives equal weight to all items, is represented with an M, that we can see in the

expressions [B] [6 and [7]
The aforementioned metrics are often calculated based on a confusion matrix, i.e. a table where the columns

and rows correspond to the classes, and each column contains the total number of the actual samples belonging
to a class, while each row contains the total number of samples predicted to belong to a class.

4 Experiments

This section introduces the results obtained in our experiments, starting with the training and test accuracy,
followed by the confusion matrices and associated precision, recall and F1 scores per class, for the baseline and
studied models. Finally, it addresses macro and weighted metrics of the baseline and studied models.

4.1 Training and Testing Accuracy
The first models we will analyze are the baselines: ResNet50, VGG16, and DenseNet121.

Model Train Accuracy (%) Test Accuracy (%)
ResNet50 95.5690 88.2122
VGG16 95.5625 88.0916
DenseNet121  95.6508 86.3732
Swin-T 95.0022 85.7401
ConvNeXT-T 96.8073 88.3328

Table 3: Accuracy results of baselines and studied models.

From Table [3] we can see that the results are not significantly different between each model, with the
DenseNet having the best accuracy in the training set, and the ResNet having the best accuracy in the test set.

As for the studied models, the ConvNeXT has both the best training and testing accuracy overall, while the
Swin Transformer has the lowest testing accuracy overall. On the test dataset, the DenseNet121 and Swin-T
slightly underperform in accuracy, with a difference of 2-3% to the other models.

We also remark that the accuracy on the test set decreases by 7%-11% when compared to the training
accuracy for all models.

4.2 Confusion Matrices, Precision, Recall, and F1 Score per Class

The confusion matrices (Table []) provide insight on each baseline model’s performance on the test dataset,
especially when the values are converted into precision, recall, and F1 score for each class.

According to these results (Table |5), among the baselines we can say that, for the COVID-19 class, the
DenseNet121 has greater precision, and the VGG16 has greater recall; for the Normal class, the ResNet50 has
greater precision, while the DenseNet121 has greater recall; and for the Pneumonia class, the ResNet50 has
greater precision and recall.

However, when compared to the studied models, the Swin Transformer has the greatest precision for the
COVID-19 class, and the greatest recall for the Normal class. As for the ConvNeXT, it has larger recall for the
pneumonia class than the ResNet50 model.

4.3 Macro and Weighted Metrics

The metrics per class, after averaged per class (macro) and per sample (weighted), can be used to evaluate the
overall performance of the models.



ResNet50 COVID-19 Normal Pneumonia

COVID-19 45
Normal 6 24
Pneumonia 58 7
VGG16 COVID-19 Normal Pneumonia COVID-19 Normal Pneumonia
COVID-19 43 Precision 0.94684 0.83455 0.88716
Normal 6 48 ResNet50  Recall 0.89019 0.97056  0.92864
Pneumonia A7 54 F1 0.79541 0.85515  0.82420
Precision 0.95505 0.82430 0.88487
VGG16 Recall 0.90866 0.94701 0.92744
DenseNet121 COVID-19 Normal Pneumonia F1 0.77230 0.89163  0.82769
COVID-19 74 Precision 0.95532 0.78258 0.86036
Normal 11 12 DenseNet121 Recall 0.85641 0.97743  0.91292
Pneumonia 39 93 F1 0.77295 0.85837  0.81342
Precision 0.97502 0.74305 0.84337
" - Swin-T Recall 0.84895 0.98724 0.91289
SWIH-T COVID—].Q Normal Pneumonia F1 0.75435 0.88305 0.81364
COVID-19 96 Precision  0.96254 0.80893  0.87908
Normal 0 13 ConvNeXT-T Recall 0.90009 0.97252  0.93491
Pneumonia 26 83 F1 0.78090 0.89485 0.83400

ConvNeXT-T COVID-19 Normal Preumonia Table 5: Precision, Recall, and F1 per class for each

model.
COVID-19 54
Normal 1 27
Pneumonia 42 56

Table 4: Confusion matrices of baselines and studied

models.
Ma. Precision W. Precision Ma. Recall W. Recall Ma. F1 W. F1
ResNet50 0.87748 0.88689 0.88675 0.88212 0.88000 0.88221
VGG16 0.87867 0.88945 0.88765 0.88092 0.88000 0.88188
DenseNet121 0.86156 0.87369 0.87279 0.86373 0.86224 0.86332
Swin-T 0.85944 0.87429 0.87111 0.85740 0.85663 0.85637
ConvNeXT-T 0.88118 0.89232 0.89210 0.88333 0.88266 0.88356

Table 6: Macro and Weighted Precision, Recall, and F1 per for each model.

The macro and weighted metrics (Table [6]) for each baseline model show that VGG16 has larger macro and
weighted precision, and macro recall, while the ResNet50 has larger weighted recall. When also analyzing the
studied models, we can see that ConvNeXT has larger precision and recall than all of the other models in both
macro and weighted averages, and consequently also a better F1 score.

For the purpose of classification in a medical context, we want to balance precision and recall, to avoid
resources from being wasted and also assuring that the correct treatment is given to patients. In this case,
despite the model with the best precision/recall varying per class, when averaging for all classes/samples, the
model with the best metrics - accuracy, macro/weighted precision, macro/weighted recall - is the ConvNeXT
model. However, the performance difference is not sufficient to declare that ConvNeXT is the better alternative
among all without a doubt.

5 Discussion

This section analyzes and provides explanations regarding the results obtained. The first part addresses the
dataset and associated issues. The second part analyzes the differences in performance between the baselines
and the studied models. Finally, we address potential issues with training methods, namely number of training
epochs and underfitting/overfitting.



5.1 Dataset and Associated Challenges

As mentioned previously, the COVIDx CXR-3 dataset is comprised of over 30,000 chest X-rays. Considering
datasets used in other image classification challenges, such as ImageNet, the size of this dataset is rather small,
even if it is not the smallest dataset when compared to datasets used in other tasks with potential medical
applications, which are particularly difficult to obtain in the first place, due to patient privacy concerns.

A consequence of this is that there may not be enough data to for the models to learn properly what
characteristics make it possible for radiologists to differentiate between an X-ray of a COVID-19 patient, an
X-ray of a pneumonia patient, and an X-ray of a healthy patient. Additionally, there may be situations where
a radiologist would have difficulty diagnosing an X-ray, and the only method to do so would be through an
RT-PCR test. In situations such as these, while it would be significant if a model could outperform a certified
radiologist, it is not expected for a network to do so.

The dataset does not provide information on the origin of the classification label - whether it is from diagnosis
by certified radiologists, or the result of other means of diagnosis. It is also possible that the labelling method
is inconsistent and was obtained with different methods, depending on the origin dataset of the chest X-ray.

It also does not provide information on ethnicity, age, or other characteristics of the patients that would
make models trained on the dataset prone to bias (Cruz et al |2021). As a consequence, it’s difficult to consider
those characteristics in training to mitigate any potential biases.

Following on the fact that the datasets come from different sources - different hospitals, different original
resolutions, different X-ray machines - there’s a probability that the results obtained are classifying the images
based not on the diseases’ characteristics, but confounders, such as hospital-specific information, or annotations,
that are not removed by the transform methods while training. This is particularly significant when the model
needs to differentiate between COVID-19 and Pneumonia/Normal X-rays, since the data for Pneumonia/Normal
is only from one source that is different from all COVID-19 X-ray sources.

5.2 Baselines Versus Experimental Models

The baselines presented performed relatively well for the task. While the idea of adding attention mechanisms
to models seems like a potential path for improvements in image classification, in practice, the Swin Transformer
did not obtain significant improvements when compared to the baselines. Neither did the ConvNeXT, a convo-
lutional network that attempts to combine features from both regular convolutional networks and transformer
models. Each model has obtained better results than others in the different metrics analyzed in this thesis, but
ultimately no significant differences in performance were found in either the baseline models, nor the models
studied, that could signify an improvement in the classification task.

5.3 Epochs and Overfitting

The approach we used for training limited the number of epochs for all models to 20, to avoid overfitting on
the training set. However, there are no guarantees that overfitting hasn’t occurred before 20 epochs, or that
the models would have suffered overfitting past 20 epochs. It is possible that the models would have performed
better on the test set if training had stopped at an earlier epoch, or if the models had been allowed a larger
number of training epochs.

6 Conclusions and Future Work

This work presented a comparison on various architectures for image classification for COVID-19 detection with
chest X-rays. This section offers a final review of the main contributions provided by this work and suggests
possible future avenues of exploration to improve the models’ performance.

6.1 Contributions

This work provides a study on automatic image classification of chest X-rays with deep neural networks, deter-
mining whether a patient has COVID-19, pneumonia, or is healthy. We observed that both baselines and the
studied models performed relatively well, with an accuracy over 80%, and similar results in the other evaluation
metrics. However, there were no significant improvements in our studied models, Swin-T and ConvNeXT, when
compared to our baseline models. The ConvNeXT model did provide a slight performance improvement in
accuracy and macro/weighted metrics, however we considered the difference to not be statistically significant
to claim that the studied model presents itself as an improvement on conventional architectures for the task.



6.2 Future Work

The obtained results shown in Section [] highlight the difficulty of neural models in significantly improving
their classification ability. There was no significant increase in the performance of the studied models, when
compared to the baselines. As highlighted in Section [5] this may suggest that:

e The training methods used in this study were not adequate to ascertain whether the performance obtained
is the best performance possible for the models on the used dataset;

e The dataset used, along with its modifications, is not sufficiently representative of the data distribution,
which does not allow the models to learn the characteristics present in the images that correspond to the
purported conditions, and generalize them to unseen data;

e The models studied and associated parameters are a limitation that do not show the full potential that
the architectures possess in this task.

To address the first issue, one possible approach would be to split the training set further into a training
and validation set, and evaluate when the models would be at risk of overfitting based on their performance on
the validation set (Morgan and Bourlard} [1990; Reed} [1993; |Prechelt} 2012), with the consequence that there
will be less data available for training the models. Additionally, an early stopping criteria could be introduced
where training would be stopped once performance on the validation set had decreased.

To address the second issue, possible solutions would be to either change the dataset used to one with further
information on possible confounders or information on limitations that could affect the model’s training (Cruz
et al., 2021 |Ahmed et al., [2021)), or further analyze the current dataset, and adjust the dataset or training
methods according to our findings.

The first option would be ideal, but does not seem feasible with the current publicly available datasets, which
are, for the most part, either small-sized datasets i.e. the Cohen dataset (Cohen et al., |2020), or collections of
various COVID-19/pneumonia datasets, such as the one we used in this thesis (Wang and Wong}, [2020)).

The second option would require considerable work, since we would have to analyze the sources of the
collection for characteristics that could prove to be possible confounders. Additionally, we could employ the
method in Minaee et al.| (2020) of occluding parts of the images until the models no longer classified the image
as a COVID-19 chest X-ray, or Grad-CAM (Selvaraju et al.l |2019), to visualize if the models were classifying
the samples based on information present in the relevant portion of the X-rays. However, there would be no
guarantees that the areas relevant for the model are the areas relevant for diagnosis without the assistance of
expert radiologists or a dataset with the relevant areas labeled.

As for the third issue, multiple approaches could be taken: one such approach would be to use larger variants
of the architectures. We used the ”T” variants of the Swin and ConvNeXT architectures, which are the smallest
available. However, ”B” and larger variants have obtained improved results on the ImageNet and other datasets,
which could indicate they have a better classification ability compared to smaller versions. However, fine-tuning
on larger variants will also require more resources.

Another approach would be to further modernize parameters associated with training, such as the optimizer.
The optimizer used in this thesis for the proposed models was the ADAMW optimizer (Loshchilov and Hutter)
2017). More recent alternatives for optimizers have appeared, such as Sharpness-Aware Minimization (Foret
et al. 2020) or SAM, which attempts to find the minimum loss in neighbourhoods with both low loss and
low curvature (hence why its sharpness-aware), or the Surrogate Gap Guided Sharpness-Aware Minimization
(Zhuang et all [2022) or GSAM, an improvement on the SAM optimizer. Both optimizers have empirically
shown improved model generalization on various datasets.
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