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Resumo

Estudar os plasmas de CO2 e CH4 pode nos ajudar a enfrentar um dos mais importantes desafios
cientı́ficos modernos: dissociar eficientemente as moléculas de CO2 e reduzir a quantidade de gases
de efeito estufa na atmosfera. Para isso, é fundamental que seja alcançada uma sólida compreensão
do funcionamento interno do plasma. Para ajudar a consegui-lo, foi realizado um estudo experimental
sobre a composição quı́mica do plasma, a tempreatura do gás e o seu espectro de emissão. Além disso,
foi desenvolvido um modelo cinético capaz de simular o comportamento do plasma para diferentes
condições, o que permite um estudo quantitativo das reações mais importantes que ocorrem no plasma.

Palavras-chave: Plasmas frios, Plasmas de CO2 e CH4, Descarga luminescente, Modelo
Cinético
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Abstract

Understanding CO2/CH4 plasmas can help us address one of today’s most pressing scientific issues:
To dissolve carbon dioxide molecules efficiently and lower the amount of greenhouse gases in the at-
mosphere. It is critical to gain a firm understanding of the inner workings of the plasma for this. An
experimental investigation of the chemical composition of the plasma, its gas temperature, and its emis-
sion spectrum was done to contribute to this effort. Furthermore, a kinetic model capable of replicating
plasma behavior under various conditions was developed, allowing for a quantitative examination of the
plasma’s most critical reactions.

Keywords: Cold Plasmas, CO2/CH4 Plasmas, Glow discharge, Kinetic modelling
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Chapter 1

Introduction

Plasmas are typically referred to as the fourth state of matter and can be considered an ionized gas com-
posed of positively charged ions, electrons and neutrals (atoms, molecules and radicals). [1]. Plasma
phenomena are seen all across the Universe, ranging from interstellar space to discharge tubes pro-
duced in research laboratories, with a wide variety of physical and chemical properties. The study of
plasmas has resulted in a large number of discoveries and technological breakthroughs that are present
in our daily lives. For example, the entire microelectronic industry that forms the technological base of
modern society is enabled thanks to plasma-surface interactions through sputtering, etching, activation,
etc [2]. In recent years, we achieved significant advancements in understanding a wide range of fun-
damental plasma science problems. Scientists have been able to create plasmas that are only a few
millimeters in diameter, allowing them to get previously unattainable insight into astrophysical events.
[3] Relativistic plasmas are being manipulated by intense short-pulse lasers, resulting in compact high-
gradient accelerator and ultrahigh intensity x-ray sources [3]. High energy density plasmas have also
been created, allowing researchers to study the physics of the inner cores of stars and planets, and using
this knowledge to advance nuclear fusion research [3]. At the same time, plasmas are being researched
for important human health applications: Indeed, when considering the current set of plasma applica-
tions, plasma medicine is experiencing fast growth due to its potential for wound healing, dermatology
and cancer treatment [3]

Another plasma application, widely discussed nowadays, relates to plasma-assisted chemical con-
version for the reforming of CH4 and management of CO2. This application has the potential for devel-
oping new environmentally friendly processes using renewable electricity and improving current chemi-
cal/reforming processes. To progress towards the understanding of plasma-based conversion, this the-
sis aims studying the potential of plasmas to generate hydrocarbons from CO2-CH4 mixtures in order to
create fuels and chemical feedstock. In this vision of the future, plasma can act as a processor of elec-
tricity into chemistry, providing pathways that are environmentally friendly. The current work relies on the
systematic investigation of key points important for the efficient decomposition of CO2-CH4 mixtures in
plasmas through studying the basic plasma parameters, namely dissociation degree, gas temperature
and vibrational excitation.

This first chapter is organized as follows: first, in section 1.1 we address in detail the environmental
problem, which motivates the study of plasma-assisted chemical conversion; in section 1.2 we present
low-temperature plasmas, while addressing their their potential for chemical conversion; in section 1.3
and 3.3.2 we explore several details related to CO2 chemistry and CO2 conversion. Finally, in section
1.5 a brief outline of the rest of the thesis is given.
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1.1 The environmental problem

It is commonly accepted that the generation of energy from fossil fuels was an achievement that had a
massive influence on nearly every area of our lives and society. Although fossil fuels facilitated significant
scientific breakthroughs in the industry, engineering, medicine, and other fields, we now are reliant on
nonrenewable energy sources, which harm our ecosystem. Indeed, if major adjustments are not made,
many of contemporary society’s recent accomplishments begin to be threatened.

The excessive use of fossil fuels results in the release of greenhouse gases such as CO2. Since the
beginning of the Industrial Age, the concentration of CO2 in our atmosphere has increased by a large
proportion, increasing the global temperature of the planet. This is referred in the IPCC Sixth Assess-
ment Report AR6 [4] that the ”observed increases in well-mixed greenhouse gas (GHG) concentrations
since around 1750 are unequivocally caused by human activities”. Furthermore, each of the last four
decades has been warmer than any decade that preceded 1850 and the global surface temperature has
already increased approximately 1.0 ºC, as a result of human activity.

This rapid rise in global temperature is expected to have disastrous implications for our environment,
including rising sea levels, greater extreme weather occurrences, more droughts, more heat waves,
extinction of animal species, and many others. It is therefore vital that we make the switch from fossil
fuels to renewable energy sources in order to achieve a sustainable energy dependency in the short
future.

Despite the potential of renewable sources to mitigate fossil fuel emissions, this type of energy
is unable to create stable electrical power because of their inconsistency and the imbalance between
supply and demand [5]. It is then vital to investigate new and efficient ways to store electrical energy that
can be used when necessary. The development of an energy storage pathway, which converts transient
electrical energy into valuable chemical molecules, has the potential to solve this problem. This strategy
is the so-called power-to-gas approach (see figure 1.1). Here the CO2 molecules are dissociated and
combined with H2O to produce syngas (mixture of H2 and CO), provided that a surplus of electricity is
available from the electricity grid.

Figure 1.1: Example of the CO2 cycle, using Electrochemical Conversion or Plasma Conversion. Taken from [5]

Note that the storage of energy in hydrocarbons takes advantage of existing infrastructure for energy
transport and distribution, while enabling very high volumetric energy density when compared to other
storage schemes, e.g., batteries, flywheels, etc. More details can be found in [5].

One of the most difficult tasks in implementing this cycle is properly dissociating the relatively stable
CO2 molecule. Note that CO2 dissociation is an highly endothermic reaction. Under classical industrial
conditions, this reaction is limited by the rate of heat transfer. Consequently, this leads to high production
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costs, which turns the whole CO2 conversion chain economically unreasonable. In this context, plasmas
provide an ideal environment for molecular conversion due to the formation of energetic and chemically
active species that can initiate chemical reactions that are difficult of impossible to obtain using ordinary
thermal mechanisms. Among different types of plasmas that can be used for CO2 and CH4 reforming,
the so-called low temperature plasmas are the most promising candidates [1]. Detailed information
about non-thermal plasmas and their potential for CO2 and CH4 reforming will be given in the section
below.

1.2 Low temperature Plasmas

Low temperature plasmas are characterized by non-equilibrium conditions under which electrons, ions
and neutral species have different translational and-in case of molecules - internal (ro-vibrational) en-
ergies. Indeed, this allows to create a specific non-equilibrium gaseous media in which endothermic
processes with increased energy efficiencies and dissociation rates can be achieved.

In the context of plasma-based CO2 decomposition, it has been estimated (see e.g. [1]) that low
temperature plasmas can activate the vibrational excitation of CO2 molecules because of the character-
istic low electron energies with 1-2 eV. In this temperature range, it has been estimated that about 95% of
all the discharge energy is transferred from plasma electrons to the vibrations of CO2 molecules, mostly
to their asymmetric vibrational mode (see more details below). This is particularly relevant because
energy accumulated in CO2 vibrations can be used to decompose the CO2 via the so-called vibration
ladder climbing..

The previous point justify the abundant number of CO2 non-thermal discharge experiments being
developed nowadays with the aim of achieving high energy efficiencies in CO2 decomposition. Among
various plasmas sources used to investigate CO2 decomposition (radio frequency discharges, dielectric
barrier discharges, gliding arc plasmatrons microwave plasmas, etc.) the glow discharges are one of the
most well-known setups. Despite the low energy efficiency and moderately low CO2 dissociation fraction
values typically associated with DC glow discharges [3], these plasma sources constitute ideal systems
for fundamental studies given their simple geometry and homogeneity of the plasma. These features
facilitate the study of CO2 plasmas through the use of volume average 0D self-consistent kinetic models
to account for its very complex kinetics.

In general these discharges are created when applying a potential difference between two conduc-
tive electrodes, which are placed into a low pressure chamber filled with gas. Because of the electric
field between the plates, electrons emitted from the cathode will be drawn towards the anode, creating
electron-ion pairs on their way through collisions with neutrals. The ions generated in this way will travel
in the opposite direction bombarding the cathode and thereby causing new electrons to be emitted.

Because electrons have a relatively tiny mass in comparison to positive ions, they are quickly accel-
erated by the electric field, therefore their temperature will be significantly higher than that of the heavier
species. Thus, whereas heavy ions have temperatures similar to neutral molecules, electrons have tem-
peratures in the order of 10 000 K. Collisions will generate excited molecules, which can decay to lower
energy levels and emit light, which is one of the plasma’s distinctive features. The simplified structure of
a DC glow discharge is presented schematically in Fig. 1.2.
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Figure 1.2: Experimental setup for a low temperature, glow discharge plasma. Adapted from [6].

1.3 Vibrational and Rotational energy levels

This section overviews some basic aspects associated with CO2 and CH4 vibrational/rotational kinetics,
and some theoretical concepts on which this work is based upon. Regarding CO2, it is worth noticing
that this molecule is triatomic, linear and symmetric [1]. This leads to three vibrational modes - the sym-
metric strecthing mode (v1), the double degenerate bending mode (v2), and the asymmetrical stretching
mode (v3). These modes (illustrated in figure 1.3) are typically represented using the Herzberg notation
CO2(v1, v

l2
2 , v3), where l2 is the projection of the momentum of bending vibrations onto the axis of the

molecule. It can take the values l2 = v2, v2− 2, v2− 4, ..., 1 or 0, depending on whether v2 is odd or even
(see more details in [1]).

Figure 1.3: Vibrational modes for the CO2 molecule. Taken from [7]

The kinetics associated to the asymmetric mode has been widely studied. Indeed, this mode is usu-
ally related to vibrational-vibrational exchanges, which can stimulate the molecular dissociation through
the so-called vibrational ladder climbing mechanism (see e.g. [1] reference). At the same time, the study
of symmetric and bending modes of vibration is also of special importance given the phenomenon of
Fermi Resonance, which leads to an energy shift of vibrational levels with equal symmetry associated
to the bending mode (figure 1.4). Note that for a fermi resonance to take place, two vibrational states
must have nearly the same energy, which in the case of CO2, occurs for levels CO2(v1, v2l2, v3) and
CO2(v1− 1, (v2 + 2)l2, v3). One example of this resonance relates to the levels (0200) and (1000). Under
fermi resonance, these two levels possess the energies of approximately 1285.4 and 1388.2 cm−1, with
an average energy of 1336.8 cm−1 (see left column - bottom line in figure 1.5). Note that this average
energy is roughly the same as the energy associated to bending level 0220 (see middle column - second
line in figure 1.5).
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Figure 1.4: Energetic representation of Fermi Resonance.

Figure 1.5: CO2 vibrational modes, up to 10.500 cm−1 . For ε1, the dashed black lines indicate the energy of pure
levels, and the green lines are the new vibrational levels, resulting from the Fermi resonance between the symmetric
stretch and the bending mode. Taken from [6]

We turn now our attention towards relation between the energy of vibrational levels and molecular
dissociation. There are three major contributions to molecule energy: electronic energy, which comes
from the energy levels of the electrons in their orbitals (n), vibrational excitation, which depends on
the excited vibrational modes (v), and rotational energy, which depends on the molecule’s total angular
momentum (J). Nuclear energy contributions are ignored in the case of low temperature plasma. The
molecular energy may then be expressed as a sum of three different contributions:

EevJ = hc(Te +Ge(v) + Fev(J)) (1.1)

Where Te is the electronic energy, which is tabulated for each electronic state, Ge(v) is the vibration
energy and Fev(J) the rotational energy. The values for the vibrational and rotational energies depend
on the approximations and the molecule. We can, for example, look at the model proposed at [7], where
an anharmonic oscillator and rotor dependency on the vibrational levels for CO2 is considered. In this
case, the vibrational energy, can be approximated by [8]:

Ge(v) =

3∑
k=1

wk(νk + dk/2) +

3∑
k=1

3∑
j≥k

χkj(νl + dk/2)(νj + dj/2) + g22l
2
2, (1.2)
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where ωk, χkj , g22 are spectroscopy constants, dk the degeneration of a given mode (d1 = d2 = 1,
d3 = 2), and vk the quantum numbers for the 3 vibrational modes. This expression is obtained with first
order perturbation theory approximations. Finally, for the rotational energy, it can be approximated by
[9]:

Fev(J) = Bv(J(J + 1))−Dv(J(J + 1))2 +Hv(J(J + 1))3 (1.3)

where Bv, Dv and Hv are rotational constants whose values can be found in [10].

A representation of the energy levels of the CO2 molecule is shown in figure 1.6. This figure provides
a good illustration of two possible ways of dissociating CO2: either by a step-wise vibrational excitation
(also referred to as vv up-pupping mechanism), or direct dissociation by electron impact. In the first,
the CO2 vibrational levels are excited one by one, and the energy of the molecule increases until it
dissociates into CO and O. On the other hand, in the direct dissociation, an electron collides with the
CO2 molecule, causing the separation into CO and O, without any vibrational excitation. As it is shown in
figure 1.6, the vibrational pumping mechanism requires less energy than the electron impact dissociation
(5.5eV compared to 7.5eV), which is very important if our goal is to maximize the energetic efficiency of
this process.

Figure 1.6: Potential energy values of electronic states of CO2, as a function of the internuclear distance [1]

In regards to the CH4 molecule, we can make the following claims: There are three translational
degrees of freedom, three rotational degrees of freedom, and nine vibrational degrees of freedom in this
tetrahedral molecule. Due to its inherent geometry, and because all of the vertices are H atoms, these
vibrational modes are degenerated.
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Figure 1.7: Three dimensional representation of CH4 molecule.

Indeed, after combining the degenerate modes, methane has just four different vibrational modes.
Thus, a methane molecule’s vibrational state can be expressed as CH4(v1, v2, v3, v4) with degeneracies
(1,2,3,3). The values for rovibrational constants can be found in [11]. Reference [12] provides a visual
representation of the vibrations.

1.4 CO2 Conversion

All research involving CO2 decomposition in plasma has one common task: increasing the energy effi-
ciency associated to the decomposition process, while keeping the dissociation rate at reasonably high
level. To understand the difficulties of this reaction, we must introduce two important parameters: α,
the conversion rate, that determines the amount of CO2 that was converted into CO; and η, the ener-
getic efficiency, that quantifies the the ratio between the useful output and input of an energy conversion
process.

α =
[CO]out
[CO2]in

(1.4)

η =
ΓCO∆HCO+O

Pin
(1.5)

Where ΓCO is the CO particle flux, ∆HCO+O enthalpy variation of the dissociation process, Pin
the total power input and [CO]out and [CO2]in the output and input concentrations of CO and CO2,
respectively.

In the most direct way, CO2 dissociation can be represented by the following reaction:

CO2 −→ CO +O,∆H = 5.5eV/molecule (1.6)

The enthalpy variation of the reaction is very considerable, as shown in equation 1.6. However,
the atomic oxygen created is able to react with another oxygen atom to form O2, or it can collide with
vibrationally excited CO2:

CO2(ν) +O −→ CO +O2,∆H = 0.3eV/molecule (1.7)

Combining both equations, the process for CO2 dissociation can be described by:

CO2(g) −−→ CO(g) +
1

2
O2(g),∆H = 2.9eV/molecule (1.8)

The enthalpy variation of the reaction is very considerable, as shown in equation 1.8. For this reason,
CO2 conversion can be accomplished through thermal conversion, but only at high temperatures ranging
from 3000 K to 5000 K [13] .
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With thermal CO2 splitting, according to [13], it is possible to achieve an energetic efficiency of
47%, with a conversion rate of 80% at the temperature range 3000-3500 K. However, because of the
high temperatures necessary to achieve this level of efficiency, it is necessary to separate the CO and
O2, to avoid an explosive mixture, using membrane reactor systems. For example, K. Fan et al [14]
used a solid oxide (SrCo0.5FeO3) membrane reactor and methane as the sweep gas. At a temperature
of 1213 K, it was possible to obtain a conversion rate of up to 10% . However, when the dilution of
the feed gas was taken into account,an effective conversion of only 2% was actually reached. Overall,
with the use of thermal splitting, at a temperature range of 1200-1900K, which is lower than the optimal
temperature, and with semipermeable membranes to extract the oxygen, the conversion rate is around
1% to 2%, which is too low to be feasible for effective industrial use [13].

As discussed before, low temperature plasmas have special properties that stimulate the dissoci-
ation of the CO2 molecule. Electrons will receive a lot of energy from the electric field and distribute it
across the plasma’s energy states of excitation, ionization, and dissociation.

The energy levels involved in the dissociation of the CO2 molecule are again depicted in figure 1.6.
As discussed in [5] a very efficient way to proceed with this process is through vibration-vibration (VV)
up-pumping, which involves a ladder climbing of higher vibrational levels, resulting in the dissociation of
the CO2 molecule. In comparison to direct dissociation, which requires 7.5 eV of energy, this procedure
requires only 5.5 eV, making it substantially more efficient. Furthermore, the resultant O atom can collide
with another CO2 molecule, as in, CO2 +O → CO+O2, at an energy of 0.3 eV [1]. The energy required
to produce one CO molecule is then reduced to 2.9 eV, only 39 % of the original value.

Figure 1.8: Fraction of energy transferred through the different energy channels of CO2, as a function of the reduced
electric field . Taken from [13]

As previously explained, the CO2 molecule has many excitation contributions that can lead to its
dissociation. We can see in 1.8 that this is significantly dependent on the reduced electric field (electric
field over gas density). For example, for low E/n ranges (1 to 40 Td), it has been estimated that about
95% of all the discharge energy is transferred from plasma electrons to the vibrations of CO2 molecules.
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In this work, we will go through the significance of the various excitation pathways in order to obtain a
more efficient CO2 conversion.

Another very important process for CO2 conversion is dry reforming methane (DRM), which con-
verts CH4 and CO2 into synthesis gas:

CO2(g) + CH4(g) −−→ 2 CO(g) + H2(g),∆H = 2.56ev/molecule (1.9)

It is well known that CH4 is also a greenhouse gas which also needs to be recycled. Just like the
CO2 dissociation, this reaction is highly endothermic, which means that high temperatures (≈ 1000 K),
are necessary to have this process run in an efficient manner. Another problem is the fact that a lot
of side reactions can be occur, like reverse water-gas shift (CO2 + H2 → H2O + CO), the Boudouard
reaction ( 2CO → CO2 + C),and methane cracking (CH4 → C + 2H2), which promote the creation of
carbon deposits that deactivate the catalysts, preventing this reaction from being used in an industrial
scale. We will further explore how can plasmas improve this process.

1.5 Thesis Outline

The structure of this master thesis is the following:
In chapter 2, we present the current state of the art of CO2 kinetic modelling and of plasma applica-

tions for the dissociation of CO2 and dry reforming of methane.
In chapter 3, the experimental part of the work is presented. This includes an overview of the

diagnostic techniques used, as well as the different experimental setups and results.
In chapter 4, a complete description of the modelling developed in this work is presented, starting

with its theoretical framework and ending with the results obtained for CO2-CH4 plasmas.
In chapter 5, the final conclusions and suggestions for future work are given.
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Chapter 2

State of the Art

In this chapter we will overview several research topics related to the study CO2 low temperature dis-
charges, namely kinetic modelling, plasmolysis and plasma reforming with methane. For each topic we
discuss the various contributions of this work.

2.1 CO2 Kinetic Modelling

CO2 kinetic modelling has been the focus of many works that can be traced back to the 70s. Indeed,
already in 1976 [15] studies were showing that showing that electron impact dissociation in plasmas,
followed by following molecular electronic excitation is one of the primary dissociation routes for CO2.
In these studies, cross-sections and rate constants were calculated for the dissociation process are
given, and an analysis of the effects of vibrational and rotational stimulation on the cross-sections and
rate constants of the target molecules was made. More recently, Cenian [16] and [17] illustrates and
validates a kinetic model applied to CO2 dissociation in a low-pressure DC-excited laser. Aerts et al [18]
analysed the chemical splitting of CO2in a dielectric barrier discharge using a chemical reaction set that
incorporates the vibrational states of CO2, O2, CO.

The work of Aerts et al.[18] was further developed by Kozak et al [19] who included VV, VT, and
eV transfers for 25 vibrational states of CO2, with a focus on the asymmetric vibrational mode, as well
as equivalent processes for CO and O2 - including interactions between these three molecules. By
simulating both microwave discharge plasma and atmospheric pressure DBD with this model, the results
appear to be in line with earlier experiments.

Finally, it is worth mentioning that the N-PRiME group in Lisbon has been actively contributing to
the numerical modelling of CO2-containing discharges using a step-by-step strategy to validate different
aspects of CO2 chemistry on plasmas. In particular, previous modelling research works were focused
on the: (i) study of the time-resolved evolution of the lower vibrationally excited CO2 levels during the
afterglow of CO2 discharges [20]; (ii) investigation of the effect of electrons on the distribution of the
lower vibrationally excited CO2 levels in pulsed and continuous glow discharges [21]; (iii) investigation
of the influence of N2 on the CO2 vibrational distribution function and dissociation yield in pulsed glow
discharges [22]; (iv) validation of the electron-impact dissociation cross sections of CO2 [23]; (v) studying
of the gas heating in the afterglow of glow discharges and to proposing a reaction mechanism to predict
the formation of dissociation products in CO2 [24].

In this work we follow this step-by-step modelling strategy by advancing towards the development
of a reaction mechanism that takes into account CO2-CH4 mixtures. All the details related to kinetic
modelling and new features regarding cross sections and rate coefficients will be described in detail in
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chapter 4.

2.2 Plasmolysis - Experimental Studies

Plasma-based dissociation of CO2 is a topic that has been experimentally studied in detail for more than
40 years. In this context, it is worth mentioning that earlier results obtained in the Sovietic Union [25],
[26] gave highly promising results, in the context of CO2 dissociation under a non-equilibrium microwave
discharge. Under supersonic expansion gas conditions, these studies revealed an energy efficiency of
80% - 90%. These remarkable levels of energetic efficiency, however, have not been replicated to this
day, since the highest energy efficiency values recently reported are around 50–60 % [27]

More recently, many studies have relied on microwave plasmas to maximize the conversion of CO2

([28], [29], [30], [31]). In 2014, Silva et all [29] studied the plasma-based CO2 conversion in a flowing
gas surfaguide pulsed microwave discharge under various conditions using CO2 and CO2 + N2 gas
mixtures. It was possible to achieve values for the dissociation rate of about 80 %, while keeping the
energetic efficiency at ≈ 20%. On the other hand, in 2016, Bongers [28] presented the results of CO2

dissociation in a vortex-stabilized microwave plasma reactor, studying the effect of the microwave field,
residence time, quenching, and vortex configuration on the energy - and conversion efficiency of CO2

dissociation. Here it was possible to achieve energy efficiency values for η at almost 50%, while keeping
a low conversion rate.

Overall, and despite recent improvements, the levels of efficiency indicated in the late 1970s have
not been achieved, and additional research is required to increase the possibilities of future industrial
application.

To further explore this topic, the present work will address the potential of plasmas to create hydro-
carbons from CO2-CH4 mixtures, while analyzing several parameters that influence the energy efficiency
of CO2 conversion. This work will explore the possibility of measuring plasma parameters like gas tem-
perature and the reduced electric field through optical emission spectroscopy, which is one of the most
straightforward diagnostic techniques for this type of plasma.

2.3 Plasma applications in Dry Reforming of Methane

We will now analyse the state of the art of Dry Reforming of Methane (DRM), using different types of
plasma reactors for this process. With regards to Dielectric Barrier Discharges, Wang [32] investigated
the effect of commercial catalyst Ni/Al2O3 with a DBD plasma in the dry reforming of methane with a
coaxial DBD reactor. Different spacial distributions for the catalyst were studied. It was possible to obtain
levels of conversion of 60 % for CO2 and 40 % for CH4, and a very high selectivity. However, Snoeckx
in [33], studied the energetic efficiency of the process, with different configurations, and concluded that
the maximum theoretical energy efficiency was between 11.4 % and 15.1 %. This is a a very low value
compared to desired value of 60 %, which means DBD is not suited for industrial use, although it is very
useful setup to understand the fundamental processes that occur in the plasma.

In another important study [34], the performance of DRM was studied in a Self-triggered spark
reactor. Here, it was possible to achieve a conversion rate of 71% for CH4 and 65% for CO2, with
selectivity of 78% for H2 and 86% for CO, and conversion ability of 2.3 mmol/kJ. The byproducts of the
reaction were also studied, and the optimal ratio of CO2:CH4 was found to be 1, given the reduction of
water production,while improving the stability of the discharge.

Regarding the nanosecond repetitively pulsed discharges (NPDs), it is worth mentioning the very
recent work of Montesano et al [35] . It was shown that it is possible to achieve a conversion rate between
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40 % and 50 % for CH4 and CO2 and an energetic efficiency between 50 and 65 %. It was also shown
that plasma-pulse parameters can have a very positive influence on energy efficiency parameters.

Another promising experimental setup is the atmospheric pressure glow discharge plasmas (APGLD).
In [36], the dry methane reforming was studied using this setup and it was possible to achieve a conver-
sion of 98.52 % and 90.3 % of CH4 and CO2 respectively. Furthermore, the highest conversion ability
was of 12.21 mmol/kJ. In this work, to further explore the topic of CH4 reforming, we will experimentally
investigate DC glow discharges sustained with CO2-CH4 mixtures. In particular, we will study the influ-
ence of plasma parameters to the production of various hydrocarbons. A modeling and experimental
investigation will be carried out: On one hand, we’ll use experimental measurements and the FTIR tech-
nique to investigate the chemical composition of the plasma. On the other hand, a kinetic model will be
developed to simulate plasma behavior under various conditions and to determine the most significant
mechanisms of molecule creation and annihilation. All details can be found in chapter 3
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Chapter 3

Plasma Diagnostics and experimental
results

3.1 Gas Discharges

Gas discharges are physical basis of the many of the setups in which non-thermal plasmas are created.
An electric discharge can be thought of as two electrodes placed inside a glass tube and linked to a
power supply. At a specific voltage necessary for sufficiently intense electron avalanches, the current
suddenly climbs quickly as the voltage applied across the two electrodes increases. When the pressure
is low, on the order of a few Torrs, and the external circuit has a high resistance to prevent a significant
current from flowing, a glow discharge occurs. This is the major experimental setup for this work, and it
is explored in more detail in the next section.

There are other important types of electric discharges. A corona discharge occurs only in regions
with severely non-uniform electric fields at high pressures [1]. Typically, the electric field in one of the
electrodes is much greater. This can happen very frequently, because if a charged object has a sharp
point, the electric field strength around that point will be much higher than elsewhere. If the voltage is
high enough, the ionization of its surroundings (for example, air) will occur, and it will become conductive.
This process can happen at an atmospheric process and it has a number of commercial and industrial
applications like, for example, removing unnecessary electric charges from an aircraft’s surface while in
flight.

Very similarly to corona discharges, arc discharges can also occur at an atmospheric pressure. In
this case, there are usually two electrodes with a very high electric field, and a low conducting medium,
like air, separating them. With a sufficiently high voltage, the air will be totally ionized, and an arc
between the electrodes will be formed, where conduction occurs. Arc discharges have been used for a
long time, since in the late 1800s, electric arc lighting was in wide use for public lighting.

Finally, it is also important refer low-pressure radio-frequency discharges, where a non-equilibrium
plasma is generated when an electric wave with a very high frequency passes through a given medium,
and electrons are energized by it. This type of plasma has very interesting properties, like its high
energetic efficiency and scalability potential, which are very important for large scale and industrial
implementations ([37], [38]).
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3.1.1 DC Glow discharge

When a high enough voltage is applied to a charged anode and cathode, a glow discharge occurs. The
cathode releases electrons as a result of bombardment by positive ions, and the glow discharge gets its
name from the characteristic light emission. In figure 3.1 we can see a representation of the structure of
the Glow discharge plasma.

Figure 3.1: Schematic representation of glow discharge and of its physical parameters. From [1]

In these discharges, a cathode and anode are permanently fixed to a gas chamber. Once a sufficient
potential difference is attained, electron and ion densities are amplified in a manner similar to avalanche
breakdown, until the entire chamber is filled with positive and negative ions and electrons, thus forming
a plasma. In this case, the electrons gain sufficient energy to ionize the neutral particles. However, if
this voltage is too high, the electrons will avoid colliding with neutrals and there will be no plasma. It
is then necessary to chose a voltage close to the breakdown voltage, VB , given by the semi-empirical
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Paschen’s law.

VB =
Bpd

ln(Apd)− ln(ln(1 + 1
γ ))

(3.1)

where d is the distance between the electrodes, p the pressure, γ the secondary emission coefficient
and A and B determined experimentally and depend on the gas composition.

As it can be seen in figure 3.1, the glow discharge has very distinct areas, alternating between light
and dark zones, whose size is dependent on the specific parameters of the experiment. In this work,
with p ≈ 1Torr and d ≈ 50cm, the tube is going to be filled with the positive column, which facilitates our
work, since it is highly homogeneous. However, at lower pressures, striations will appear in the tube,
creating a problem because the light emitted will not be as homogeneous as before. We shall discuss
this issue further, however in order to fix it, we will apply a diffuser when collecting experimental data.

3.2 Diagnostic Techniques

Plasma diagnostics are a collection of methodologies, tools, and experimental techniques used to evalu-
ate plasma characteristics such as density, temperature, spatial distributions, from which plasma param-
eters can be derived. In this section, we will explore which diagnostic techniques were used throughout
this work. First we describe optical emission spectroscopy (OES) and its potential for temperature mea-
surements in plasmas. OES will also be used to analyze the broadband emission associated to the
chemiluminescence from recombination of CO and O. After, we present the Fourier-transform infrared
spectroscopy (FTIR) techniques, that were used to obtain the chemical composition of the plasma.

3.2.1 Optical Emission Spectroscopy

OES is a non-intrusive optical technique that relies on the light produced by the relaxation of excited
species in plasma. Because of its ease of use and great sensitivity, this method is perhaps the most
commonly utilized diagnostic in plasmas. OES is a line-of-sight measuring approach, that usually av-
erages data along a specific plasma area. It is a qualitative way of measuring the plasma composition
and it allows for several species to be detected at the same time. It can be used as a quantitative ap-
proach [39], provided that a proper population model associated to the emitted species is known. To
characterize the emission spectrum obtained in OES, the following intensity equation can be used [39]:

I(p, q) =
hυpq
4π

n(p)A(p, q)l (3.2)

where I(p, q) is the intensity line of the state transition p→ q, hυpq is the energy difference between
the p and q state, p is the most energetic level , n(p) the density of the q state, A(p, q) the transition
probability and l the line-segment of the plasma along which radiation is collected. The OES setup is
used in this work will be described in section 3.3.1.

3.2.2 Rotational Temperature Fit - CO Angstrom rotational band

Gas temperature measurements in plasmas through rotational temperature (obtained from rotational
spectra using OES) is a very common method provided that translational-rotational equilibrium exists.
This method has been used in many molecular systems, like N2, OH, CO, etc and a general overview
of the method for different systems is given in [40]. In this section we will provide the details required
to fit the emission spectrum of the rotational band of CO to quantify the gas temperature in the plasma.
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More specifically, we apply this method to the CO Angstrom rotational band associated to the vibrational
transition vi = 0 → vf = 1. This method has been used in the works of Silva at al in [41] and Du
et al in[42]. The intensity distribution Irot in a rotational emission band, associated to the vibrational
translation between vi and vj , assuming a Boltzmann distribution, is given by [43] :

Irot =
CrotSJiJj
Qrotλ4JiJj

exp

(
−F (Ji)hc

kBTrot

)
(3.3)

where Crot is a constant that combines all the terms not dependent on J states, Qrot the statistical
sum, SJiJj the Hönl-London factor (taken from [42]) and λJiJj the transition wavelength, F (Ji) the rota-
tional energy term and h,the Planck constant, kB the Boltzmann constant and c the speed of light, F (J)

given by:

F (J) = BυJ(J + 1)−DυJ
2(J + 1)2 (3.4)

Where Bυ and Dυ where:

Bυ = Be − αe(υ + 0.5) (3.5)

Dυ = De − βe(υ + 0.5) (3.6)

where Be, αe, De and βe are rotational constants (taken in this work from [42]) , defined for the
vibrational level υ. Note that for the CO Angstrom rotational band, (CO (B1Σ)(vi = 0)→ CO(A1Π)(vj =

1), it is necessary to sum three different branches: P, Q and R, which correspond to ∆J = Ji − Jj =

−1, 0 + 1. For more details, see [40]. In addition, to reflect the broadening of the spectral lines, a
pseudo-Voigt distribution ([41], [42]), i.e., a combination of a Gaussian and a Lorentzian function, was
used according to:

V (λ) = G(λ,WG)⊗ L(λ,WL) (3.7)

where G and L are the gaussian and lorenzian distributions and WG and WL the corresponding full
width at half maximum (FWHM). With the intensity spectrum I(λ,WG,WL, Trot) calculated, and using
the λ as the independent variable, a fitting script, we developed a MATALB fitting script that takes into
account the experimental emission spectra to determine the rotational temperature. An example of the
emission spectrum of the CO angstrom rotational band that will be fitted is given in figure 3.2. The
results are provided later in 3.3.3.
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Figure 3.2: Emission spectrum of the CO Angstrom band. Adapted from [41]

3.2.3 FTIR spectroscopy

Infrared Spectroscopy consists essentially in the study of the interaction of infrared light with matter. This
can be achieved through an Infrared Spectrometer.Using IR absorption spectroscopy it is possible to
determine with a high accuracy the density of the plasma species and its vibrational states. In this work,
we apply the FTIR in the positive column of the glow discharge to study the the chemical composition of
the plasma.

Using a polychromatic beam of incident light that shined at a sample, information is extracted using
interference with the same polychromatic beam with a phase difference. From this process it will result
an interferogram, which then can be subjected to a Fourier transform and a spectrum of the intensity of
the beam, as a function of its wavelength, will be obtained.

Figure 3.3: Interferometer used for FTIR.

Figure 3.4: Interferogram obtained from the interferome-
ter.
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In figure 3.3, the scheme of an interferometer utilized for FTIR is represented. The interferometer is
made up of two perpendicular plane mirrors, one of which is fixed and the other which may be moved.
A beamsplitter is used to separate the incoming laser beam and send it down two distinct paths to each
mirror, where it will be reflected. Interference will occur when the two beams of light recombine owing
to their differing lengths, and the resultant laser beam will proceed towards the detector. With these
experiment, one can now obtain the transmitance spectrum, with the contributions from the plasma.

T =
I

I0
=
It − Iplasma

I0
(3.8)

Where I0 is the background emission, taken before the plasma is turned on, I is the intensity
spectrum, which depends on the intensity Iplasma of the plasma radiation and It, which is the intensity
measured after the beam has travelled through the interferometer. The transmittance is then heavily
dependent on the plasma parameters. Considering the Beer-Lambert law, we have:

−ln(T ) =

∫ +∞

0

µ(z)dz (3.9)

where z is the depth into the sample and µz the absorption coefficient, given by:

µ(z) = n(z)σ (3.10)

where n(z) is the density of attenuating species and σ the attenuation cross section. It is then easy
to see that it is possible to obtain parameters like the density of the different species of the plasma, by
fitting the transmittance spectrum that was measured. However, there are some species whose density
is not measurable through this method, like O2, O, H2 and H.

3.2.3.1 Fitting Algorithm

To extract information from the measured spectrum with the FTIR techniques, a fitting algorithm was
used. This procedure was based on the algorithm developed by Klarenaar et al [10] and the later
adaptations done by in the master thesis of H.Rodriges [44].
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Figure 3.5: Flowchart of the original algorithm from [10]

In figure 3.5 a flowchart of the algorithm developed by Klarenaar is shown. It considers the region
where ν ∈ [1975, 2400]cm−1 and fits CO and CO2 vibrational lines. In [44], H. Rodrigues further devel-
oped the algorithm to extend the frequency region to [1000, 4000]cm−1, and to fit the densities of the
plasma, instead of the α parameter (conversion rate, defined in equation 1.4). Additional extensions
also took into account the presence of species formed as a result of decomposition of CO2 and CH4,
namely the ones that are present in CO2-CH4 plasmas. The fundamental procedure to fit the transmit-
tance spectrum is the following: First, we consider the gas thermalized and a Boltzmann distribution
for the states of the molecules is used. The fitting parameters will then be the gas temperature Tg, the
pressure and the different molecules concentration. Secondly, with the distribution of states defined, the
line strength Sk is calculated, for each different transition of state in the molecule. This is done with the
data in the HITRAN database. Then, it is possible using the Beer-Lambert law to calculate the transmit-
tance, assuming an homogenious medium with length L, composed of several different absorbers, for a
frequency ν:

T (ν) =

jmax∏
j

e−Lnj
∑imax(j)

i1
σi(µ) (3.11)

where nj is the density of the species, σi the cross section for a specific line, the product is done
over all of the absorber species and the sum over the different transitions that contribute to the given
frequency. The Voigt function is used for the cross section, and it takes into account the various types of
broadening that occur, like the Doppler broadening and the collisional broadening.
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Figure 3.6: Flowchart of the fitting algorithm. Adapted from [44]

Finally, flowchart in figure 3.6 represents the final algorithm used to fit the full spectrum. Unlike the
original algorithm, this one will take into account all the molecules present in table 3.1. Furthermore, as
mentioned before, it covers the region of ν ∈ [1000, 4000]cm−1, because it dives the full spectrum into
separate sub-regions, that are fitted separately. The continuity between the functions is imposed. Lastly,
a threshold of noise is introduced, due to the presence of H2O species. This facilitates the fit in noisy
regions, but at the cost of ignoring some of the smaller peaks, which is not a serious problem, since they
contribute very little for the final density calculation.

Molecules
CO2 CO CH4

C2H2 H2O C2H6

C2H4

Table 3.1: Molecules included in the fitting algorithm

3.3 Optical emission Spectroscopy - Experimental Results

3.3.1 General Considerations

Figure 3.7: Experimental setup for the optical emission spectroscopy measurements.

In this section we will analyze the results related to optical emission spectroscopy. In particular we will
analyze the potential of the Angstrom band to measure gas temperature and the applicability of broad-
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band acquisition to quantify the reduced electric field of the discharge. The experimental measurements
made using OES shared the same experimental setup, that is shown in figure 3.7. The pressure in the
tube was varied between 0.5 and 5 Torr and the total gas flow was varied between 7.79 and 7.88 sccm,
using gas from bottles of pure CO2, CH4 and Ar. A small amount of Ar was present in the mixture and
the objective of this was to reuse some of the previous experimental work done in the same conditions.
For example, the gas temperatures measurements made in [45] were used to calculate the gas density
in this work. The pressure was measured with a capacitance manometer , and the gas was evacuated
by a scroll pump through a pressure-regulating valve. The discharge current was varied between 10 and
50 mA. All measurements were taken at the axial centre of the positive column of the glow discharge;
radial gradients in the electric field were therefore not taken into account. The following points were
taken into account throughout the measurement procedure:

• Two different spectrometers were used in throughout the measures: a USB spectrometer, the
Maya 2000 that allowed for a wide range spectrum, where λ ∈ [200, 900]nm and a most pre-
cise spectrometer, where the λ ∈ [474, 484]. Two different spectrometers were used to measure
emission spectra: a low resolution USB spectrometer Maya 2000 that allowed for a wide range
spectrum ( λ ∈ [200, 900]nm), used for the broadband measures and a high resolution spectrome-
ter (λ ∈ [474, 484]) which guaranteed the measurements of the rotational structure of CO Angstrom
band

• The calibration of the USB spectrometer, together with the used optical fibers used, was made
using a light source which the emission spectrum was known. Then, the USB spectrometer was
used to measure the emission spectrum, a ratio between the measured and the expected intensity
values was calculated, for every wavelength value. These correction values were used every
measurement, to correct the intensity spectrum obtained.

• The intensity spectrums acquired using the USB spectrometer (including in the calibration) always
included an average of 20 acquisitions, in order to eliminate any possible time fluctuations in the
intensity values. Furthermore, the acquisition time for each measure was between 300 and 1600
ms.

• Before each acquisition of the plasma spectrum, the background spectrum was also taken, with
the plasma turned off, and later, this background intensity was always subtracted to the intensity
spectrum obtained, with the plasma turned on.

• For low pressure conditions (bbelow 1 torr), the plasma was not homogeneous throughout the
reactor any more. In fact, plasma striations appeared, leading to consecutive bright and dark
areas. To increase the homogeneity of the diffusion, we used diffusion filters. The effect on the
light intensity was measured, using the same light source with and without the diffusion filter. It
was found that the intensity measured with the diffuser, followed the expression: Idiff ≈ 0.4Ino diff.
This correction was applied whenever plasma striations appeared.

3.3.2 Broadband study

The emission spectra analyzed in this work are characterized not only by the characteristics bands of
CO2, CO and atomic oxygen lines, but also by a continuum-like shape as a result of the recombination
of CO + O. This continuum was observed between 250 and 800 nm with a maximum intensity around
500 nm (see figure 3.8)
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Figure 3.8: Intensity spectrum measured for a DC glow discharge plasma with current of 40 mA, pressure of 3 Torr,
and with gas composition of input flow of 7.40 sccm of CO2 and 0.39 sccm of Ar.

One hypothesis to explain this emission is the process of CO + O chemiluminescence reaction:

CO + O→ CO2 + hυ (3.12)

To explain the emission of this process we can consider the following chemical reactions:

CO + O +M → CO2(3B2) +M (3.13)

CO2(3B2)→ CO2(1B2) (3.14)

CO2(1B2)→ CO2(1Σ+
g ) + hυ (3.15)

CO2(3B2) +M → CO2(1Σ+
g ) +M (3.16)

From the balance equation in steady state associated to the CO2(3B2) excited molecule (see Slack
for more details [46]) we can see that the the broadband emission becomes proportional to the concen-
tration of CO and O according to the following expression, the intensity of the broadband emission is
given by equation 3.17:

I = I0[CO][O] = ION
2fCOfO (3.17)

Where [CO] and [O] are the concentrations of CO and O species, N is the gas density, and fCO and
fO are respectively, the fraction of the CO and O molecules in the plasma, respectively. The quantity I0
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can be experimentally obtained. In [46] the authors showed that I0 can be written according to:

I0 = 6.8(±0.6) · 105exp(−1960/Tg) (cm3mole−1s−1) (3.18)

Provided that the broadband is explained by the mechanisms proposed in Slack [46], one could
expect the total broadband emission to follow the trend described by 3.18. To explore this hypothesis
we have calculated the intensity of the broadband emission as function of the gas temperature. To
this purpose, we have started by calculating the baseline of the measured spectrum. A matlab script
was developed to calculate the baseline (see red line in figure 3.8) using the using the ”msbackadj”
function, from the Bioinformatics Toolbox. Then the total spectrum intensity was determined through the
calculation of the integral of the baseline over the full wavelength range. Figure 3.9 shows evolution of
the intensity of the broadband continuum as a function of the gas temperature.

Figure 3.9: Variation of the broadband intensity with gas temperature, measured for a DC glow discharge plasma
with current of 40 mA, and with gas composition of input flow of 7.40 sccm of CO2 and 0.39 sccm of Ar.

The gas temperature indicated in figure 3.9 was previously measured in [45]. We can see that
the emission intensity exponentially decreases with the gas temperature, which is the opposite of what
is predicted by equations 3.17 and 3.18. Note that the total density of the plasma is also increasing,
considering that for Tgas = 366 K (first point in figure 3.9) we have a gas density of 8.3 · 1021m−3, while
for Tgas = 584.9 K (last point in figure 3.9) we have a gas density of 8.1 · 1022m−3. Finally, even though
the fractions of CO and O change with the gas temperature, this variation is residual compared to the
change in IO and N . Using results from previous experiments [45], it was possible to conclude that the
variation of fCO was only about 3 %. We can conclude that the mechanism proposed by Slack in [46] is
not suited to describe the data observed in this work.

To further explore the discrepancy between the experimental results and expression 3.17 we will
now analyze the effect of electron excitation associated to creation of the CO2(3B2). As discussed in
chapter (see figure 1.8), when the reduced increase, there is also an increasing contribution of energy
transferred directly to the electronic excited states of CO2. It is also worth noticing that the range of
reduced electric field that characterize the experimental setup used in this work (30-100 Td ) are likely
to promote CO2 electronic excitation. To analyze the creation of CO2(3B2) via electron impact, and
following [1], we start by considering the following rate coefficient for electronic excitation between two
energetic levels i and k (assuming a Maxwellian distrubution):

kel α exp

(
−∆Eik

Te

)
(3.19)
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where ∆Eik is the energetic difference between the states i and k, and Te is the electron temper-
ature. Considering that the electron temperature is proportional to the change in reduced electric field,
we can now propose an expression for the intensity measured. This approximation is very similar to the
one used by Guerra et al [47] :

kel = a · exp
(
− cel

(E/N)

)
(3.20)

I = kel[CO2] (3.21)

log10

(
I

[CO2]

)
= − cel

(E/N)
+ b (3.22)

where a and b are constant values, (E/N) is the reduced electric field, and cel is a constant value
related to the reduced electric field necessary to electronically excite CO2. Expression 3.22 was used
to analyze the relation between E/N with the broadband emission, for various conditions of discharge
current and gas flow 3.2:

Figure 3.10: Variation of the logarithm of broadband intensity divided by the CO2 concentration, measured for
different gas mixtures ( CO2, and Ar), as a function of the reduced electric field.
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Current (mA) CO2 Flow (sccm) CH4 Flow (sccm) Ar Flow (sccm) b cel (Td)
20 7.40 0 0.39 6.59 108.28
40 7.40 0 0.39 7.42 129.3
40 7.40 0 0.48 7.10 122.1
40 3.70 3.70 0.43 7.02 127.2
40 6.66 0.74 0.43 6.80 112.5
40 7.03 0.37 0.43 6.49 92.6

Table 3.2: Parameters obtained from the fits in figures 3.10 and 3.11. The medium and the standard deviation of
the b and cel values are the following: cel=115.33 Td, σcel=13.83 Td. b=6.90, σb =0.05

Figure 3.11: Variation of the logarithm of broadband intensity divided by the CO2 concentration, measured for
different gas mixtures ( CO2, CH4 and Ar) as a function of the reduced electric field.

The results show a clear dependence of the intensity of the broadband emission on the electronic
excitation of the CO2 molecule. From figures 3.10 and 3.11, we can observe linear linear dependence of
the broadband emission with the quantity 1/(E/N), from which we can conclude that the reduced electric
field and the CO2 concentration are the main parameters that determine the intensity of this emission.
Furthermore the decrease of intensity with the increase of the gas temperature, as previously seen, can
be explained by the decrease in the reduced electric field. In relation to the values of b and cel we see
that they present some dependence with plasma conditions given their evolution with current and flow
rates (see table 3.2).

Overall, the method developed in this section offers an easy-to-handle solution if quick reduced
electric field measurements are required in CO2 discharges, provided access to the broadband emission.
Note, however, that the applicability of the proposed method is always dependent of mechanisms that
can influence the creation and loss of electronic excited states of CO2 , namely CO2(3B2). This approach
should be further studied and validated in future works. In particular, next studies should analyze the
dependence of b and cel constants with the plasma conditions (e.g. discharge current and flow rate).

3.3.3 Gas temperature measurements

In this section we analyze the gas temperature obtained from the fitting of the CO Angstrom system.
Spectra with different initial gas compositions were analyzed. In this analyses, the combined flow of
CO2 and CH4 was always 7.40 sccm with a small amount of Ar (0.43 sccm). The relative amounts
of CO2 and CH4 were changed for different sets of measures. Furthermore, the pressure and current
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values were also varied in the range of 0.5 and 5 Torr and 10 and 50 mA, respectively.

Figure 3.12: CO rotational emission band and the corresponding fit, with input flow of 7.03 sccm of CO2 and 0.37
sccm if CH4, pressure at 1.5 Torr and current of 40 mA.

Figure 3.12 shows an example of the experimental data obtained for the CO rotational emission
Angstrom band and the corresponding fitting spectrum. We can now apply the fitting procedure for
different conditions of current, pressure and gas mixture:

Figure 3.13: Variation of the gas temperature with current, measured for a DC glow discharge plasma with pressure
of 3 Torr, and with with input flow of 3.70 sccm of CO2 and 3.70 sccm of CH4.
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Figure 3.14: Variation of the gas temperature with pressure, for a DC glow discharge plasma with a current of 40
mA, and varying input flows.

In figure 3.13 we see the variation of the gas temperature with discharge current. As expected we
observe an increase of the gas temperature with the discharge current, which is particularly strong from
40 to 50 mA. In figure 3.14 shows the variation of the gas temperature with the gas pressure. We can
see that the temperature also increases with the growth of the pressure. Finally, the temperature also
has an increasing trend with the amount of CO2 present in the initial mixture.

These results are consistent with the measurements that were made in the PhD thesis of A. S.
Morillo-Candas in [45], in which the gas temperature was measured in CO2 plasmas (but without CH4),
and also increased with the current and pressure values. Note that in [45] the gas temperature was
obtained through FTIR measurments. In this work we have demonstrated that OES also offers an
easy-to-handle solution if Tgas measurements are required in CO2 discharges, provided access to the
emission of CO Angstrom band. To further validated this approach, it would be necessary to compare
the gas temperature measures through FTIR measurements and through the rotational temperature fit.
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3.4 Fourier Transform Infrared Spectroscopy - Experimental Re-
sults

3.4.1 General Considerations

Figure 3.15: Experimental setup for the DC Glow Discharge plasma, used for FTIR measurements.

In this section we analyze the concentration of species downstream the DC discharge, ignited with
mixtures of CO2 and CH4 (see figure 3.15). More specifically, we will analyze the fraction of CO2, CO,
CH4, C2H2, C2H4, C2H6 and H2O as function of various parameters, namely gas pressure, initial CO2
fraction and total gas flow. The input gas consists of CO2 and CH4, whose flows are controlled by the
respective flowmeters, in the range between 1.45 sccm to 7.40 sccm. The gas is pumped into the reactor,
where the plasma is created as a result of the high voltage applied between the cathode and anode, with
a low current (typically ≤ 50 mA). Argon flow is used to clean the reactors in between measurements.
Finally, since this is a downstream measurement, the second reactor acts as a measurement cell for the
post-plasma gas, and this is where the FTIR measurements will be made. Regarding the measurements,
the following concerns are important to consider:

• Liquid nitrogen was used to initially cool the FTIR before every set of measurements and the
reactor was purged with Argon, for 20 minutes, with the pump turned on, in order to clean the
reactor of impurities and unwanted species. This was done every 3 hours, in case measurements
were continuously being made.

• The background emission was taken after the cooling of the FTIR and before turning on the plasma.

• The pressure was controlled and measured directly with the pressure gauge. Some conditions
(depending on the pressure studied) required a calibration of the pressure through adjustments of
about 0.02-0.05 Torr.

• For pressures higher than 1 Torr, the experimental measurements were taken using an automatic
script, that controlled the different parameters (pressure, current, gas flows) and was able to collect
all the necessary spectrums. At low pressures (below 1 Torr) this automatic script had be replaced
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by manual control, given that the automated pressure controller did not allow pressure as low as 1
torr for flows of 7.40sccm.

• Before turning on the plasma, the absorption spectrum was always taken with the desired gas
flows in the reactor, without using high voltage. The purpose of this point was to confirm that the
gas mixture before the plasma was properly formed. With the fitting algorithm, it was possible to
confirm the presence of CH4 and CO2. Initially, the gas mixture was not always the expected one
and it was necessary to repeat some of the measures. When the experimental measures were
redone, more time was given in between measurements, so that the inlet gases had more time to
purge the previous gas composition. After this, the chemical composition was the intended one.

• From the fitting algorithm, it was also possible to obtain a measured value of the pressure. This
value was always calculated with a systematic error of about 0.1 Torr at low pressure and 0.2 Torr
at high pressures.

• Regarding the total flow, two different values were used, Q̇ = 7.40sccm and Q̇ = 2.88sccm. The first
flow value was used since it provided a stable α parameter (dissociation rate,α = [CO]out/[CO2]in)
during the measurements. The second value leads to an equal residence time of the experimental
data present in section 3.3.

3.4.2 Results

In this section, the results of the spectrum transmittance fitting will be shown. This fit will provide the
equilibrium chemical composition of the plasma species, as function of different initial conditions.

We start by exploring the different chemical compositions for constant values of the pressure and
total flow (3 Torr and 2.89 sccm), while changing the discharge current. In figure 3.16 we can see that the
amount of CO2 and CH4 are decreasing, with a total reduction of more than 10 % in the concentration.
On the other hand, CO fraction has a steady increase from about 0.25% to about 0.4% when the current
increases from about 10 to 50 mA.

Figure 3.16: Equilibrium concentration values for CO2, CO, CH4, with varying current, at 3 Torr, with a 50/50%
CO2/CH4 mixture and with total flow at 2.89 sccm.
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Figure 3.17: Equilibrium concentration values for H2O, C2H2, C2H4 and C2H6, with varying current, at 3 Torr, with a
50/50% CO2/CH4 mixture and with total flow at 2.89 sccm.

In figure 3.17 it is possible to look at the low-concentration species. Under the present conditions,
water can reach 4% concentration for currents above 40 mA. It is also possible to see that the concentra-
tion is increasing with the increasing current. Small amounts of C2H4 and C2H6 were also detected, with
concentrations of about 1 % and 0.5%, respectively. Negligible quantities of C2H4 were also detected.
It is worth mentioning also that the sum of the total concentrations does not add up to 100 %, given that
some molecules and atoms present in the setup are not detected by FTIR, such as O2, H2, O and H.

Figure 3.18: Equilibrium concentration values for CO2, with varying current and pressure, with a total flow of
7.40sccm.
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Figure 3.19: Equilibrium concentration values for CO2, with varying current and pressure, with a total flow of
2.89sccm.

In figure 3.18 we can see the change of CO2 concentration with the gas flow of CO2 and gas
pressure, using a total gas flow of 7.40 sccm. Here we see that by increasing the initial amount of
CO2 in the plasma we also increase the final concentration of CO2. As for the effect of the pressure,
the variation is much lower. It is worth noticing that when the initial flow of CO2 is 90%, the measured
concentration of CO2 presents a significant increase with the pressure (about 20%). This effect will be
further explored in the modelling section.

The results related to the total gas flow of 2.89 sccm can be seen in figure 3.19. When the initial
CO2 flow is 50% there is a clear decrease in the measured amount of CO2, compared to the situation
observed in figure 3.18. When the initial CO2 flow is 90 % and 95%, the variation of pressure has a
significant impact on the final amount of CO2 in the plasma, since the concentration values can increase
up to 40 %.
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Figure 3.20: Equilibrium concentration values for CO, with varying current and pressure, with a total flow of
7.40sccm.

Figure 3.21: Equilibrium concentration values for CO, with varying current and pressure, with a total flow of
2.89sccm.

The results related to the fraction of CO measured downstream the reactor are shown in figure 3.20
and 3.21. In 3.20 we see that the final concentration of the final concentration of CO does not vary
linearly with the initial amount of CO2 mixture. Furthermore when the mixture is 90% CO2, the fraction
of CO has a significant decrease with the increase of gas pressure. effect can also be related to an
increase of CO2 fraction. However, when the mixture is composed by 100 % CO2,an opposite trend
is observed. Here the amount of CO fraction increases with the pressure. This effect will be further
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explored during the modelling analysis in chapter 4.

Figure 3.22: Equilibrium concentration values for CH4, with varying current and pressure, with a total flow of
7.40sccm.

Figure 3.23: Equilibrium concentration values for CH4, with varying current and pressure, with a total flow of
2.89sccm.

Figures 3.22 and 3.23 show the results related to the change of CH4 fraction as a function of
pressure and initial fraction of CO2. Firstly, and provided that we are not considering high-pressure
values (above 2 Torr), the variation of pressure does not have a major influence in the measured CH4

fraction. Also, the variation of the total flow seems to reduce the CH4 fraction measured in the plasma
(see the cases of 50% initial CO2 fraction between figure 3.22 and 3.23). Finally, as it would be expected,
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the fraction of CH4 measured increases when increasing the initial amount of CH4 used in the mixture.

Figure 3.24: Equilibrium concentration values for C2H2, with varying current and pressure, with a total flow of
7.40sccm.

Figure 3.25: Equilibrium concentration values for C2H2, with varying current and pressure, with a total flow of
2.89sccm.

The results related to the C2H2 fraction measured in the plasma are shown in figures 3.24 and
3.25. Compared to the previous species, we can see that the concentration of C2H2 is very small.
Nevertheless, it is interesting to note that trends associated to the change of C2H2 fraction are similar
to the trends observed in case of CH4. For instance, the change of C2H2 fraction seems to be also
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independent of the pressure (for values above 2 torr). Furthermore, a an increase of the initial amount
of CH4 in the mixture also leads to an increase of the amount of C2H2.

Figure 3.26: Equilibrium concentration values for C2H6, with varying current and pressure, with a total flow of
7.40sccm.

Figure 3.27: Equilibrium concentration values for C2H6, with varying current and pressure, with a total flow of
2.89sccm.

The C2H6 fractions are shown in figures 3.26 and 3.27. The molecule can reach a concentration
above 3%, which may lead to an important contribution for the overall chemistry of CO2-CH4 plasmas.
We can see that an increase of he total flow rate leads to an increase of the C2H6 fraction. We can also
see that, as the initial amount of CH4 increases, so does the final concentration of C2H6.
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Figure 3.28: Equilibrium concentration values for H2O, with varying current and pressure, with a total flow of
7.40sccm.

Figure 3.29: Equilibrium concentration values for H2O, with varying current and pressure, with a total flow of
2.89sccm.

The results related to the H2O fraction are shown in figures 3.28 and 3.29. First of all, note that the
H2O molecule should not be detected when the initial mixture is composed by entirely by CO2 given the
lack of H atoms be present if the initial amount of CO2 is 100%, given the lack of H atoms. However
in figure 3.28, with a pressure of 1.75 torr, a small amount of H2O is found. This observation is due to
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remains of H2O from previous measurements that were not removed from the reactor. Note that when
the initial concentration of CO2 is ranged from 80 % to 90 %, the H2O fraction is about 6% to 8%. If
the initial CO2 concentration is ranged between 50% and 70%, the H2O fraction decreases to about 2%
to 4%. Also when the total flow is 2.89 sccm, the fraction of H2O decreases about 50% (compared to
the situation with higher flow rate). Finally, regarding the pressure effect in figure 3.29, we see that, in
general, the fraction of H2O increases with the gas pressure.

Figure 3.30: Equilibrium concentration values for C2H4, with varying current and pressure, with a total flow of
7.40sccm.

Figure 3.31: Equilibrium concentration values for C2H4, with varying current and pressure, with a total flow of
2.89sccm.
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Finally, figures 3.30 and 3.31 shows the results associated to the fraction of C2H4 molecule. For
both situations of total flow (i.e. 7.40 sccm and 2.89 sccm), the experiments show a general increase
of the C2H4 fraction with the decrease of pressure. For some conditions the fraction of C2H4 can reach
about 2%
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Chapter 4

Modelling

4.1 Theoretical Introduction

In order to accurately simulate our low temperature plasma and compare our experimental results, the
LisbOn KInetics Simulation Tool (LoKI) was used [48]. Plasmas are a notoriously complex environment,
due to the non-linearity of the equations that govern it. Overall, the LoKI software is able to solve a
two-term homogeneous electron Boltzmann (LoKI-B) and also to determine the chemistry of the various
neutral and charged species present in the plasma (LoKI-C). The LoKI software is programmed under
MATLAB to benefit from its matrix-based architecture, and LoKI-B is distributed as open-source [48]. In
the next sections, an overview of the models is given.

4.1.1 LoKI-B

It’s possible to write the electron Boltzmann equation as:

∂fe
∂t

+ ~ve.~∇~rfe +
~Fe
me

.~∇vefe =

(
∂fe
∂t

)
coll

, (4.1)

where fe is the velocity distribution function , ~ve is the electron velocity, ~r is the electron position, ~Fe is
the total force applied on the electron,

(
∂fe
∂t

)
coll

is the variation of the EEDF due to the collision between
electrons and heavy species

Since this equation is difficult to solve, approximations are commonly used. To learn more about
the assumptions/approximations used in the LoKI Boltzmann solver, see Tejero-del-Caz et al [48]. In
this case, we just look at the most relevant ones:

• Steady State: Because the EEDF’s relaxation time is shorter than that of any other phenomenon
under study, it does not depend explicitly on time.

• Plasma homogeneity: the EEDF does not depend explicitly on position (Electric field roughly uni-
form);

• Non-magnetised plasma;

• Small anisotropic regime: Because the electric field only induces small anisotropies in the system,
the velocity distribution function expansion may be expressed as fe ≈ fe,1 + ~ve. ~fe,1
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With these approximations, equation 4.1 may be simplified to:

∂fe
∂t
−

~Fe
me

.~∇vefe =

(
∂fe
∂t

)
coll

, (4.2)

4.1.2 LoKI-C

LoKI-C is concerned with the processes that occur in the plasma that include heavy species. So, for
each heavy atom in plasma, including transport effects, the algorithm solves the zero-dimensional rate-
balance equations (volume averaged). This is the rate balance equation for the general species i:

dni
dt

=
∑
j

(
dni
dt

)
j

= 0 (4.3)

where ni is the density of species i and the sum is computed over all j reactions involving the
formation or destruction of species i. The following equation can be used to generalize the numerous
species equations that account for their genesis and destruction:

(
dni
dt

)
j

=

(
kj
∏
l

nl

)(
a+i,j − a

−
i,j

)
(4.4)

where a+i,j and a−i,j are the stoichiometric coefficients of species i on the right and left hand sides
of the reaction, accounting for the formation and destruction mechanisms, respectively, and the sum is
performed over the number of j reactions involving species i.

Heavy-species chemistry reaction rates are classified into four categories: electron-heavy species
(e-H), heavy species (H-H), diffusion to the wall (H-w), and reactor inlet and outlet flow. These types of
reactions are discussed in the following sections:

Electron-heavy species

Electron impact excitation, electron impact dissociation, electron impact ionization, and electron attach-
ment are all examples of reactions in this category. They take the form:

e+M −→ reaction products (4.5)

where M is a collisional species. The reaction terms are described by [49]:(
dni
dt

)
eH

= ne
∑
j

((
a+i,j − a

−
i,j

)
njkj

)
(4.6)

where ni denotes the density of the species i on the left-hand side of reaction j and ne denotes
the electron density, which is used as an input in the model. The rate coefficient is then calculated
numerically by integrating the cross section found in the literature for each specific process using the
EEDF calculated by the LoKI-B.

Heavy species reactions

This group includes all 2 or 3 body reactions involving collisions between neutrals and/or ions, as well
as radiative decay.. They take the following form:

α1(M1) + α2(M2) + α3(M3) −→ reaction products (4.7)
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where Mk represents the species and ak its stoichiometric coefficient. The reaction terms are given
by: (

dni
dt

)
H−H

= ne
∑
j

((
a+i,j − a

−
i,j

)
nj,1nj,2nj,3kj

)
(4.8)

In this scenario, the rate coefficients kj are commonly derived using Arrhenius type equations, the
constants for which can be found in the literature. If vibrationally excited species are present in the
chemical equation, the Fridman approximation [1] often can be utilized.

Diffusion to the Wall

Diffusion to the wall can result in the loss of both neutral and charged particles, with different equations
describing these processes. Beginning with the neutrals, the wall losses of neutral species I are com-
puted using an effective loss rate coefficient on the wall, kj , where i is the typical decay time due to
diffusion to the wall (τi = k−1j ) [50]. This decay time is calculated as follows:

τi =
Λ2

Di
+

4V
S (1− γi

2 )

γivi
(4.9)

where Λ is the characteristic length, V and S are the reactor volume and area, Di is the diffusion
coefficient, γi is the destruction probability on the wall and vi is the thermal speed of species i. The
diffusion coefficient Di is given by [51]:

Di =
1− χi∑
i 6=b

χb

Dib

(4.10)

and where χi = Ni/N and χb = Nb/N are the relative concentrations of species i and b in the
plasma; and Dib are the binary diffusion coefficients of species i in background gas b, respectively. The
mathematical formula for Dib is given by Hirschfelder [52] as:

Dib =
1.930× 1021

√
Tgas

2uib

NσijΩ(1,1)∗T∗
(4.11)

where uij is the reduced mass, T∗ = kBTgas/eij , and σij and εij are parameters of the Lenard-
Jones interaction potential. The collision integral Ω(1,1)∗ can be found in [52], and the Lenard-Jones
parameters are given by σij = (σi + σj)/2 and εij =

√
εiεj . The individual Lenard-Jones parameters

can be found in the literature.
Finally, by combining the last two formulas, the reaction term associated with neutral species diffu-

sion to the wall is obtained by: (
dni
dt

)
eH

= ne
∑
j

((
a+i,j − a

−
i,j

)
nj/τi

)
(4.12)

Where species i is being destroyed by reaction j at the wall.
Regarding, charged species it is important to note that they experience a different process than neu-

tral species when it comes to plasma diffusion, which is called ambipolar diffusion. Here, the ambipolar
diffusion coefficient for a specific species i, Da,i may be calculated by using the following formula:

Da,i = Di − µi
∑n+1
b=1 nbDb∑n+1
b=1 nbµb

(4.13)

Where Di and µi are the free diffusion and mobility coefficients of each species i and these two
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numbers can be obtained and used to generate the relevant rate coefficient by repeating the previous
approach and using the free mobility coefficient as a tabular value.

ki =
Di

Λ2
− µi

Λ2

∑n+1
b=1 nbDb∑n+1
b=1 nbµb

(4.14)

Similarly, the contribution to the rate balance equation is determined using expression 4.12.

Entering and existing flow

The reactions of entering and exiting flow may be represented as

∗ −→M , inlet flow (4.15)

M −→ ∗, outlet flow (4.16)

Because there are no species on the reaction’s left side, the given rate coefficient is already a rate
density. As a result, the term that accounts for the incoming flow response may be easily expressed as(

dni
dt

)
in

=
4.47796× 1017f ini

V
(4.17)

in which 1 sccm = 4.47796 particles/s is included as a conversion factor in the numerator, V is the
reactor’s volume, and f ini is the inlet flux.

The steady-state system approximation is utilized to compute the exit flow term by assuming that the
total number of particles in the reactor is kept constant, and therefore this rate coefficient is computed
at each time instant to keep the balance constant. This way, the exiting flow term is given by:(

dni
dt

)
out

= nik
out = ni

4.47796× 1017fouti

V
(4.18)

where f ini is the outlet flux.

4.1.3 LoKI Flowchart

We will now look into the workflow of the LoKI as a whole, as represented in figure 4.1

Figure 4.1: Flowchart of the LoKI software.

In the flowchart, one begins by supplying the original neutral gas mixture and an initial approxima-
tion for the reduced electric field. The Boltzmann Solver is then used to solve the electron Boltzmann
equation using the provided cross sections. Once the working conditions have been set up, one enters
them all at once: in this case: pressure (p), gas temperature (Tg), electron density (ne), and optionally
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the EEDF - otherwise, LoKI calculates the EEDF and integrates over it to achieve the desired rates
corresponding to the transition from state i to state j, according to the following expression:

Ci,j =

√
2

me

∫ +∞

0

uσi,j(u)f(u)du (4.19)

where me is the electron mass, σi,j the cross sections and u the energy, and f(u) the EEDF. In
addition to the EEDF and rate coefficients, the user is also given with the electron swarm characteristics
and temperature, Te.

The code now moves on to the chemical solver, LoKI-C. Three nested cycles are performed using
the LoKI-B output as inputs to evaluate the pressure, neutrality, and final balance of the system. A new
fraction is examined if the conservation of particles does not meet a certain threshold in the initial cycle.
A new value of E/N is proposed if the plasma charge differs from zero on the quasi-neutrality cycle.
When it comes to the last cycle, it checks to see if the final mixture has been attained, and restarting the
whole process if needed. When a value less than the global cycle limit error is achieved, the process is
completed.

4.2 Simulation Results

In order to simulate the CO2/CH4 plasma and replicate the experimental data, several steps were neces-
sary. First, it is necessary to study electron kinetics, in order to test whether the swarm parameters were
accurate comparing to the experimental data. For this, a study of the swarm parameters was carried out
in section 4.2.1, and LoKI-B was used.

Having done this validation, we move on to LoKI-C and create a model for the chemistry of our
system. This was done by testing different reactions between the molecules present in the plasma and
different rate coefficients, that were found in the literature. After this, we can test our model for numerous
plasmas conditions, to try to replicate our experimental data. In this case, it was necessary to the give
the gas temperature Tg, pressure p, the length and radius of the plasma reactor. Furthermore in order
to have the correct electrical current, it was necessary to adjust the electron density ne parameter, since
the parameters are related by the following expression [49]:

I = ne · eπR2vd (4.20)

where e is the elementary electric charge, R is the reactor radius and vd the drift velocity, which was
obtained through the simulation. After the input parameters were determined, the LoKI software was
used, and it ran until the system converged, as described in figure 4.1

4.2.1 Swarm Analysis

In order to test the electron kinetics of the simulation, the swarm parameters for pure CO2 and CH4

were obtained. This was done using the LoKI-B code, and a temperature of 300 K. Values for the
characteristic energy, the reduced townsend coefficient and the mobility gas density were obtained for
different reduced electric fields (E/N ) in the range of interest for this work, and compared to experimental
values, as it can be seen in figures 4.2 to 4.7. The experimental values were taken from the IST Lisbon
Database [53] and from the Dutton Database [54].
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Figure 4.2: Characteristic energy, pure CH4 Figure 4.3: Characteristic energy, pure CO2

The swarm parameters were obtained for pure CO2 or CH4 discharges. Results show a very good
agreement between the simulation and the experimental results, especially considering that for our
experiment, E/N ∈ [40, 100]Td. Finally, using the electron kinetics presented, it was possible to obtain
the drift velocity parameter vd, which was used to calculate the plasma current, using equation 4.20.

Figure 4.4: Reduced townsend coefficient, pure CH4 Figure 4.5: Reduced townsend coefficient, pure CO2
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Figure 4.6: Mobility gas density, pure CH4 Figure 4.7: Mobility gas density, pure CO2

4.2.2 Chemistry Analysis

Having explored the electron kinetics, we can now dive into the simulation results for the chemical com-
position of the plasma. In this work, to analyze the plasma chemistry associated to CO2-CH4 plasmas,
we extended the chemical module proposed in [49] for pure CO2 discharges by including several addi-
tional species. The list of all molecules and ions considered can be found in tables 4.1. To this purpose,
we considered more than 250 reactions, using the rate coefficients taken from the available literature. In
appendix A we can find the complete list of reactions included in our chemistry module. For complete-
ness, the calculated concentrations of all the species considered in the model are given in the appendix
B for a few representative working conditions. After the comparison with the experimental results is
made, we will also explore which reactions are more important for the creation and destruction of the
most important species. We start by looking at the variation with the current, at a constant pressure and
initial chemical composition.

O2 O O3 H2 H
CO2 CO CH4 CH3 CH2

HCO OH H2O CH2O CH
C C2 C2H C2H2 C2H3

C2H4 C2H5 C2H6

O2(+) O(+) O(-) CO2(+) CO(+)

´

Table 4.1: Molecules and ions included in the kinetic model
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Figure 4.8: Experimental and simulation equilibrium concentration values for CO2, CO, CH4, with varying current,
at 3 Torr, with a 50/50% CO2/CH4 mixture and with total flow at 2.89 sccm.

Although the general trends are well captured by the model, there are some discrepancies between
the experimental and the simulated values in figure 4.8 In particular, there is an overestimation of the
amount of CH4 for all current values and an underestimation of the amount of CO2 and CO in some
current values . In the experimental values, it is possible to see an overall trend of increasing CO and
decreasing CO2 and CH4 with the current. For the simulated concentrations, it is not possible to see this
trend, particularly for currents above 30 mA.

Figure 4.9: Experimental and simulation equilibrium concentration values for H2O, C2H2, C2H4 and C2H6, with
varying current, at 3 Torr, with a 50/50% CO2/CH4 mixture and with total flow at 2.89 sccm.

In figure 4.9 the concentration of the remainder species is presented. There is an overestimation
of amount of H2O in the simulation results, but overall it is possible to see an increase in the amount
of H2O with the gas current both in the experimental and simulated data. For the C2Hm species, we
can see that, for lower currents, the concentration values are negligible. However, when the current
increases, small amounts of C2H2, C2H4 and C2H6 were detected in the simulation, and there is indeed
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an overestimation of these concentrations, comparing with the experimental data.

Figure 4.10: Experimental and simulation equilibrium concentration values for CO2, with current of 40mA and
varying pressure, with a total flow of 7.40sccm.

Figure 4.11: Experimental and simulation equilibrium concentration values for CO2,with current of 40mA and varying
pressure, with a total flow of 2.89sccm.

We now turn our attentions to the concentration results for a varying pressure and initial flow of
CO2, while keeping current at 40 mA. We start by looking at the values for the CO2 species, which
are present in figures 4.10 and 4.11 . First, the simulation results indicate that concentration does not
have a significant variation with the pressure, which is not what is observed in the experimental results.
Secondly, we see that, the equilibrium concentration of CO2 increases with the increase in the flow of
CO2, which makes total sense. Finally, comparing the experimental results with the simulation, there
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are two distinct situations: When the flow of CO2 is ≤ 80%, the agreement is almost perfect with the
experimental data. When the flow of CO2 is ≥ 90, the results are not so good, since the variation with
the pressure is not the same in both situations. This becomes especially problematic when the total flow
is 2.89 sccm, and there are major discrepancies between the results, that can reach almost 30%.

Figure 4.12: Experimental and simulation equilibrium concentration values for CO, with varying pressure, current of
40 mA and with a total flow of 7.40sccm.

Figure 4.13: Experimental and simulation equilibrium concentration values for CO, with varying pressure, current of
40 mA and a total flow of 2.89sccm.

The results for the CO concentration are presented in figures 4.12 and 4.13. It is possible to see
a slight increase of the concentration with the increase of pressure. Furthermore, the results are much
more in agreement with the experiment, for initial CO2 fractions between 50% and 80 %. Also, we can
see that when the total flow pumped is 2.89 sccm, the results are worst compared to 7.40 sccm. Overall,
it is possible to say that the concentration of CO is quite stable with the variation of pressure and of the
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initial mixture, making up between 20 and 25 % of the mixture, when the total flow is 7.40 sccm and
between 30 and 35% of the mixture, when the total flow is 2.89 sccm. One explanation for this behavior
is the fact that the outlet flux is one of the main loss mechanisms for the CO molecule.

Figure 4.14: Experimental and simulation equilibrium concentration values for CH4, with varying pressure, current
of 40 mA and with a total flow of 7.40sccm.

Figure 4.15: Experimental and simulation equilibrium concentration values for CH4, with varying pressure, current
of 40 mA and a total flow of 2.89sccm.

The results for the CH4 molecule are present in figures 4.14 and 4.15. For the simulation results,
there is a slight decrease increase in the concentration of CH4 with the pressure. Furthermore, the
equilibrium concentration reduces very much with the increase in the initial amount of CO2 in the mixture
(and thus less CH4). Comparing the results with the experimental ones, there is clearly an overestimation
of CH4 of between 10% to 15% for all of the pressure conditions, when the initial amount of CO2 is lower
than 10 %. Finally it is also possible to see that for low amounts of CH4 in the initial mixture (≤ 10%), the
molecules are almost all destroyed, since its concentrations are negligible.
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Figure 4.16: Experimental and simulation equilibrium concentration values for H2O, with varying pressure, current
of 40 mA and with a total flow of 7.40sccm.

Figure 4.17: Experimental and simulation equilibrium concentration values for H2O, with varying pressure, current
of 40 mA and a total flow of 2.89sccm.

The results for the H2O molecule are present in figures 4.16 and 4.17. We can see that when the
initial CO2 fraction is ≤ 80, there is a decrease of the concentration of H2O with the pressure. However,
when the initial CO2 fraction is > 80, the opposite is observed, and the concentration is increased with
the increase of pressure. Finally, comparing the experimental with the simulation results, we can see
that there is an overestimation of the H2O concentration, of about 3% to 10 %, for a vast majority of the
conditions.
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Figure 4.18: Experimental and simulation equilibrium concentration values for C2H2, with varying pressure, current
of 40 mA and with a total flow of 7.40sccm.

Figure 4.19: Experimental and simulation equilibrium concentration values for C2H2, with varying pressure, current
of 40 mA and a total flow of 2.89sccm.

The results associated with the change of concentration of C2H2 as a function of the gas pressure
and initial CO2 flow are shown in figures 4.18 and 4.19. It is worth mentioning that, since this molecule
has a very low concentration, we expect lower accuracy on the experimental measures. Despite this, we
can see that for the simulation results, there is a steady decrease of the C2H2 for almost all conditions
with the pressure, except when the total flow is 2.89 sccm and the initial CO2 fraction is 50 %. Comparing
with the experimental results, overall, there is not a very good agreement between the simulated and the
experimental concentrations. However, we can see that the simulation indicates that the concentration
of the molecule is always lower 1 % and that this concentration increases when the initial CH4 fraction
is greater, which is consistent with the experimental results.
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Figure 4.20: Experimental and simulation equilibrium concentration values for C2H4, with varying pressure, current
of 40 mA and with a total flow of 7.40sccm.

Figure 4.21: Experimental and simulation equilibrium concentration values for C2H4, with varying pressure, current
of 40 mA and a total flow of 2.89sccm.

In figures 4.20 and 4.21 we present the concentration results for the C2H4 molecule . We can
see that, for most conditions, the concentration decreases with the increase of pressure, and this trend
is only not followed when the initial CO2 fraction is 50 %. Furthermore, the concentration of C2H2

decreases when the initial CH4 fraction also decreases, which is expected. As for the comparison with
the experimental results, the results are not very consistent. In many cases, there is an overestimation
of the C2H4 compared to the experimental results. Furthermore, the sudden increase of the C2H4 when
the pressure is equal to 1 Torr, is not replicated in the simulation.
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Figure 4.22: Experimental and simulation equilibrium concentration values for C2H6, with varying pressure, current
of 40 mA and with a total flow of 7.40sccm.

Figure 4.23: Experimental and simulation equilibrium concentration values for C2H6, with varying pressure, current
of 40 mA and a total flow of 2.89sccm.

Finally, the results for the molecule C2H6 are present in figures 4.22 and 4.23. Overall, we can
see that the concentration decreases with the increase of pressure for almost every condition, except
when the initial flow of CO2 is 50% and the total flow is 2.89 sccm. Furthermore, an initial amount of
CH4 in the mixture is also correlated to an increase in the amount of C2H6 , which is expected. Fi-
nally comparing with the experimental results, the results are not very consistent. Despite this, for lower
values of CH4 flow, the amount of C2H6 becomes residual, both on the experimental and simulation data.

Overall, the simulation results of the density are satisfactory. It was possible to simulate all the
relevant species and the dependence with plasma parameters. Although the agreement with experiment
was not always very good, the predicted orders of magnitude and several general trends were correctly
described. For most conditions, the errors between the experimental and simulated concentrations were
between 2% and 15 %, despite some instances, when the total flow was 2.89 sccm, where the error
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could go up to 30 %. Furthermore, for some of the species, like CH4 and H2O, an error of about 5 % to
15 % in the concentration was consistently found, which is where major improvements in the model can
happen.

We now turn our attention to the different chemical reactions that influence the plasma composition.
On tables 4.2 to 4.5 , the main mechanisms that responsible for the creation and destruction of the most
important species of the plasma are exposed. For a more consistent approach, this analysis was made
for a varying pressure and different initial plasma composition, and a constant total flow of 7.40 sccm
and current of 40 mA. Only reactions with a density contribution of above 1 % were considered. Both
the inflow and outflow reactions were neglected.

Species Process Number Reaction Max (%) Min (%)

CO2

Creation

F1CO2 CO(a3P)+CO(X) −→ CO2(X)+C(X) 33.69 8.66
F2CO2 CO(a3P)+O2(X) −→ CO2(X)+O(3P) 49.04 ≤1.00
F3CO2 CO(X)+OH(X) −→ H(1s)+CO2(X) 67.62 ≤1.00
F4CO2 CO2(+,X)+O(3P) −→ O(+,gnd)+CO2(X) 7.72 ≤1.00
F5CO2 CO2(+,X)+Wall −→ CO2(X) 12.23 ≤ 1.00
F6CO2 O(-,gnd)+CO(X) −→ e+CO2(X) 36.94 7.22
F7CO2 O(3P)+CO(X)+CO2(X) −→ CO2(X)+CO2(X) 7.60 ≤1.00
F8CO2 O(3P)+HCO(X) −→ H(1s)+CO2(X) 47.84 ≤1.00

Destruction

D1CO2 CH(X)+CO2(X) −→ H(1s)+2CO(X) 8.45 ≤1.00
D2CO2 CH2(X)+CO2(X) −→ CH2O(X)+CO(X) 15.64 ≤1.00
D3CO2 CO(a3P)+CO2(X) −→ 2CO(X)+O(3P) 33.84 15.84
D4CO2 e+CO2(X) −→ CO(X)+O(-,gnd) 3.22 1.19
D5CO2 e+CO2(X) −→ e+CO(X)+O(1D) 78.12 49.53

Table 4.2: Relevant creation and destruction processes for the CO2 molecule, with the following plasma conditions:
Discharge current 40 mA; Varying gas pressure from 0.6 Torr to 5 Torr; Total inlet gas flow of 7.40 sccm, composed
of CO2 and CH4. Varying initial flow of CO2, from 50 % to 100% of the total gas flow.
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Species Process Number Reaction Max (%) Min (%)

CO

Creation

F1 CO C2H5(X)+HCO(X)−→C2H6(X)+CO(X) 3.25 ≤1.00
F2CO CH(X)+CO2(X)−→H(1s)+2CO(X) 3.23 ≤ 1.00
F3 CO CH2(X)+CO2(X)−→CH2O(X)+CO(X) 2.12 ≤ 1.00
F4 CO CH2(X)+O(3P)−→CO(X)+2H(1s) 1.55 ≤ 1.00
F5CO CH3(X)+HCO(X)−→CH4(X)+CO(X) 1.99 ≤ 1.00
F6CO CO(a3P)+CO(X)−→CO(X)+CO(X) 71.12 22.67
F7CO CO(a3P)+CO2(X)−→2CO(X)+O(3P) 15.34 8.64
F8CO CO(a3P)+CO2(X)−→CO(X)+CO2(X) 7.67 4.32
F9CO CO(a3P)+O(3P)−→CO(X)+O(3P) 31.30 ≤ 1.00
F10CO CO(a3P)+O2(X)−→CO(X)+2O(3P) 6.27 1.06
F11CO e+CO2(X)−→e+CO(X)+O(1D) 25.64 6.72
F12CO H(1s)+HCO(X)−→CO(X)+H2(X) 3.74 ≤ 1.00
F13CO O(3P)+HCO(X)−→CO(X)+OH(X) 2.24 ≤ 1.00
F14CO O2(X)+C(X)−→CO(X)+O(3P) 1.13 ≤ 1.00

Destruction

D1CO CO(a3P)+CO(X)−→CO2(X)+C(X) 1.37 ≤ 1.00
D2CO CO(X)+OH(X)−→H(1s)+CO2(X) 6.33 ≤ 1.00
D3CO e+CO(X)<−→e+CO(a3P) 96.87 91.46
D4CO e+CO(X)−→e+C(X)+O(3P) 1.12 ≤ 1.00
D5CO O(-,gnd)+CO(X)−→e+CO2(X) 3.02 ≤ 1.00

Table 4.3: Relevant creation and destruction processes for the CO molecule, with the following plasma conditions:
Varying gas pressure from 0.6 Torr to 5 Torr; Total inlet gas flow of 7.40 sccm, composed of CO2 and CH4. Varying
initial flow of CO2, from 50 % to 100% of the total gas flow.

Species Process Number Reaction Max (%) Min (%)

CH4

Creation
F1 CH4 C2H5(X)+CH3(X)−→C2H4(X)+CH4(X) 4.74 ≤ 1.00
F2 CH4 CH3(X)+H(1s)−→CH4(X) 99.95 63.34
F3 CH4 CH3(X)+HCO(X)−→CH4(X)+CO(X) 31.62 ≤ 1.00

Destruction

D1 CH4 CH4(X)+O(1D)−→CH3(X)+OH(X) 89.90 29.47
D2 CH4 CH4(X)+O(3P)−→CH3(X)+OH(X) 4.76 ≤ 1.00
D3 CH4 CH4(X)+OH(X)−→CH3(X)+H2O(X) 5.01 ≤ 1.00
D4 CH4 e+CH4(X)−→e+CH2(X)+H2(X) 34.63 ≤ 1.00
D5 CH4 e+CH4(X)−→e+CH3(X)+H(1s) 31.74 ≤ 1.00
D6 CH4 O(1D)+CH4(X)−→CH2O(X)+H2(X) 9.77 3.27

Table 4.4: Relevant creation and destruction processes for the CH4 molecule, with the following plasma conditions:
Varying gas pressure from 0.6 Torr to 5 Torr; Total inlet gas flow of 7.40 sccm, composed of CO2 and CH4. Varying
initial flow of CO2, from 50 % to 100% of the total gas flow.
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Species Process Number Reaction Max (%) Min (%)

H2O
Creation

F1 H2O C2H5(X)+OH(X)-C2H4(X)+H2O(X) 6.62 ≤ 1.00
F2 H2O C2H6(X)+OH(X)−→C2H5(X)+H2O(X) 9.46 ≤ 1.00
F3 H2O CH2O(X)+OH(X)−→H2O(X)+HCO(X) 60.97 3.64
F4 H2O CH4(X)+OH(X)−→CH3(X)+H2O(X) 12.49 ≤ 1.00
F5 H2O H2(X)+OH(X)−→H2O(X)+H(1s) 9.47 ≤ 1.00
F6 H2O OH(X)+H(1s)−→H2O(X) 95.25 10.80
F7 H2O OH(X)+HCO(X)−→CO(X)+H2O(X) 3.64 ≤ 1.00

Destruction
D1 H2O CH2(X)+H2O(X)−→CH3(X)+OH(X) 30.92 ≤ 1.00
D2 H2O e+H2O(X)−→e+H(1s)+OH(X) 99.98 69.08

Table 4.5: Relevant creation and destruction processes for the H2O molecule, with the following plasma conditions:
Varying gas pressure from 0.6 Torr to 5 Torr; Total inlet gas flow of 7.40 sccm, composed of CO2 and CH4. Varying
initial flow of CO2, from 50 % to 100% of the total gas flow.

A analysis of the results for each species is given below:

• CO2 Creation : For the creation process, when the flow of CO2 is lower (between 50% and 80 %)
F1CO2, F3Co2 and F5CO2 are the most important processes, to take into account. While F3CO2is
favoured by higher pressures, F5CO2 contributions decrease with the increase of pressure. When
the flow of CO2 is higher ( ≥ 90 %), but there is still some CH4, F6CO2, F2CO2 and F8Co2

become the most relevant processes of creation to take into account. While F2CO2 and F6CO2 is
favoured by high pressures, the opposite effect happens for F8CO2. Finally, when the flow is 100
% CO2 F2CO2, F4CO2, F7CO2 and F7CO2 become the most relevant process, with a reasonable
contribution from F1CO2.

• CO2 Destruction The most relevant processes for the destruction of CO2 are D1CO2, D2CO2,
D3CO2 and D5CO2. D1CO2 and D2CO2 are most favoured when the initial flow of CO2 is be-
tween 50% and 80 %. Furthermore, when the pressure increases, the contribution from D1CO2

decreases, while the contribution from D2CO2 increases. D3CO2 contribution to the density is for
most conditions ≈ 30%, except when the initial flow is 100 % CO2, which makes the contribution
decline to lower values. It is also favoured by the increase in the pressure. D5CO2 is also a very
important process. In most conditions, its contribution is close to 50 %, but when the flow of CO2

is ≥ 90% its contribution increases, and can reach 78 %. This process is also favoured by lower
pressures.

• CO Creation : F6CO, F7CO, F8CO, F9CO, F10CO and F11CO are the most relevant processes
for the creation of CO. F6CO is a very important process, with a contribution of about 50 % to 70
% for almost all conditions and it is favoured by higher pressures, although When the flow is 100 %
CO2, the contribution is reduced to 20%-30%. F7CO contribution is topically between 10% and 15
% and its contribution increases when the initial flow of CO2 is higher. F8CO is a also a relevant
process, which contribution increases with the initial flow of CO2 and with the increase of pressure.
F9CO, F10CO and F11CO are processes that usually do not have a relevant contribution, except
when the flow of CO2 reaches 100 %, where the maximum values of the contribution shown in
table 4.3 are reached.

• CO Destruction: Process D3CO is the main reaction responsible for the destruction of CO, for all
conditions. Typically it accounts for 93 to 96 % of the total density. This value tends to decrease
as the initial flow of CO2 increases, and this is were processes D1 CO, D2CO, D4CO and D5CO
become more favourable and also contribute for the destruction of CO.
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• CH4 Creation: For the creation of CH4, F2CH4 is the most important reaction. The contribution is
between 85% and 93 % for most of the conditions, and increases with the pressure. Under these
conditions, reaction F3CH4 accounts for the rest of the density, with a contribution between 7%
and 15%. There are two sets of conditions that don’t follow this rule: First, when the flow is 50
% CO2, the contribution of F2CH4 is reduced up to 63 %, while F3CH4 increases up to 32 % and
F1CH4 increases up to almost 5 %. Secondly, when the flow of CO2 is 100 %, reaction F3CH4

accounts for basically 100 % of the creation of CH4.

• CH4 Destruction F1CH4 is a very important reaction for the destruction of CH4. Its contribution
to the density increases with the pressure and the CO2 flow, going from 30 % to 87 %. F6CH4

also has this behavior, at a smaller contribution, going from 3% to 10%. F4CH4 and F5CH4 have
the opposite behavior than F1CH4: It decreases with the increase in pressure and CO2 flow, from
≈ 33% to ≤ 1%. F2CH4 is only relevant for high values of CO2 flow. Finally, F3CH4 has a big
variation with the increase of pressure, going from 1% to 5% in its contribution, but is only relevant
when the CO2 flow is ≥ 90%

• H2O Creation C3H2O is an important process for the creation of H2O. It typically accounts for 30%
to 40% of the total density, but there are two exceptions. When the CO2 flow is 50 % this value
increases, and it can reach 61 % at 5 Torr. On the other hand, when the CO2 flow is 90 %, this
value is reduced, and it contribute only to 3% of the total density. C5H2O has the opposite trend of
C3H2O: It usually signifies 40% to 50 % of the total density of H2O, but when the CO2 flow is 50 %,
this value is reduced, and can reach 4 % and when the CO2 flow is 90 %, it has a very big increase
and it can contribute to 90 % of the creation of H2O. For C1H2O and C2H2O are only relevant
reactions when the CO2 flow is 50 %. At the highest pressures, they can reach a contribution of
6 & and 9%, to the total density. Finally processes C4H2O and C5H2O are especially relevant at
higher pressures, and can reach a contribution of 12% and 9%, respectively, while being almost
negligible at lower pressures.

• H2O Destruction There are two main contributions for the destruction of the H2O molecule.
D2H2O typically has a contribution of 80 % to 95 % to the total density, that decreases with the
increase of pressure. This is true for almost all of the conditions, except when the CO2 flow is
90%, when the contribution of D2H2O can reach 99% of the total density. D1H2O has always the
opposite behavior of D2H2O, since these are the only two reactions necessary to understand the
destruction of H2O.
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Chapter 5

Conclusion

5.1 Achievements

In this work, we carried out an experimental and modelling study of CO2-CH4 plasmas, sustained un-
der gas pressures between 0.5 and 5 torr and discharge currents ranging from 10 to 50 mA. During
the experimental campaign we investigated several parameters, including the gas temperature and the
plasma composition. These parameters were investigated as function of input gas pressure, gas flow
and initial gas mixture. In respect to gas temperature analysis, the results revealed that the emission of
CO molecules (measured through OES) can be used as a thermometer to characterize the discharge
heating. This is particularly relevant for CO2 non-thermal discharges given that CO is expected to be a
direct product of the CO2 decomposition. This approach based on OES also offers a huge advantage
from the practical point of view when compared with other plasma diagnostics (e.g. FTIR) which require
a much more complex experimental setup.

Regarding the broadband continuous emission of CO2-CH4 plasmas, an easy-to-handle solution
to measure the reduced electric field was developed, in the case of easy access to the broadband
emission. This approach still needs more validation, so that the dependence of the reduced electric field
on the intensity of the broadband emission is determined for a wider range of plasma conditions.

Regarding the studies associated to plasma composition, it is worth noticing that in this work we
used FTIR to follow the evolution of not only CO2 and CH4 species, but also several decomposition
products, including CxHy. These results are particularly relevant to the validation of future models
focused on CO2-CH4 plasma chemistry.

On the modeling section, a kinetic model for CO2/CH4 was developed, which included 23 species
and more than 250 reactions. This model was then used to replicate the experimental conditions in
chapter 3 and good agreement between experimental results and modelling was obtained. Despite the
fact that the agreement with experiment was not always excellent, the expected orders of magnitude and
some broad patterns were accurately characterized. Finally, the most relevant processes determining
the plasma chemical composition and its variability with experimental conditions were investigated.

5.2 Future work

In spite of the analysis of CO2-CH4 glow discharges using modelling and different plasma diagnostic
techniques, future work is still required to progress towards a complete understanding of plasma-based
CO2 reforming.
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First, regarding the gas temperature study, it would be very interesting to compare the gas temper-
ature measurements obtained through FTIR measurements and those obtained through the rotational
temperature fit, for the same plasma conditions, in order to determine under what conditions this is a
valid method of measuring this parameter.

Second, regarding the broadband emission, it would of great utility to further develop the relation
between the broadband intensity and the reduced electric field .This would provide a very simple way of
measuring the reduced electric field, given that the broadband emission is accessible.

Finally, in terms of kinetic modeling, since the rate coefficients used were based on the literature
available, which is not always consistent, a sensitivity study of the impact of these variations in the rate
coefficients in the model is necessary.
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Appendix A

List of Reactions 1

In this appendix, the reactions for the kinetic model used to simulate CO2-CH4, as well as the correspon-
dent rate coefficient expression and reference are presented. The table structure is the following: the
first column displays the numbering based on the process type, the seconds column shows the chemical
equation, the third column displays the rate coefficient expression of the reaction (where f (σ) means that
it was calculated through cross sections obtained from the EEDF) and the fourth column indicates the
reference from which the reaction rate was obtained.

Number Reaction Rate Reference

EN1 e + CO2 −→ e + e + CO2(+, X) f(σ) [53]

EN2 e + CO2 −→ e + CO + O(1 D) f(σ) [53]

EN3 e + CO2 −→ e + CO(a3P) + O(3 P) f(σ) [53]

EN4 e + CO2 −→ CO + O( – , gnd) f(σ) [53]

EN5 e + CO −→ C + O( – , gnd) f(σ) [53]

EN6 e + CO←→ e + CO(a3P) f(σ) [53]

EN7 e + CO −→ e + C + O(3 P) f(σ) [53]

EN8 e + CO −→ e + e + CO(+, X) f(σ) [53]

EN9 e + O2 ←→ e + O2(a1Dg) f(σ) [53]

EN10 e + O2 ←→ e + O2(b1Sg+) f(σ) [53]

EN11 e + O2(a1Dg)←→ e + O2(b1Sg+) f(σ) [53]

EN12 e + O(3 P)←→ e + O(1 D) f(σ) [53]

EN13 e + O2 −→ e + 2 O(3 P) f(σ) [53]

EN14 e + O2 −→ e + O(3 P) + O(1 D) f(σ) [53]

EN15 e + O2(a1Dg) −→ e + 2 O(3 P) f(σ) [53]

EN16 e + O2(a1Dg) −→ e + O(3 P) + O(1 D) f(σ) [53]

EN17 e + O3 −→ e + O(3 P) + O2 f(σ) [53]

EN18 e + O2 −→ 2 e + O2(+, X) f(σ) [53]

EN19 e + O2(a1Dg) −→ 2 e + O2(+, X) f(σ) [53]

EN20 e + O(3 P) −→ 2 e + O(+, gnd) f(σ) [53]

EN21 e + O2 −→ 2 e + O(3 P) + O(+, gnd) f(σ) [53]
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EN22 e + O2(a1Dg) −→ 2 e + O(3 P) + O(+, gnd) f(σ) [53]

EN23 e + O2 −→ O( – , gnd) + O(3 P) f(σ) [53]

EN24 e + O2(a1Dg) −→ O( – , gnd) + O(3 P) f(σ) [53]

EN25 e + C2 −→ e + 2 C f(σ) [55]

EN26 e + CH4 −→ e + CH3 + H(1 s) f(σ) [53]

EN27 e + CH4 −→ e + CH2 + H2 f(σ) [53]

EN28 e + CH4 −→ e + CH + H2 + H(1 s) f(σ) [56],[57],[58], [59]

EN29 e + CH4 −→ e + C + 2 H2 f(σ) [56]-[59]

EN30 e + CH3 −→ e + CH2 + H(1 s) f(σ) [56]-[59]

EN31 e + CH3 −→ e + CH + 2 H(1 s) f(σ) [56]-[59]

EN32 e + CH2 −→ e + CH + H(1 s) f(σ) [53]

EN33 e + CH2 −→ e + C + H2 f(σ) [53]

EN34 e + CH −→ e + C + H(1 s) f(σ) [56]-[59]

EN35 e + C2H −→ e + C2 + H(1 s) f(σ) [56]-[59]

EN36 e + C2H −→ e + C + CH f(σ) [56]-[59]

EN37 e + C2H2 −→ e + C2H + H(1 s) f(σ) [56]-[59]

EN38 e + C2H2 −→ e + C2 + H2 f(σ) [56]-[59]

EN39 e + C2H2 −→ e + C2 + 2 H(1 s) f(σ) [56]-[59]

EN40 e + C2H2 −→ e + 2 CH f(σ) [56]-[59]

EN41 e+ C2H2 −→ e+ C2H+ H(1 s) f(σ) [56]-[59]

EN42 e+ C2H2 −→ e+ C2+ H2 f(σ) [56]-[59]

EN43 e+ C2H2 −→ e+ C2+ 2 H(1 s) f(σ) [56]-[59]

EN44 e+ C2H2 −→ e+ 2 CH f(σ) [56]-[59]

EN45 e+ C2H2 −→ e+ CH2+ C f(σ) [56]-[59]

EN46 e+ C2H3 −→ e+ C2H2+ H(1 s) f(σ) [56]-[59]

EN47 e+ C2H3 −→ e+ C2H+ H2 f(σ) [56]-[59]

EN48 e+ C2H4 −→ e+ C2H3+ H(1 s) f(σ) [56]-[59]

EN49 e+ C2H4 −→ e+ C2H2+ H2 f(σ) [56]-[59]

EN50 e+ C2H4 −→ e+ C2H2+ 2 H(1 s) f(σ) [56]-[59]

EN51 e+ C2H4 −→ e+ C2H+ H2+ H(1 s) f(σ) [56]-[59]

EN52 e+ C2H4 −→ e+ CH3+ CH f(σ) [56]-[59]

EN53 e+ C2H4 −→ e+ 2 CH2 f(σ) [56]-[59]

EN54 e+ C2H4 −→ e+ C+ CH4 f(σ) [56]-[59]

EN55 e+ C2H5 −→ e+ C2H4+ H(1 s) f(σ) [56]-[59]

EN56 e+ C2H5 −→ e+ C2H3+ H2 f(σ) [56]-[59]

EN57 e+ C2H6 −→ e+ C2H5+ H(1 s) f(σ) [56]-[59]

EN58 e+ C2H6 −→ e+ C2H4+ H2 f(σ) [56]-[59]

EN59 e+ H2 −→ e+ H(1 s)+ H(1 s) f(σ) [53]

EN60 e+ H2O −→ e+ H2+ O(3 P) f(σ) -
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EN61 e+ H2O −→ e+ H(1 s)+ OH f(σ) -

Table A.1: Electron-Neutral impact reactions.

Number Reaction Rate Reference

NN1 CO(a3P) + O2 −→ CO + 2 O(3 P) 2.40e-17 [60]

NN2 CO(a3P) + O2 −→ CO2 + O(3 P) 1.20e-17 [60]

NN3 CO(a3P) + CO −→ CO2 + C 9.12e-19 [60]

NN4 CO(a3P) + CO −→ 2 CO 5.61e-17 [60]

NN5 CO(a3P) + CO2 −→ CO + CO2 5.00e-18 [61]

NN6 CO(a3P) + CO2 −→ 2 CO + O(3 P) 5.00e-18 [61]

NN7 CO(a3P) + O(3 P) −→ CO + O(3 P) 1.90e-16 [62]

NN8 O(3 P) + CO + CO2 −→ CO2 + CO2 1.64e-45exp(−1510.0Tg
) [63]

NN9 O(3 P) + CO + CO −→ CO2 + CO 8.20e-46exp(−1510.0Tg
) [63]

NN10 O(3 P) + CO + O2 −→ CO2 + O2 8.20e-46exp(−1510.0Tg
) [63]

NN11 O2 + C −→ CO + O(3 P) 3.00e-17 [63]

NN12 O2(a1Dg) + O(3 P) −→ O2 + O(3 P) 7.00e-23 [64]

NN13 O(3 P) + O(1 D) −→ O(3 P) + O(3 P) 8.00e-18 [64]

NN14 O(1 D) + O2 −→ O(3 P) + O2(a1Dg) 1.00e-18 [64]

NN15 O(1 D) + O3 −→ 2 O2 1.20e-16 [64]

NN16 O(1 D) + O3 −→ O2 + 2 O(3 P) 1.20e-16 [64]

NN17 O3(exc) + O(3 P) −→ O3 + O(3 P) 2.00e-19 [64]

NN18 O3(exc) + O2 −→ O3 + O2 3.00e-21 [64]

NN19 2 O(3 P) + O2 −→ O3 + O(3 P) 2.10e-46exp( 345.0
Tg

) [64]

NN20 O2(a1Dg) + O3 −→ 2 O2 + O(3 P) 5.20e-17exp(−2840.0Tg
) [64]

NN21 O(3 P) + O3 −→ 2 O2 9.00e-18exp(−2300.0Tg
) [64]

NN22 O(3 P) + O3 −→ O2(a1Dg) + O2 5.94e-18exp(−2300.0Tg
) [64]

NN23 O(3 P) + O3 −→ O2(b1Sg+) + O2 3.06e-18exp(−2300.0Tg
) [64]

NN24 O(1 D) + O2 −→ O(3 P) + O2(b1Sg+) 2.56e-17exp( 67.0
Tg

) [64]

NN25 O2(a1Dg) + O3(exc) −→ 2 O2 + O(3 P) 2.60e-16exp(−1287.0Tg
) [64]

NN26 O(3 P) + O3(exc) −→ 2 O2 8.00e-18exp(−507.0Tg
) [64]

NN27 O(3 P) + O2 + O2 −→ O3 + O2 2.11e-47exp( 663.0
Tg

) [64]

NN28 O(3 P) + O2 + O2 −→ O3(exc) + O2 4.29e-47exp( 663.0
Tg

) [64]

NN29 O(1 D) + O2 −→ O(3 P) + O2 7.00e-18exp( 67.0
Tg

) [64]

NN30 2 O2(a1Dg)−→ O2(b1Sg+) + O2 6.99e-34Tg3.8exp( 7.00e+02
Tg

) [64]

NN31 2 O(3 P) + O2 −→ O2 + O2 1.90e-42Tg−1.0exp(−1.70e+02
Tg

) [64]

NN32 2 O(3 P) + O2 −→ O2 + O2(a1Dg) 1.26e-42Tg−1.0exp(−1.70e+02
Tg

) [64]

NN33 2 O(3 P) + O2 −→ O2 + O2(b1Sg+) 6.48e-43Tg−1.0exp(−1.70e+02
Tg

) [64]
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NN34 O(3 P) + O2 + O3 −→ 2 O3 1.66e-46exp( 300.0
Tg

) [64]

NN35 3 O(3 P)−→ O2 + O(3 P) 3.60e-44Tg−0.63 [64]

NN36 O2(a1Dg) + O2 −→ O2 + O2 2.29e-26Tg0.8 [64]

NN37 CH4 + CO2 −→ CH3 + H(1 s) + CO2 2.92e+17·T−8.0g exp(−6.11e+04
Tg

) [65]

NN38 CH4 + CO −→ CH3 + H(1 s) + CO 2.92e+17·T−8.0g exp(−6.11e+04
Tg

) [65]

NN39 CH4 + O2 −→ CH3 + H(1 s) + O2 2.92e+17·T−8.0g exp(−6.11e+04
Tg

) [65]

NN40 CH4 + CH4 −→ CH3 + H(1 s) + CH4 2.92e+17·T−8.0g exp(−6.11e+04
Tg

) [65]

NN41 CH4 + H(1 s) −→ CH3 + H2 3.65e-26·T 3.0
g exp(−4.41e+03

Tg
) [65]

NN42 CH3 + H2 −→ CH4 + H(1 s) 4.71e-28·T 3.12
g exp(−4.38e+03

Tg
) [65]

NN43 CH4 + CH2 −→ CH3 + CH3 7.14e-18 exp(−5.05e+03
Tg

) [65]

NN44 CH3 + CH3 −→ CH4 + CH2 7.14e-18 exp(−5.05e+03
Tg

) [65]

NN45 CH4−→ CH3 + H(1 s) 1.40e-12 exp(−4.57e+04
Tg

) [65]

NN46 CH3 + H(1 s) −→ CH4 2.02e-15·T−0.4g [65]

NN47 CH4 + O(3 P) −→ CH3 + OH 8.02e-24·T 2.2
g exp(−3.82e+03

Tg
) [65]

NN48 CH4 + O(1 D) −→ CH3 + OH 1.35e-16 [65]

NN49 CH3 + OH −→ CH4 + O(3 P) 1.14e-25·T 2.2
g exp(−2.24e+03

Tg
) [65]

NN50 CH4 + OH −→ CH3 + H2O 4.01e-27·T 3.04
g exp(−9.20e+02

Tg
) [65]

NN51 CH3 + H2O −→ CH4 + OH 7.86e-28·T 2.9
g exp(−7.48e+03

Tg
) [65]

NN52 CH3 + CH2O −→ CH4 + HCO 9.56e-27·T 2.8
g exp(−2.95e+03

Tg
) [65]

NN53 CH4 + HCO −→ CH3 + CH2O 1.19e-26·T 2.85
g exp(−1.13e+04

Tg
) [65]

NN54 CH3 + H(1 s) −→ CH2 + H2 1.96e-24·T 2.43
g exp(−6.01e+03

Tg
) [65]

NN55 CH2 + H2 −→ CH3 + H(1 s) 7.21e-25·T 2.3
g exp(−3.70e+03

Tg
) [65]

NN56 CH3−→ CH2 + H(1 s) 1.69e-14 exp(−4.56e+04
Tg

) [65]

NN57 CH2 + O(3 P) −→ CO + H2 6.64e-17 [65]

NN58 CH2 + O(3 P) −→ CO + H(1 s) + H(1 s) 1.33e-16 [65]

NN59 CH2 + H(1 s) −→ CH + H2 1.00e-17 exp( 9.00e+02
Tg

) [65]

NN60 CH + H2 −→ CH2 + H(1 s) 5.45e-22·T 1.79
g exp(−8.39e+02

Tg
) [65]

NN61 CH2 + O2 −→ CO2 + H2 4.47e-09·T−3.3g exp(−1.44e+03
Tg

) [65]

NN62 CH2 + O2 −→ CO2 + H(1 s) + H(1 s) 3.53e-21·T 0.99
g exp( 1.36e+02

Tg
) [65]

NN63 CH2 + O2 −→ CO + H2O 4.00e-19 [65]

NN64 CH2−→ C + H2 2.66e-16 exp(−3.22e+04
Tg

) [65]

NN65 C + H2 −→ CH2 2.06e-17 exp(−5.65e+01
Tg

) [65]

NN66 CH2−→ CH + H(1 s) 9.33e-15 exp(−4.51e+04
Tg

) [65]

NN67 CH2 + CO2 −→ CH2O + CO 3.90e-20 [65]

NN68 CH2 + OH −→ H(1 s) + CH2O 3.01e-17 [65]

NN69 CH2 + O(3 P) −→ HCO + H(1 s) 5.01e-17 [65]

NN70 HCO + H(1 s) −→ O(3 P) + CH2 6.61e-17 exp(−5.16e+04
Tg

) [65]

NN71 H2 + OH −→ H2O + H(1 s) 1.69e-22·T 1.6
g exp(−1.66e+03

Tg
) [65]

NN72 H2O + H(1 s) −→ H2 + OH 7.42e-22·T 1.6
g exp(−9.72e+03

Tg
) [65]
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NN73 H2O−→ OH + H(1 s) 6.56e-16 exp(−5.36e+04
Tg

) [65]

NN74 OH + H(1 s) −→ H2O 2.69e-16 exp(−7.46e+01
Tg

) [65]

NN75 H2 + HCO −→ CH2O + H(1 s) 2.96e-24·T 2.0
g exp(−8.97e+03

Tg
) [65]

NN76 CH2O + H(1 s) −→ H2 + HCO 2.08e-22·T 1.62
g exp(−1.09e+03

Tg
) [65]

NN77 H(1 s) + CO2 −→ CO + OH 2.51e-16 exp(−1.34e+04
Tg

) [65]

NN78 CO + OH −→ H(1 s) + CO2 7.22e-24·T 1.5
g exp( 3.73e+02

Tg
) [65]

NN79 H(1 s) + HCO −→ CO + H2 1.83e-16 [65]

NN80 H2O + O(3 P) −→ OH + OH 8.16e-20·T 0.95
g exp(−8.57e+03

Tg
) [65]

NN81 OH + OH −→ H2O + O(3 P) 2.47e-21·T 1.14
g exp(−5.05e+01

Tg
) [65]

NN82 O(3 P) + HCO −→ H(1 s) + CO2 4.98e-17 [65]

NN83 O(3 P) + HCO −→ CO + OH 4.98e-17 [65]

NN84 OH + HCO −→ CO + H2O 8.30e-17 [65]

NN85 H2 + O2 −→ OH + OH 3.37e-18·T 0.44
g exp(−3.48e+04

Tg
) [65]

NN86 OH + OH −→ H2 + O2 1.81e-19·T 0.51
g exp(−2.54e+04

Tg
) [65]

NN87 CH + O2 −→ HCO + O(3 P) 1.66e-17 [65]

NN88 CH + O2 −→ CO + OH 8.30e-17 [65]

NN89 CO + H(1 s) −→ HCO 5.29e-46 exp(−3.70e+02
Tg

) [65]

NN90 HCO−→ CO + H(1 s) 8.60e-09·T−2.14g exp(−1.04e+04
Tg

) [65]

NN91 H2−→ H(1 s) + H(1 s) 7.67e-11·T−1.4g exp(−5.26e+04
Tg

) [65]

NN92 H(1 s) + H(1 s) −→ H2 1.81e-19 exp(−7.54e+02
Tg

) [65]

NN93 CH + O(3 P) −→ CO + H(1 s) 6.59e-17 [65]

NN94 CO + H2 −→ CO2 + H(1 s) 1.01e-13·T−0.84g exp(−2.49e+04
Tg

) [65]

NN95 H2O + O(3 P) −→ H2 + O2 1.77e-20·T 0.97
g exp(−3.45e+04

Tg
) [65]

NN96 H2 + O2 −→ H2O + O(3 P) 2.26e-18·T 0.51
g exp(−3.55e+04

Tg
) [65]

NN97 CH + H(1 s) −→ C + H2 6.14e-16·T 0.01
g exp(−2.69e+03

Tg
) [65]

NN98 C + H2 −→ CH + H(1 s) 6.64e-16 exp(−1.17e+04
Tg

) [65]

NN99 H2 + O(3 P) −→ H(1 s) + OH 8.37e-26·T 2.67
g exp(−3.16e+03

Tg
) [65]

NN100 H(1 s) + OH −→ H2 + O(3 P) 7.95e-27·T 2.8
g exp(−1.95e+03

Tg
) [65]

NN101 CH + CO2 −→ H(1 s) + CO + CO 5.71e-18 exp(−3.45e+02
Tg

) [65]

NN102 H(1 s) + O(3 P) −→ OH 1.31e-43·T−1.0g [65]

NN103 OH−→ H(1 s) + O(3 P) 4.00e-15 exp(−5.00e+04
Tg

) [65]

NN104 H(1 s) + O2 −→ OH + O(3 P) 1.62e-16 exp(−7.47e+03
Tg

) [65]

NN105 OH + O(3 P) −→ H(1 s) + O2 1.12e-16·T−0.32g exp( 1.77e+02
Tg

) [65]

NN106 CH + H2 −→ CH3 1.03e-18 [65]

NN107 CH2 + CH2O −→ CH3 + HCO 1.00e-20 [65]

NN108 CH2 + H2O −→ CH3 + OH 1.60e-20 [65]

NN109 CH2 + HCO −→ CH3 + CO 3.01e-17 [65]

NN110 CH2O + OH −→ H2O + HCO 5.65e-21·T 1.18
g exp( 2.25e+02

Tg
) [65]

NN111 CH3−→ CH + H2 1.15e-15 exp(−4.15e+04
Tg

) [65]
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NN112 CH3 + HCO −→ CH4 + CO 2.01e-16 [65]

NN113 CH3 + O(3 P) −→ CH2O + H(1 s) 1.14e-16 [65]

NN114 CH3 + OH −→ CH2 + H2O 1.20e-16 exp(−1.40e+03
Tg

) [65]

NN115 H2O + HCO −→ CH2O + OH 3.87e-22·T 1.35
g exp(−1.31e+04

Tg
) [65]

NN116 HCO + HCO −→ CH2O + CO 5.00e-17 [65]

NN117 O(1 D) + CH4 −→ CH2O + H2 1.50e-17 [65]

NN118 O(1 D) + H2O −→ OH + OH 7.53e-21·T 1.3
g exp(−8.60e+03

Tg
) [65]

NN119 C2 + H2 −→ C2H + H(1 s) 1.10e-16 exp(−4.00e+03
Tg

) [65]

NN120 C2H + C2H −→ C2H2 + C2 3.01e-18 [65]

NN121 C2H + C2H3 −→ C2H2 + C2H2 1.60e-18 [65]

NN122 C2H + C2H4 −→ C2H3 + C2H2 1.00e-09 [65]

NN123 C2H + C2H5 −→ C2H2 + C2H4 3.01e-18 [65]

NN124 C2H + C2H6 −→ C2H2 + C2H5 5.99e-18 [65]

NN125 C2H + CH4 −→ C2H2 + CH3 3.02e-18 [65]

NN126 C2H + H(1 s) −→ C2H2 3.01e-16 [65]

NN127 C2H + H2 −→ C2H2 + H(1 s) 3.21e-23·T 2.32
g exp(−1.09e+03

Tg
) [65]

NN128 C2H + HCO −→ C2H2 + CO 1.00e-16 [65]

NN129 C2H + O(3 P) −→ CH + CO 1.69e-17 [65]

NN130 C2H + O2 −→ HCO + CO 4.00e-18 [65]

NN131 C2H + OH −→ CH2 + CO 3.01e-17 [65]

NN132 C2H + OH −→ C2H2 + O(3 P) 3.01e-17 [65]

NN133 C2H2−→ C2H + H(1 s) 6.64e-14 exp(−5.38e+04
Tg

) [65]

NN134 C2H2 + C2H2 −→ C2H3 + C2H 1.60e-17 exp(−4.25e+04
Tg

) [65]

NN135 C2H2 + C2H4 −→ C2H3 + C2H3 4.00e-17 exp(−3.44e+04
Tg

) [65]

NN136 C2H2 + C2H5 −→ C2H + C2H6 4.50e-19 exp(−1.18e+04
Tg

) [65]

NN137 C2H2 + CH3 −→ CH4 + C2H 3.00e-19 exp(−8.70e+03
Tg

) [65]

NN138 C2H2 + H(1 s) −→ H2 + C2H 1.00e-16 exp(−1.40e+04
Tg

) [65]

NN139 C2H2 + H(1 s) −→ C2H3 1.40e-17 exp(−1.30e+03
Tg

) [65]

NN140 C2H2 + H2 −→ C2H4 5.00e-19 exp(−1.96e+04
Tg

) [65]

NN141 C2H2 + H2 −→ C2H3 + H(1 s) 4.00e-18 exp(−3.27e+04
Tg

) [65]

NN142 C2H2 + O(3 P) −→ CH2 + CO 6.72e-22·T 1.5
g exp(−8.50e+02

Tg
) [65]

NN143 C2H2 + OH −→ C2H + H2O 5.56e-23·T 2.0
g exp(−7.04e+03

Tg
) [65]

NN144 C2H3−→ C2H2 + H(1 s) 4.89e-15 exp(−1.61e+04
Tg

) [65]

NN145 C2H3 + C2H3 −→ C2H4 + C2H2 1.60e-18 [65]

NN146 C2H3 + C2H6 −→ C2H4 + C2H5 1.00e-27·T 3.3
g exp(−5.28e+03

Tg
) [65]

NN147 C2H3 + CH2O −→ C2H4 + HCO 8.83e-27·T 2.81
g exp(−2.95e+03

Tg
) [65]

NN148 C2H3 + CH3 −→ C2H2 + CH4 6.50e-19 [65]

NN149 C2H3 + CH4 −→ C2H4 + CH3 2.40e-30·T 4.02
g exp(−2.75e+03

Tg
) [65]

NN150 C2H3 + H(1 s) −→ C2H2 + H2 2.00e-17 [65]
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NN151 C2H3 + H(1 s) −→ C2H4 2.01e-16 [65]

NN152 C2H3 + H2 −→ C2H4 + H(1 s) 5.00e-26·T 2.63
g exp(−4.30e+03

Tg
) [65]

NN153 C2H3 + H2O −→ C2H4 + OH 7.86e-28·T 2.9
g exp(−7.48e+03

Tg
) [65]

NN154 C2H3 + HCO −→ C2H4 + CO 1.50e-16 [65]

NN155 C2H3 + O(3 P) −→ C2H2 + OH 1.76e-18·T 0.2
g exp( 2.15e+02

Tg
) [65]

NN156 C2H3 + O(3 P) −→ CO + CH3 1.25e-17 [65]

NN157 C2H3 + O(3 P) −→ HCO + CH2 1.25e-17 [65]

NN158 C2H3 + O2 −→ CH2O + HCO 9.00e-18 [65]

NN159 C2H3 + OH −→ C2H2 + H2O 5.00e-17 [65]

NN160 C2H4−→ C2H3 + H(1 s) 4.30e-13 exp(−4.86e+04
Tg

) [65]

NN161 C2H4−→ C2H2 + H2 5.80e-14 exp(−3.60e+04
Tg

) [65]

NN162 C2H4 + C2H4 −→ C2H3 + C2H5 8.00e-16 exp(−3.60e+04
Tg

) [65]

NN163 C2H4 + C2H5 −→ C2H6 + C2H3 1.05e-27·T 3.13
g exp(−9.06e+03

Tg
) [65]

NN164 C2H4 + CH3 −→ C2H3 + CH4 6.91e-18 exp(−5.48e+03
Tg

) [65]

NN165 C2H4 + H(1 s) −→ H2 + C2H3 9.00e-16 exp(−7.50e+03
Tg

) [65]

NN166 C2H4 + H(1 s) −→ C2H5 6.53e-21·T 1.28
g exp(−6.49e+02

Tg
) [65]

NN167 C2H4 + H2 −→ C2H5 + H(1 s) 1.70e-17 exp(−3.43e+04
Tg

) [65]

NN168 C2H4 + O(3 P) −→ CH3 + HCO 2.17e-22·T 1.55
g exp(−2.15e+02

Tg
) [65]

NN169 C2H4 + O3 −→ CH2O + CO2 + H2 7.06e-25 [65]

NN170 C2H4 + O3 −→ CH2O + CO + H2O 7.06e-25 [65]

NN171 C2H4 + O3 −→ CH2O + CH2O + O(3 P) 2.69e-25 [65]

NN172 C2H4 + OH −→ C2H3 + H2O 2.56e-26·T 2.75
g exp(−2.10e+03

Tg
) [65]

NN173 C2H5−→ C2H4 + H(1 s) 1.70e-12 exp(−1.68e+04
Tg

) [65]

NN174 C2H5 + C2H5 −→ C2H4 + C2H6 2.30e-18 [65]

NN175 C2H5 + CH2O −→ C2H6 + HCO 8.97e-27·T 2.81
g exp(−2.95e+03

Tg
) [65]

NN176 C2H5 + CH3 −→ C2H4 + CH4 1.91e-18 [65]

NN177 C2H5 + CH4 −→ C2H6 + CH3 1.43e-31·T 4.14
g exp(−6.32e+03

Tg
) [65]

NN178 C2H5 + H(1 s) −→ C2H4 + H2 3.01e-18 [65]

NN179 C2H5 + H(1 s) −→ C2H6 6.00e-17 [65]

NN180 C2H5 + H(1 s) −→ CH3 + CH3 6.00e-17 [65]

NN181 C2H5 + H2 −→ C2H6 + H(1 s) 5.10e-30·T 3.6
g exp(−4.25e+03

Tg
) [65]

NN182 C2H5 + H2O −→ C2H6 + OH 5.58e-24·T 1.44
g exp(−1.02e+04

Tg
) [65]

NN183 C2H5 + HCO −→ C2H6 + CO 2.01e-16 [65]

NN184 C2H5 + O(3 P) −→ CH2O + CH3 2.67e-17 [65]

NN185 C2H5 + O(3 P) −→ C2H4 + OH 5.32e-18·T 0.03
g exp( 1.98e+02

Tg
) [65]

NN186 C2H5 + OH −→ C2H6 + O(3 P) 1.57e-46·T 8.8
g exp(−2.50e+02

Tg
) [65]

NN187 C2H5 + OH −→ C2H4 + H2O 4.00e-17 [65]

NN188 C2H6−→ CH3 + CH3 1.17e+19·T−8.24g exp(−4.71e+04
Tg

) [65]

NN189 C2H6 + CH2 −→ C2H5 + CH3 1.07e-17 exp(−3.98e+03
Tg

) [65]
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NN190 C2H6 + CH3 −→ C2H5 + CH4 2.40e-37·T 6.0
g exp(−3.04e+03

Tg
) [65]

NN191 C2H6 + H(1 s) −→ C2H5 + H2 2.40e-21·T 1.5
g exp(−3.73e+03

Tg
) [65]

NN192 C2H6 + HCO −→ C2H5 + CH2O 7.65e-26·T 2.72
g exp(−9.18e+03

Tg
) [65]

NN193 C2H6 + O(3 P) −→ C2H5 + OH 1.64e-21·T 1.5
g exp(−2.92e+03

Tg
) [65]

NN194 C2H6 + OH −→ C2H5 + H2O 1.18e-23·T 2.0
g exp(−4.35e+02

Tg
) [65]

NN195 CH + C2H6 −→ C2H4 + CH3 1.30e-16 [65]

NN196 CH + CH −→ C2H2 2.00e-16 [65]

NN197 CH2 + CH −→ C2H2 + H(1 s) 6.61e-17 [65]

NN198 CH2 + CH2 −→ C2H2 + 2 H(1 s) 3.32e-16 exp(−5.53e+03
Tg

) [65]

NN199 CH2 + CH2 −→ C2H4 1.70e-18 [65]

NN200 CH3 + CH −→ C2H3 + H(1 s) 5.00e-17 [65]

NN201 CH3 + CH2 −→ H(1 s) + C2H4 7.00e-17 [65]

NN202 CH3 + CH3 −→ C2H6 5.47e-14·T−1.1g exp(−1.60e+02
Tg

) [65]

NN203 CH3 + CH3 −→ C2H4 + H2 1.70e-14 exp(−1.61e+04
Tg

) [65]

Table A.2: Neutral-Neutral reactions. The rate coefficient units are m3/ s

Number Reaction Rate Reference
EI1 e + O2(b1Sg+) −→ e + 2 O(3 P) f(σ) [64]
EI2 e + O2(b1Sg+) −→ e + O(3 P) + O(1 D) f(σ) [64]
EI3 e + O( – , gnd) −→ 2 e + O(3 P) f(σ) [64]
EI4 e + CO2(+, X) −→ CO + O(3 P) 2.7 · 10−14T−0.75e [63]

Table A.3: Electron-Ion impact reactions. The rate coefficients units are m3/s.
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Number Reaction
T1 CO2(+, X) + wall −→ CO2

T2 CO(+, X) + wall −→ CO
T3 O2(+, X) + wall −→ O2

T4 O(+, gnd) + wall −→ O(3 P)
T5 O2(a1Dg) + wall −→ O2

T6 O2(b1Sg+) + wall −→ O2

T7 O(3 P) + wall −→ 0.5 O2

T8 O(1 D) + wall −→ O(3 P)
T9 O3(exc) + wall −→ O3

´

Table A.4: Transport mechanisms. The neutral species undergo diffusion to the wall, while charged species suffer
classical ambipolar diffusion.

Number Reaction Rate Reference
NI1 CO(+, X) + O2 −→ O2(+, X) + CO 5e-16 [66]
NI2 O(+, gnd) + CO2 −→ O2(+, X) + CO 8.1e-16 [63]
NI3 O(+, gnd) + CO2 −→ CO2(+, X) + O(3 P) 4.5e-16 [63]
NI4 CO2(+, X) + O2 −→ O2(+, X) + CO2 5.3e-17 [63]
NI5 CO2(+, X) + O(3 P) −→ O2(+, X) + CO 1.64e-16 [63]
NI6 CO2(+, X) + O(3 P) −→ O(+, gnd) + CO2 9.62e-17 [63]
NI7 CO(+, X) + CO2 −→ CO2(+, X) + CO 1e-15 [63]
NI8 O( – , gnd) + CO −→ CO2 + e 5.8e-15Tg−0.39 [63]
NI9 O2(b1Sg+) + O(3 P) −→ O2 + O(3 P) 4e-20 [64]

NI10 O2(b1Sg+) + O(3 P) −→ O2(a1Dg) + O(3 P) 4e-20 [64]
NI11 O2(b1Sg+) + O3 −→ 2 O2 + O(3 P) 1.5e-17 [64]
NI12 O( – , gnd) + O2(a1Dg) −→ O3 + e 1.425e-16 [64]
NI13 O( – , gnd) + O(3 P) −→ O2 + e 1.9e-16 [64]
NI14 O( – , gnd) + O2 −→ O3 + e 1e-18 [64]
NI15 O( – , gnd) + O2(b1Sg+) −→ O(3 P) + O2 + e 6.9e-16 [64]
NI16 O(+, gnd) + O( – , gnd) −→ 2 O(3 P) 2.8e-13 [64]
NI17 O(+, gnd) + O3 −→ O2(+, X) + O2 1e-16 [64]
NI18 O(+, gnd) + O2 −→ O2(+, X) + O(3 P) 3.46e-16Tg−0.5 [64]
NI19 O(+, gnd) + O2(a1Dg) −→ O2(+, X) + O(3 P) 3.46e-16Tg−0.5 [64]
NI20 O2(+, X) + O( – , gnd) −→ O2 + O(3 P) 1.66e-12Tg−0.5 [64]

Table A.5: Ion-Neutral and Ion-Ion reactions. The rate coefficient units are m3/s.
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Appendix B

Simulated Chemical Composition

In this appendix, using the kinetic model presented in chapter 4, the concentrations of all the species
present in the model are shown, for some of the working conditions mentioned before.

Experimental Condition Pressure (Torr) Total Flow (sccm) CO2 flow (sccm) CH4 flow (sccm)

1 3 7.40 90 % 10%
2 3 7.40 50 % 50%
3 3 2.89 50 % 50%

Table B.1: Experimental conditions.

Experimental Condition

Concentration (%) 1 2 3

O2 2.50 2.10e-3 7.44e-4
O 0.77 1.67e-3 8.72 e-4
O3 4.00e-6 < 1e-7 < 1e-7

CO2 49.69 20.71 14.21
CO 30.93 28.01 33.94
C 1.20e-5 1.20e-5 9.00e-6

CH4 0.33 22.85 15.60
CH3 1.03e-4 1.51e-2 0.01

H 0.19 4.68e-3 3.26e-3
H2 5.83 16.15 21.37

CH2 6.00e-6 5.52e-3 5.10e-3
OH 3.16e-4 1.05e-3 6.45e-4
H2O 9.62 8.46 9.96

CH2O 0.14 0.64 0.61
HCO 9.40e-5 1.50e-3 8.54e-4
CH < 1e-7 6.00e-6 3.00e-6
C2 < 1e-7 1.8e-5 2.5e-5

C2H < 1e-7 < 1e-7 < 1e-7
C2H2 < 1e-7 0.26 0.53
C2H3 < 1e-7 1.10e-3 2.24e-3
C2H4 < 1e-7 1.38 1.99
C2H5 < 1e-7 0.02 0.03
C2H6 2.00e-5 1.49 1.73

Table B.2: Chemical Composition.
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