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Type Ia supernovae (SNe Ia) are useful distance indicators in cosmology, provided their luminosity
has been calibrated by applying some corrections. One of the factors motivating these corrections is
dust extinction, accounted for in the β color-luminosity relation of the calibration. We propose an
alternative approach to infer dust attenuation laws towards the host galaxies of 162 SNe Ia, from
both global and local (4 kpc) photometry. Simple Stellar Population models are fitted to optical
photometry obtained from the Dark Energy Survey, complemented when possible with GALEX UV
and 2MASS NIR photometry. We show 4 filters bands are sufficient to recover dust properties for
hosts consistently with literature predictions based on both simulations and observations.We show
dust properties vary greatly across different galaxies, meaning an universal SN Ia correction cannot
be assumed. We find a relation between the attenuation slope and the optical depth, both locally
and globally, best explained by varying star/dust geometry with galaxy orientation. This relation
is shown to be very different from the extinction found directly for SNe. Analyzing the Hubble
residuals for the SNe, we find optical depth and attenuation slope related steps, interpreted as less
significant reflections of the “mass-step”. An entirely dust motivated description of this phenomenon
is found to be possible when employing a two dimensional “dust-step”. We study a new SNe Ia
calibration, separating the intrinsic and extinction contributions in the color-luminosity correction,
the latter being approximated by host attenuation. We conclude it is worse than the standard
calibration.
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I. INTRODUCTION

Type Ia supernovae (SNe Ia) are cosmological objects
that make for excellent distance indicators, having fa-
mously contributed to the discovery of the accelerated
expansion of the Universe[1][2]. This is because their
luminosity can be standardized by applying some empir-
ical corrections based on color-luminosity and light curve
shape-luminosity relations[3]. A third correction is often
introduced, as there is evidence for a luminosity depen-
dence related to the stellar mass of the SN Ia host galaxy
M? [4], even after the application of the other corrections.

These corrections are used to estimate the absolute
magnitude of a SN Ia, from which the luminosity dis-
tance dL to the SN can be obtained by comparison with
the observed apparent magnitude. This distance is often
indirectly parameterized by means of the distance modu-
lus µ, defined as the difference between the apparent and
absolute magnitudes of a given celestial object:

µ = 5Log

(
dL

10pc

)
(1)

The standardization of a group of SNe Ia begins with
a fit of the light-curve for each SN, returning values for
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the light-curve width x1, colour c, and observed mag-
nitude mB . One can then perform a fit to convert the
light curve fit parameters into corrected distance modu-
lus values µ and to determine nuisance parameters α, β, γ
and M . These parameters describe the shape-luminosity,
color-luminosity and mass step corrections, as well as the
absolute magnitude of a fiducial SN Ia with x1 = 0 and
c = 0. The corrected distance modulus µ for each SN Ia
is given by[3]:

µ = mB −M + αx1 − βc+ δM , (2)

where δM is the “mass step” term, which is dependent
on the host galaxy mass and γ[5]:

δM =

{
γ
2 , if Log(M?/M�) > 10

−γ2 , if Log(M?/M�) < 10
. (3)

For each SN, the deviation between the value obtained
for µ from Eq. 2 and the expected distance modulus
µmodel in a given cosmological model is known as an Hub-
ble residual ∆µ = µ− µmodel.

As expressed in Eq. 1, µmodel is simply a function
of the luminosity distance dL which, for a Friedmann-
Robertson-Walker cosmology, only depends on the cos-
mological parameters and the redshift[1]. In this work,
we assume a spatially-flat ΛCDM model[6], with a mat-
ter density Ωm = 0.3, a dark energy density of ΩΛ = 0.7
and an Hubble constant H0 = 70km s−1 Mpc−1. Under
these assumptions, the luminosity distance is given by[5]:

mailto:Supported by CRISP Project (PTDC/FIS-AST-31546/2017)


2

dL(z) = (1 + z)c

∫ z

0

dz′

H0

√
Ωm(1 + z′)3 + ΩΛ

(4)

Two main factors contribute to the β color-luminosity
correction in Eq. 2: the intrinsic color variations among
different SNe Ia and the effects of astrophysical dust, in
particular reddening. These effects can be described by
one of two distinct concepts: extinction or attenuation,
depending on whether we are dealing with a point, such
as a SN Ia, or extended source, respectively[7].

Extinction results from the overall composition, size
and orientation of the dust grains. It refers to the ab-
sorption of light as well as scattering of that light out of
the line of sight. Both of these effects tend to be stronger
for blue light, as its wavelength is comparable to the typ-
ical size of dust grains (5 to 250 nm)[7]. This leads to a
dimming and reddening of the observed spectrum.

Attenuation includes not only the above mentioned ef-
fects, but also effects arising from the spacial distribution
of stars and dust in a galaxy or stellar population, such
as scattering of light back into the line of sight, variable
dust densities and light emitted by unobscured stars. At-
tenuation is discussed in the context of galaxies and other
extended objects, as the previously described phenomena
are negligible when considering only a single star.

Three quantities are important when describing extinc-
tion/attenuation: the extinction/attenuation for the V
band AV , which is roughly equal to the optical depth of
the dust for this band τV ; the color excess E(B − V );
and the ratio of total-to-selective extinction RV , which
describes the level of reddening:

E(B − V ) = AB −AV (5)

RV =
AV

E(B − V )
, (6)

where λV = 5510�A and λB = 4450�A. More generally, the
extinction/attenuation at a given wavelength λ, A(λ), is
usually parameterized by a curve k(λ):

A(λ) =
AV
RV

k(λ) ⇐⇒ τ(λ) =
τV
RV

k(λ). (7)

If the existence of the β color-luminosity relation in
Eq. (2) was entirely due to dust, then we would have[8]:

βRV
= RV + 1 (8)

For the purposes of standardization, the value of β
is assumed to be the same for the entire population of
SNe Ia under study. However, it has been shown that
dust properties can vary between galaxies[7][9], and so
assuming a common β for all SNe may negatively impact

the Hubble residuals. It can thus prove advantageous to
individually determine dust properties for each SN Ia.

In this work we present an alternative approach to in-
fer dust attenuation laws towards the host galaxies for
a cosmological sample of 162 SNe Ia collected as part of
the Dark Enery Survey (DES)[10][11].

To achieve this goal, we use photometric data in the
griz filter bands for the SNe hosts. We fit Simple Stellar
Population (SSP) models to this data, from which we
extract relevant information about the dust properties
for each individual galaxy.

Furthermore, we study the relation between a host
galaxy’s attenuation law and its respective SN extinc-
tion law, analysing the viability of using our fit results to
approximate the latter. In particular, we are interested
in the impact of using the values of RV , inferred for the
host galaxies, in a new SNe Ia calibration.

Finally, we explore possible origins of the “mass-step”
relation, analysing whether it can be linked to or de-
scribed by the attenuation law of the SNe host galaxies.

II. DATA AND METHODS

A. Dark Energy Survey Photometric Data

The Dark Energy Survey (DES) is an imaging survey
covering ∼ 5100 square degrees of the southern hemi-
sphere using the 4-m Blanco telescope at the Cerro Tololo
Inter-American Observatory (CTIO), equipped with the
520 megapixel wide-field Dark Energy Camera [12] with
a 0.263 arcsecond/pixel resolution.

In this work we look at data collected as a part
of the first three-year cosmological sample of the sur-
vey (DES3YR)1[5], consisting of 162 spectroscopically-
confirmed SNe Ia, as well as their respective host
galaxies[13][14]. This data covers a redshift range of
0.077 < z < 0.58 and includes both global and local
broadband photometry for the hosts in the DECam griz
filter bands, originally computed by Kelsey (2020)[11].

The global photometry for each host galaxy was mea-
sured from stacked images using SOURCE EXTRAC-
TOR[15], employing Kron FLUX AUTO measurements.
A detection image was used to set the aperture, which
ensures the aperture is the same for the measurements
in each filter. The measurements were also corrected for
Milky Way dust extinction using Schlegel dust maps[16]
and a Fitzpatrick extinction law[17] with coefficients
Rg = 3.186, Rr = 2.140, Ri = 1.569 and Rz = 1.196[11].

In the case of local photometry, the aperture photom-
etry tool from the PHOTUTILS Python module [18]
was used. The resulting fluxes were corrected for Milky
Way extinction in the same way as described above[11].

1 https://www.darkenergysurvey.org/

des-year-3-supernova-cosmology-results/
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A maximum threshold FWHM of 1.3′′ was assumed for
the seeing[11]. Thus, assuming a Gaussian form for the

point spread function (PSF) with FWHM = 2
√

2ln(2)σ,
we obtain a smallest useful aperture radius of σ = 0.55′′.
Given that a 4 kpc aperture only becomes smaller than a
0.55′′ radius near z ' 0.7[11], we can choose a consistent
4 kpc radius aperture for our analysis.

B. Bayesian Inference

We are interested in fitting Simple Stellar Population
(SSP) models to our photometric data. We do this by
computing the Spectral Energy Distributions (SED) for
each SSP and comparing with the observed data. We
rely on Bayesian inference methods to do so, using the
Prospector2[19] and emcee3[20] Python packages.

We start by assuming that a given data set Dobs, com-
prised of N points, can be modeled using a probability
distribution function (pdf) p(D|θθθ). This is known as the
likelihood and it is a function of a parameter vector θθθ:

L(θθθ) = p(Dobs|θθθ) (9)

One common definition for L(θθθ) is given by:

Ln(L(θθθ)) = −1

2

N∑
i=0

(
∆(θθθ)2

i

σ2
i

+ ln(2πσ2
i )

)
, (10)

where ∆(θθθ) is the difference between the observations and
the fitted model and σ2 accounts for observation errors.

To describe the parameters θθθ, we define a set of pdf’s
p(θθθ) known as priors, which essentially describe the in-
formation we have about θθθ before looking at the data.
Inference can therefore be thought of as a process of up-
dating the prior based on observed data. We call this
updated pdf p(θθθ|Dobs) the posterior and it can be ob-
tained from the application of Bayes’ Theorem:

p(θθθ|Dobs) =
p(Dobs|θθθ)p(θθθ)
p(Dobs)

, (11)

where p(Dobs) is known as the predictive prior and acts
simply as a normalization constant. It can also be helpful
to define a single best-fit value for a parameter. We take
this value to be the median of the posterior, with the
16th and 84th percentiles defining a 68% credible region.

To mitigate some of the computational drawbacks of
Bayesian inference, we use a method know as sampling,
which allows one to reconstruct the posterior based on a
set of discrete values for θθθ. As such, a computation over
the entire parameter space is no longer necessary.

2 https://github.com/bd-j/prospector
3 https://github.com/dfm/emcee

In this work, we use the Metropolis–Hastings
Markov Chain Monte Carlo (M-H MCMC) sampling
algorithm[21]. This algorithm produces a biased random
walk through parameter space, which will tend to con-
verge towards values of θθθ that maximize the posterior
pdf. We will thus end up with a discrete set of values of
θθθ, known as a walker, from which we can then obtain a
fairly close reconstruction of the posterior.

Some steps can be taken to improve on this algorithm.
Increasing the number of walkers used mitigates the pit-
fall of local maxima in the posterior, in which some of the
walkers might get stuck. As the initial iterations of each
walker depend highly on the initial values of the algo-
rithm, it is also common to perform a number of initial
samplings whose values are discarded to eliminate any
bias. This is known as the burn-in.

One can also improve on the choice of initial values θθθ0

by performing a set of initial minimizations on the data,
which provide useful insights about the region where the
walkers should be initialized. However, not all walkers
should be initiated on the exact result of the initial mini-
mization. Rather, each walker should be initiated within
a certain radius around the minimization results. This
radius is known as the initial dispersion Dθ.

After extensive testing, we settled on the following con-
figuration for the sampling algorithm:

• 20 initial minimizations;

• 128 walkers;

• 3 initial rounds of burn-in, with 16, 32 and 64 iter-
ations, respectively;

• 1024 iterations for each walker (after burn-in).

C. SSP Models

For the models used to calculate ∆(θθθ) in Eq. 10, we use
SSP models, which assume that all stars in the considered
population were born at the same time from a cloud of
homogeneous chemical composition[22]. In particular, we
loosely follow the PROSPECTOR-α model[19], referring
to the Padova isochrones[23] to build the model. The
models were generated using the FSPS4[24][25] FOR-
TRAN code and the python-FSPS5 Python package.

There are some important concepts to consider when
building a SSP model, namely: stellar mass M?; star
formation history (SFH); stellar metallicity Z?; dust at-
tenuation; and redshift z.

The main contribution of the total stellar mass of the
galaxy to the SED is to set the overall normalization.
The distribution of this stellar mass M? in a galaxy can
be described by an empirical initial mass function (IMF),

4 https://github.com/cconroy20/fsps
5 https://github.com/dfm/python-fsps
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from which the present day mass distribution can be ob-
tained by simulating the evolution of the population. In
this model, we use a Kroupa (2001) IMF[26].

The stellar mass is fairly easy to constrain based on
observed data, even while other parameters might exhibit
some degeneracy among themselves. For this reason, and
given that the available photometric data is insufficient
for a more complete fit, we will treat the stellar mass as
a fixed parameter. In particular, we will use previously
obtained values for these masses.

The star formation history (SFH) describes how stars
form over time and space in a galaxy. This is relevant
to the SED, as young stellar populations tend to exhibit
a bluer spectrum, as massive and short-lived stars domi-
nate the emission, while older populations exhibit a red-
der spectrum, since the more massive stars have died out
and the low mass stars are reaching the end stages of their
evolution [27]. In this work, we adopt a delayed τ -model,
with the SFH described by an exponentially decreasing
star formation rate (SFR), with e-folding time τ :

SFR(t) = te−t/τ , (12)

where t is the time measured from the beginning of the
Universe up to the age of the stellar population tage.

We treat the SFH parameter as a fixed value, with τ =
1Gyr. Contrastingly, the age parameter tage is always left
free. For this parameter, we choose a flat top-hat prior
over the range 0.001 < tage < 13.8 Gyr. Additionally, we
choose Dtage = 5 Gyr for the initial age dispersion.

Stellar metallicity Z is defined as the abundance of ele-
ments heavier than helium in a star. It mainly affects the
optical to near-infrared (NIR) flux ratio, which is impor-
tant when determining dust attenuation. Metallicity is
thus always introduced as a free parameter in our model.

We choose a flat top-hat prior on the logarithm of the
metallicity over the range −2 < Log(Z?/Z�) < 2.5. This
range is mostly determined by the coverage of the Padova
isochrones[23], which covers −2 < Log(Z?/Z�) < 0.2.
Nevertheless, we extend the upper limit in our prior to
assure a more complete sampling of the parameter space.
Additionally, we choose DLog(Z?/Z�) = 2.

The impacts of dust attenuation on a SED and its
parametrization have already been discussed. In our
model we will be referring to a modified version of the
attenuation curve derived by Calzetti[28]. The original
curve k(λ) follows Eq. 7 and has an original total-to-
selective attenuation of RV,0 = 4, 05.

Observations show that this curve can be insufficient to
describe attenuation processes for star-forming galaxies,
in particular at higher redshifts. In these cases there is
evidence of a UV bump at ∼ 2175�A[29]. For this reason,
the original curve is modified by the addition of this same
bump, modelled by a Lorentzianlike “Drude” profile:

D(λ) =
Ebumpλ

2γ2

(λ2 − λ2
0)2 + λ2γ2

, (13)

where λ0 = 2175�A is the central wavelength, γ = 350�A is
the FWHM of the bump and Ebump is the amplitude[29].
We will further discuss this amplitude shortly.

Additionally, the modified attenuation law is also mul-

tiplied by a power law
(
λ
λV

)n
in order to produce differ-

ent slopes without the need to alter τV . The slope, and
thus the reddening, ends up being effectively controlled
by the dust attenuation index n[29].

There is evidence of a relation between the steepness
of the attenuation curves and the strength of the UV
bump[30]. This means that Ebump exhibits a dependency
in n, which, can be described by Ebump = 0.85− 1.9n.

Taking these corrections into account, the moddified
Calzetii attenuation law becomes[29]:

τ(λ) =
τV
RV,0

[k(λ) +D(λ, n)]

(
λ

λV

)n
. (14)

The dust attenuation for this model is parametrized
by Eq. (14), with τV and n acting as free parameters.

In the case of τV , we adopt a flat top-hat prior over
the range 0 < τV < 6 to account for a fairly large range
of optical depths. Additionally, we choose DτV = 1.

In the case of n, we also adopt a flat top-hat prior,
this time over the range −2.2 < n < 0.4 to account for
the typical slopes in attenuation curves. The upper limit
is chosen so that we do not end up with a flat attenu-
ation curve, which would cause τ(λ) to be nearly fully
degenerate with the normalization of the SED[19]. For
the initial dispersion in n, we choose Dn = 1.

Finally, the redshift z must be accounted for in our
model, in order to make sure the effects of the expan-
sion of the Universe are represented in the SED. For
each SN host, the redshift is treated as a fixed parame-
ter, as the DES galaxies have spectroscopically confirmed
redshifts[11][13].

III. TEST SIMULATIONS

We begin by performing some tests to see how accu-
rately the fitting method can recover the model param-
eters from broadband photometric data. We do this by
performing fits on a simulated galaxy population.

The first step of the test is to simulate galaxy SEDs
from which to extract the relevant photometric data. We
do this by once again using FSPS, employing the same
SSP model as described in the previous section, with the
values for M?, Z?, tage, τV , n, and z being drawn from a
series of statistical distributions. According to this pro-
cess, a population of 75 mock galaxies was generated.

From the resulting models, SEDs for each galaxy were
generated. These were then used to extract broadband
photometry in the DECam griz filter bands6[13][14]. Ad-
ditionally, a degree of Gaussian noise was applied to the

6 http://www.ctio.noao.edu/noao/node/13140
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data in accordance with a prescribed signal-to-noise ratio
(SNR) of 10. This value was chosen to roughly reflect the
minimum SNR of the DES data set[11].

For each galaxy we have 4 data points and are there-
fore limited to 4 free fit parameters. For this reason,
both the redshift and the stellar mass for the galaxies
were treated as fixed parameters, as previously discussed.
Both of these values are therefore set to the values used
to generated the simulated photometry.

Regarding the fit results, we find, in comparison with
the “true” simulation values, a median bias of 0.094 and
a RMS = 0.952 for τV and a median bias of −0.024 and
a RMS = 0.364 for n.

Some subsequent tests were performed using additional
GALEX UV and 2MASS NIR photometry. While some
cases showed marginal improvement, it is overall reason-
ably to conclude that optical photometry is sufficient to
accurately determine dust properties for galaxies.

IV. DUST ATTENUATION FOR DES
GALAXIES

Having tested the proposed fitting method, we now
move on to the fits for both the global and local DES
photometric data. Once again, we treat the stellar mass
as a fixed parameter, referring to the values previously
obtained for these galaxies by Kelsey (2020)[11].

We begin by examining the correlation between the
best-fit values for the attenuation parameters, τV and n,
plotted in Fig.1. A Gaussian Process Regression and
respective 68% credible interval, performed using the
GauPro7[31] R package, is also plotted to better illus-
trate the observed correlation. For comparison, the mean
relation obtained by Chevallard (2013)[32] for the overall
correlation between these two quantities for a set of sim-
ulated galaxies observed at different angles is also shown.

Despite some scatter, there is a clear correlation be-
tween the two quantities in both the global and local
cases, with larger optical depths corresponding to larger
values of n, and thus shallower attenuation curves. It
should be noted, that the fitted curves are not represen-
tative of the data for τV > 2.5.

Although the Chevallard model simulation relation dif-
fers slightly from our data we can see that it expresses the
same overall tendency. We are thus fairly confident that
the overall correlation between the two dust parameters
can be explained by different galaxy orientations.

The cases with small τV , mostly correspond to galaxies
that are being observed face-on. To understand the im-
portant phenomena governing observations in this case,
we must consider both the photons emitted parallel and
perpendicularly to the galaxy plane.

Photons emitted perpendicularly to the galaxy plane,
that is, along the line of sight for a face-on galaxy, suffer

7 https://github.com/CollinErickson/GauPro

minimal attenuation, independently of their wavelength.
Additionally, we must also take into account photons
emitted along the equatorial plane of a galaxy, which
might be scattered away from the plane and into the line
of sight. On one hand, for blue photons, which interact
strongly with the dust particles, the probability of escap-
ing the plane in this manner is low, as they are likely
to continue interacting with the dust particles even af-
ter being scattered, eventually being fully absorbed[32].
On the other hand, red photons, which do not interact
as strongly with dust particles, have a higher change of
not meaningfully interacting with dust after this scatter
event, which allows them to more consistently escape the
galaxy plane in this fashion. This leads to higher values
of reddening, reflected in more negative values for n.

The cases with a larger τV correspond to a edge-on
view of the galaxies. In these cases, radiation emitted
from the deepest layers of the galaxy is fully absorbed,
independently of wavelength. The radiation reaching an
observer is thus dominated by stars located in the out-
ermost layers of the galaxy, unobscured stars and light
scattered into the line of sight[33]. This leads to an over-
all lower level of reddening and values of n closer to 0.

It should be noted that galaxy orientation is not the
only mechanism behind the correlation observed in Fig.
1, being mostly relevant for spiral galaxies. For elliptical
galaxies, for example, galaxy orientation is not an impor-
tant factor. However, due to the overall low dust content
for these particular galaxies, they end up exhibiting a
behaviour similar to the one observed for head-on spiral
galaxies, leading to an overall large level of reddening.
Additionally, different galaxies can have different intrin-
sic optical depths, which is one of the possible reasons
for the scatter observed in the figure.

Another relevant question is the way the fit parameters
relate to the stellar mass, particularly the dust param-
eters. The best-fit dust parameters for each galaxy are
thus plotted as a function of stellar mass in Fig. 2.

Despite some scatter, we can see that τV increases
steadily with Log(M?/M�) for both the global and lo-
cal cases, up to Log(M?/M�) ' 10. This tendency is in
agreement with results obtained for star-forming galaxies
by Salim (2018)[9]. This data, however, describe a con-
tinuous increase in τV even after the Log(M?/M�) ' 10
limit, which does not match our results. The large scat-
ter observed for higher stellar masses points to the fact
that our data set includes not only star-forming galaxies,
but also quiescent galaxies, which typically have lower
optical depths and steeper attenuation slopes[9].

Looking now at n, it is clear that this quantity exhibits
a behaviour similar to that of the optical depth which,
given the strong correlation shown between the two quan-
tities, is not very surprising. As mentioned before, qui-
escent galaxies tend to have steeper attenuation curves
slopes, which is probably the reason for the compara-
tively more negative values of n found for higher masses.

As previously discussed, observation orientation is one
of the main mechanisms governing galaxy attenuation

https://github.com/CollinErickson/GauPro
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FIG. 1. Best-fit values of n as a function of τV for the fitted DES galaxies with DECam global (Left panel) and local (Right
panel) griz photometry. Results for the different galaxies are shown in grey. A Gaussian Process Regression is shown in solid
blue, with dashed blue lines defining a 68% credible interval. The mean relation found for similar galaxies by Chevallard
(2013)[32] is shown in dashed orange, with ±25% error margins shown in dotted orange.

law. This is one possible explanation for the large scatter
observed in Fig. 2. This is one of the reasons why it is
important to look at the median values in each bin, so as
to get a fair representation of the real physical tendencies
across different galaxy orientations.

Overall, despite some level of scatter, the two sets of
fits give rise to similar results, which are also in agree-
ment with literature predictions and observations, at
least on a general level. Comparing both fits, we find
median biases ∆τV = 0.26 and ∆n = 0.026. Even so, it
should be noted that the results obtained for τV tend to
be larger for the global photometry fit.

V. DUST EXTINCTION FOR SNE IA

As previously discussed, the phenomena governing
dust extinction differ from those governing attenuation,
as the geometrical effects related to the spacial distribu-
tion of dust and light sources cease to be relevant, and
only the amount and type of dust is important.

To examine the way dust effects differ between point
sources (SNe Ia) and extended objects (host galaxies),
we plot in Fig. 3 the best-fit values for RV and τV for
the DES host galaxies. The values of RV can be easily
obtained from Eqs. 6 and 14. As a term of comparison,
we look at the correlation found by Mandel (2011)[34]
between RV and τV for a set of SNe Ia extinction.

Despite the large error margins for each of the fits, it
is clear that the extinction for SN Ia and the attenuation
for host galaxies exhibit two opposite tendencies.

The rationale for the correlation found for the param-
eters in the galaxies’ attenuation laws has already been
discussed in detail. In summary, it is a combination of
effects stemming from both star to dust geometry and
galaxy observation orientation.

For a point source, however, these effects are not rele-
vant, and thus we end up with lower values of reddening,
an thus higher RV , for lower optical depths. This hap-
pens because photons don’t have that many opportuni-
ties to interact with dust grains, ending up with fairly
uniform extinction for different wavelengths.

As the optical depth increases so do the interaction
opportunities, and thus we see a decrease of RV with τV ,
as the level of reddening grows. Once again, the factors
governing galaxy dust attenuation are no longer relevant.

It is also worth noting that the fit results obtained are
consistent between global and local observations, which
indicates that an aperture of 4kpc is not sufficiently small
to negate the geometrical effects associated with attenu-
ation, meaning one needs even smaller physical apertures
to correctly account for dust extinction.

These results show that there is not an exact one-to-
one relation between SN extinction and host galaxy at-
tenuation, which might introduce problems if the latter is
used to extrapolate new β values for a SNe Ia calibration.

VI. SNE IA COSMOLOGY

We will now look at SNe Ia calibration, considering
its effects on the Hubble residual. In particular, we will
examine two questions: whether there is evidence for a
dust related “step” in the data and how it compares to
the more commonly used “mass-step”; and what are the
effects of using both the global and local individual RV
values obtained for the host galaxies’ in a new SNe Ia
calibration. We are particularly interested in whether the
“mass-step” observed for the Hubble residuals might in
fact prove to be an artifact of the universal β calibration.

We will thus look at two different calibrations. The
first follows the standard Eq. 2, with an universal fitted
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FIG. 2. Best-fit results for the dust parameters as a function of Log(M?/M�) for the fitted DES galaxies with DECam global
(Left panels) and local (Right panels)griz photometry. Plots for τV are shown in the top row, while results for n are shown in
the bottom row. Results for the different galaxies are shown in grey. Binned medians for each parameter are shown in orange.

β. In this particular case, we set δM = 0, so as to make
the calibration specific contributions to the “mass-step”
more apparent. For the second calibration, we take ad-
vantage of the previously obtained values of RV for the
SNe host galaxies to model SNe Ia extinction. Using Eq.
8, we can separate the extinction βRV

and intrinsic βint

components in the β color-luminosity relation in Eq. 2.
Thus, for this new calibration, we have[35]:

βc = βRV
E(B − V ) + βint(c− E(B − V )), (15)

where RV and E(B−V ) are, in this case, the attenuation
parameters obtained for both the global and local cases.
We once again use a Bayesian fitting procedure for the
calibrations, with overall flat priors for the parameters.

A. Standard SNe Ia Calibration

For the standard calibration, the best-fit values found
were α = 0.150+0.012

−0.010, β = 3.157+0.011
−0.009 and M =

−19.372+0.010
−0.007. These values result in a fit RMS = 0.137.

To look for a “mass-step”, we begin by dividing the
Hubble residuals into two populations, according to the
stellar mass of the respective host galaxy. By varying the
value at which the division is made, we can determine
the optimal mass value for the step. This can be done
by looking at several different quantities.

To begin with, we can look at the step magnitude found
at each location, which is defined as the difference be-
tween the mean values of the Hubble residuals on each
side of the step. This quantity is not very informative
by itself, as we must take its error margin into account,
which is done by looking at the step significance in σ.
Finally, we can look at how much the introduction of
the step benefits the overall description of the behaviour
of the Hubble residuals. We do this by analysing the
difference between the RMSmean for a single population
mean description and the RMSstep for a dual population
mean description with a “mass-step”. Thus, the larger
the value of ∆RMS, the better a particular step loca-
tions is at reducing the Hubble residuals.

The results for the step magnitude, significance and
∆RMS found for the respective Hubble residuals are
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plotted in Fig. 4. In the case of global measurements, the
optimal step location is found to be at Log(M?/M�) =
9.77, with a maximum significance of 4.02σ, a step mag-
nitude of 0.080 ± 0.020 mag and ∆RMS = 0.0060. In
the local case, the optimal step location is found to be
at Log(M?/M�) = 9.405, with a maximum significance
of 5.35σ, a step magnitude of 0.115 ± 0.022 mag and
∆RMS = 0.0115. Not only are both optimal steps sig-
nificant at > 4σ, but they also correspond to the best
improvement in RMS. Both step locations and their re-
spective significance levels also roughly match the results
obtained by Kelsey (2020)[11] for this data set. This is
very solid evidence for the existence of the “mass-step”.

With the presence of the “mass-step” established, we
will next look at whether evidence for a step related to
the dust content of a SN host can be found in the data. In
particular, we will examine a possible “τV -step”, related
to τV , and an “n-step”, related to n.

Following a similar procedure for the “τV -step”, we
find the global optimal step location to be τV = 2.145,
with a maximum significance of 3.27σ, a magnitude of
0.104 ± 0.032 mag and ∆RMS = 0.0033. In the local
case, we find the optimal step location to be τV = 1.29,
with a maximum significance of 3.40σ, a step magnitude
of 0.083 ± 0.024 mag and ∆RMS = 0.0050. These sig-
nificance levels are lower than those of the “mass-step”,
but the measured steps are still significant at > 3σ.

It should be mentioned that, in the global case, there is
a slightly less significant candidate for the optimal step
location at τV = 1.78. For this step location we have
∆RMS = 0.0040, making it more meaningful than the
the maximum significance location, as it results in an
larger improvement to the Hubble residuals description.

In the case of the “n-step”, we find the global optimal
step location to be n = −0.15, with a maximum signif-
icance of 2.56σ, a magnitude of 0.062 ± 0.024 mag and

∆RMS = 0.0027. In the local case, we find the optimal
step location to be n = −0.475, with a maximum signifi-
cance of 1.37σ, a step magnitude of 0.030±0.022 mag and
∆RMS = 0.0006. These are simultaneously the lowest
step significance levels, magnitudes and ∆RMS observed
for the standard calibration.

Looking at Figs. 2, it is clear that the values obtained
for the optimal “dust” and “n-step” locations coincide
fairly closely with the median values of τV and n close to
the optimal “mass-step” locations. For this reason, it is
safe to conclude that these steps simply recover the orig-
inal “mass-step” relation. However, judging from both
the significance levels and values of ∆RMS observed for
each step, the “mass step” appear to be the preferable
way to describe and correct for this effect.

It might be the case, however, that looking for a “τV -
step” or a “n-step” individually cannot account for the
correct division of dust properties between the two SNe
Ia populations. Thus, rather than considering only one of
these parameters when dividing the two step populations,
we will examine what happens when both parameters are
simultaneous taken into account. Essentially, we adopt
the same formalism used above, with the difference that
a two dimensional step location is now considered.

We find the optimal population division to be: one
population consisting of SNe Ia with τV < τVstep and
n > nstep and another consisting of the rest. Under these
conditions, for the global case, we find the optimal step
location to be τV = 1.81 and n = −0.85, with a maximum
significance of 4.11σ, a magnitude of 0.085 ± 0.020 mag
and ∆RMS = 0.0068. For the local case, we find the
optimal step location to be τV = 0.82 and n = −0.975,
with a maximum significance of 4.37σ, a step magnitude
of 0.091± 0.021 mag and ∆RMS = 0.0046.

For the global case, the values obtained for the
two dimensional “dust-step” significance, magnitude and
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∆RMS are almost identical to those obtained for the
original “mass-step”. Being able to recover this “mass-
step” relation using only host galaxy attenuation param-
eters is rather enlightening. The results are not as good
for the local case, but the two dimensional “dust-step” is
still the closest at reproducing the “mass-step”.

Although we cannot definitely conclude as to whether
or not the “mass-step” has its origin in dust effects, it
appears that an attenuation based description for this
phenomenon is possible and, under the right conditions,
as favourable as the more common mass description.

B. New SNe Ia Calibration

We can now look at the new SNe Ia calibration. The
best-fit values found for the global RV case were α =
0.438+0.009

−0.011, βint = 4.317+0.013
−0.010 and M = −19.096+0.010

−0.012.
Additionally, we obtain RMS = 0.442, which represents
an increase of 0.305 in relation to the standard calibra-
tion. For the local RV case, the best-fit values found
were α = 0.152+0.010

−0.011, βint = 3.099+0.009
−0.011 and M =

−18.775+0.010
−0.009. In addition, we obtain RMS = 0.622,

which represents an increase of 0.485 in relation to the
standard calibration

Overall, judging from the values of RMS, these cali-
brations appear to be worst fits of the data than the stan-
dard calibration, which once again indicates that host at-
tenuation laws do not accurately describe SN extinction.
It is particularly surprising that the global measurements
result in a smilingly better fit than the local ones.

Examining both calibrations in terms of their Hubble
residuals and the possible “mass-step”, we find that the

results differ greatly from those obtained for the stan-
dard calibration. For the global case, the optimal step
location is found to be Log(M?/M�) = 9.22. This step
corresponds to a maximum significance of 2.52σ, a step
magnitude of 0.206±0.079 mag and ∆RMS = 0.0083. In
the local case, the optimal step is Log(M?/M�) = 9.02,
with a maximum significance of 3.47σ, a step magnitude
of 0.240± 0.068 mag and ∆RMS = 0.0288.

While taking the RV values into account does seem
to lower the significance levels of the recovered “mass-
steps”, this appears to be a consequence of the increased
level of scatter in the Hubble residuals, as evidenced by
the large step magnitudes. It should be noted, however,
that the values of ∆RMS indicate the new calibration
ends up strengthening the “mass-step”, rather than re-
ducing it. On the whole, it seems that the “mass-step”
cannot be fully eliminated by SNe Ia calibration when
considering only the attenuation laws for the respective
host galaxies. A more in-depth study of the SNe inherent
extinction is needed to obtain a truly correct calibration.

VII. CONCLUSIONS

The problem of SNe Ia calibration and the study of as-
tronomical dust remain central to the field of Cosmology.
In this work we have explored ways to better probe the
dust contents of SNe Ia host galaxies.

We have shown through simulations that DECam griz
photometry is enough to recover dust properties for sim-
ulated SNe Ia host galaxies, provided one employs a well
calibrated Bayesian fitting procedure.

We found that, using both global and local DECam
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griz photometry, we can recover dust properties for host
galaxies that are consistent with literature predictions
based on both simulations and observations. We find
a relation of the dust attenuation slope with the dust
optical depth, both locally and globally, that is best ex-
plained with varying star to dust geometry with galaxy
orientation. Most importantly, we show that dust prop-
erties vary greatly across different galaxies, meaning a
universal SNe Ia β correction cannot be assumed.

The relation between both attenuation parameters is
found to be very different from the extinction relations
obtained directly for SNe Ia, making the comparison be-
tween the two somewhat difficult. On one hand, the val-
ues of τV obtained for the hosts give a good insight into
the dust optical depths affecting the respective SNe Ia,
as this property is not particularly affected by dust/star
geometry. On the other hand, SNe reddening does not
seem to be well described by values found for the slope of
the host’s attenuation laws. This is due to the different
phenomena involved in extinction and attenuation.

Shifting our attention to the Hubble residuals result-

ing from the standard SNe Ia calibration, we conclude
that there is some evidence for both individual τV and n
“steps”, even though both of these appear to reflect the
same tendency expressed by the “mass-step”, although
less clearly. However, when using both attenuation pa-
rameters to define a two dimensional “dust-step” for the
global case, we were able to recover a step with roughly
the same significance, magnitude and RMS improvement
observed for the “mass-step”. This opens the door for a
fully attenuation based description of the phenomenon.

Finally, we conclude that an alternative SNe Ia cali-
bration, incorporating the values of RV and E(B − V )
obtained for the host galaxies as an approximation of the
extinction of the SNe, results in a worse fit for the SNe.
This is mostly attributed to the large differences between
host galaxy attenuation and SN Ia extinction, meaning
the values for βRV

cannot be correctly determined.
Generally, although the results related to host galaxy

attenuation presented in this work constitute an impor-
tant step forward, their applicability to SNe Ia cosmology
is still mostly limited and deserves further study.
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