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Abstract

In underwater environments, human divers face enormous challenges commonly related with poor visibility, lack
of orientation, heavy equipment, limited breathing time and pressure-related issues. This does not only hinder
the diver’s work performance, but also increases the probabilities of occurring accidents. With this in mind,
the present work addresses the problem of enabling cooperative strategies between the diver and autonomous
underwater vehicle (AUV) aiming to increase task safety and efficiency levels. From a practical perspective, our
work contributes by proposing a cooperation architecture between a diver and the AUV guidance, navigation
and control systems. Under this cooperation framework, we present state of the art solutions to localize
and track the diver via algorithms and on board sensors of the AUV and follow up by designing its control
system. And from a theoretical perspective, the derivation of the controllers exploit nonlinear Lyapunov based
techniques and geometric control analysis tools, achieving robust properties and performance that are proved
formally. Simulations results are presented and discussed, in the presence of measurement noise, constant ocean
current disturbances and uncertainty in the model parameters of our vehicle, that illustrate the performance
and robustness achieved with the proposed control system in a realistic cooperative scenario with a diver.
Future work is highlighted, suggesting subsequent directions on this relatively new field of cooperation between
diver and robots and the control problems faced while analyzing the stability of our control system.

Keywords: Autonomous underwater vehicles, Diver-robot interaction, Target tracking, Geo-
metric control, Stability of nonlinear systems, Path following.
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Resumo

Mergulhadores em ambientes submarinos são confrontados com enormes desafios como fraca visibilidade,
falta de sentido de orientação, dependência de equipamentos de respiração, que potencialmente afeta o
desenvolvimento do trabalho do mergulhador e aumenta as probabilidades de ocorrer acidentes. Tendo isto
em mente, o trabalho presente aborda o problema de criar estratégias de cooperação entre mergulhadores e
veículos submarinos autónomos (AUV), com o intuito de aumentar níveis de segurança e eficiência. Numa
perspetiva prática, o nosso trabalho contribui com a proposta de uma arquitetura de cooperação com um
mergulhador, através dos sistemas de navegação e controlo de um AUV. Neste enquadramento, apresentamos
soluções de estado da arte relacionadas com a localização e seguimento de um mergulhador via sensores e
algoritmos implementados no veículo, seguido pelo desenho do sistema de controlo do mesmo. Finalmente,
numa perspetiva teórica, os controladores são projetados explorando técnicas de análise Lyapunov de sistemas
não linear e controlo geométrico, alcançado soluções finais robustas provadas formalmente. Apresentam-se
resultados de simulações realizadas com o objetivo de provar o desempenho das mesmas soluções, na presença
de ruído, incerteza de parâmetros do modelo do veículo e correntes oceânicas, num cenário realístico em
cooperação com um mergulhador. Por fim, delineámos um plano de trabalhos futuro neste relativamente
novo tema de trabalho e os problemas embebidos na teoria de controlo, que se encontraram aquando o
desenvolvimento do nosso trabalho.

Palavras-Chave: Controlo geométrico, Estabilidade de sistemas não lineares, Interação robot-
mergulhador, Seguimento de caminho, Seguimento de alvos, Veículos submarinos autónomos.
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Chapter 1

Introduction

Diving has been around since humanity started to explore the ocean waters, from harvesting marine resources
to fulfilling our innate human curiosity. At initial times, these activities were performed by divers with only
bared hands and without much of the equipment and strategies that characterize present diving operations.
During this maturation process, it was found through experience that diving is not an activity that is easily
carried out as most terrestrial activities, and ultimately requires extreme caution and standardized procedures
to minimize the dangerous risks faced by divers. But in the end, the output product of these operations
allowed multiple discoveries of new materials, fauna, flora, the inner workings of our planet, provided answers
to the many mysteries of mankind evolution and, most of all, prompted the development of new technology
and the harvest our oceans energy and minerals. Nowadays, divers are subject to rigorous training and the
existence of new underwater tools and equipment greatly benefits the development of their underwater work.
However, risks are still present, no matter the diver experience or used gear. In a recent European study
of safety measures during scuba diving operations [1], it was found that the most common risks faced by
divers during these types of missions are related to oxygen depletion, equipment failure, nitrogen narcosis,
inaccessibility to emergency facilities underwater, poor visibility and a lack of sense of direction. In addition,
most divers are accompanied by buddy divers to reduce these risks during operation. Although important and
necessary, these procedures can increase the cost of diving operations significantly and also their complexity.
But rescinding this factor can result in an increased and higher probability of accidents, or worse, fatalities
[2]. For that reason, there has been a recent interest in the development of new strategies and work ethics
to carry out these diving operations, mainly those that are made solo, opening the question of whether the
use of cooperative mechanisms between divers and robots can potentiate operation efficiency, reduce extra
material, personnel and, above all, attenuate the risks faced by the diver on such operations. In addition to
this thought-provoking question, the development and implementation of such cooperative mechanisms raise
several challenges and opportunities for the control community. As highlighted in [3], the marine environment
represents a challenging framework where novel applications will continue to set further requirements for
future generations of marine robots and their enabling systems. Therefore, applications of these cooperative
mechanisms will surely result in novel solutions to guidance, navigation and control problems, but also raise
new challenges that will enable carrying out safely and efficiently these same solutions, resulting in a cyclical
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research and development phase boosting innovation and contributing to the overall human experience. In
underwater missions, the use of robots can be made in an autonomous approach with the use of Autonomous
Marine Robotic Vehicle (AMRV)s (e.g., Autonomous Underwater Vehicle (AUV)s, Autonomous Surface Vehicle
(ASV)s), or via Remotely Operated Vehicle (ROV) with the help of a human operator. Although there are
certain advantages and disadvantages on both types of robots, AMRVs do have an advantage over ROVs: the
foregoing of tether cables and increased precision in achieving certain mission objectives on their own, removing
the human element out of the equation. With available data and information of the surrounding environment
as well as the task at hand, there exist systematic and rigorous solutions to achieve the mission requirements
with well-defined behaviours, founded on control and navigation theory [4]. ASVs are known to be a useful type
of autonomous vehicle towards the execution and support of marine missions (see, for example, [5]–[9], and
references therein) but their working environment is focused solely on the water surface. So, within the scope
of this thesis, the cooperation mechanisms between divers and robots will be focused on an AUV platform
which can both cover the surface and depths of the ocean environment.

1.1 Problem Definition

Given the above introduction and brief motivation to the theme of cooperation between AUVs and divers
during diving operations, we now proceed to better formulate the problem at hand in a two-fold approach, that
is, both from a practical and theoretical point of view.

From a practical perspective, this thesis focuses on expanding the theme of cooperation between AUV
and divers and discuss possible cooperation strategies, highlighting different solutions that enable them and
identifying their benefits to the diver and possible constraints. These strategies aim to reduce the risks faced
by divers during different types of diving operations and/or augment their underwater capabilities via the use
an AUV in the loop. However, it raises the following problems that need to be addressed:

• There is no universal cooperation method that an AUV performs alongside a diver. Many different types
of diving operations exist and therefore various cooperation strategies need to be identified, that may or
may not be suitable for these scenarios.

• For the AUV to perform the cooperation strategy, there must be a way to know the diver whereabouts,
be it absolute or relative to the AUV position. This, by itself, is not straightforward as underwater
environments pose many challenges in the design and control of AUVs, from the nonexistence of
Global Navigation Satellite System (GNSS) signals to low-visibility and accentuated attenuation of
electromagnetic waves [10], [11].

• To design the control system for the AUV, a navigation and control architecture must be formulated in
which the cooperation strategy can be implemented.

Finally, from a theoretical viewpoint, the design of the control system for a single AUV poses a myriad of
challenges, namely:

• The dynamics of marine vehicles are often complex and cannot be simply ignored or drastically simplified
for control design purposes.
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• For our AUV to reach arbitrary positions and attitudes references, different control laws for position and
attitude must be addressed independently.

• In classical approaches to attitude control (e.g., local parameterization of rotation matrices, such via
Euler angles) there is no global continuous feedback solution due to geometric singularities [12]. Since
our vehicle must attain arbitrary attitude references, other attitude stabilization control laws must be
addressed that offer global stability properties.

• Many AUVs control systems are usually separated into the dynamic and kinematic controller, facilitating
their respective implementation in what is known as an inner-outer loop architecture [13], [14]. However,
this their closed-loop interconnection is not guaranteed to be stable, raising the need to carefully study
their interconnection stability properties.

In summary, we address the problem of designing a 6 Degrees of Freedom (DOF) dynamic and kinematic

control system for a single AUV within a cooperation framework system that will enhance the diverse capabilities

and/or reduce associated risks with diving operations.

1.2 State of the Art

Some of the above-mentioned problems have already been discussed in the literature and numerous solutions
can be found, with some tackling partially different formulations of the problem at hand and others with
solutions that can be adapted to the problems studied in this thesis. We will introduce representative state of
the art works, whose solutions and presented challenges serve as a basis of support and guidance of our work
developed onward.

1.2.1 Diver-Robot Interaction

It is worth mentioning some projects, works and developed robotic platforms that have been carried out towards
the development and research of cooperation frameworks between AMRVs and divers, serving as a basis of
support to the work carried out in this thesis. We will discuss some of these works in chronological order,
mentioning relevant advancements and challenges of project/work individually.

The European project CO3-AUVs (Cooperative Cognitive Control for Autonomous Underwater Vehicles) [15]
was carried out in 2009-2012 with the main objective of studying, developing and testing tools and algorithms
towards more robust and intelligent coordination and cooperative control of AUVs as well as ASVs. The tasks
at hand consisted of 3D mapping and perception, cooperative situation awareness, deliberation and navigation
as well as behavioural control within restrictive underwater communications, a prevalent challenge in underwater
environments. The results and achievements attained in this project were then extended with the development
and testing of diver assistance scenarios, namely the integration and field test evaluation of the systems required
for cooperative navigation and motion control of single/multiple Autonomous Marine Robotic Vehicle (AMRV)
working together with a human in the loop. This demo was motivated by an operational constraint where a
diver starts from a simple support boat after she/he has thrown a set of small AMRVs equipped with GPS
receivers and hydrophones in the water. Then, the AMRVs will guide and follow the diver keeping position
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at the geometric centre on top of the diver, via estimates of the diver location with acoustic channels and
pingers (that the diver possesses), using trilateration techniques. The diver then sees the heading information
of the desired underwater location bearing’s, via a set of LEDs display in their goggles, whose information is
provided via an acoustic channel by the AMRVs. In Fig. 1.1 we can observe the diver-robot mission scenario
interpretation. The experimental tests proved the viability of the concept set forth for combined robot-assisted
diving operations using cooperative path-following techniques with multiple marine vehicles. Future work in
deeper waters will aim at improving at making the overall system more ergonomic and efficient, via different
acoustic and visual techniques of navigation and towards using lesser agents in the loop.

Figure 1.1: Illustration of the interaction between humans and AUVs in the CO3-AUVs project
(obtained from [15]).

CONMAR (Cognitive robotics: cooperative control and navigation of multiple marine robots for assisted
human diving operations) [16] was a European project coordinated by Instituto Superior Técnico with the main
objective to contribute to the area of cooperative navigation in marine environments, with special emphasis on
mission scenarios with human divers in the loop. Much like the project CO3-AUVS, discussed earlier, the tasks
addressed in the project were motivated by a larger mission concept whereby the vehicles are asked to supervise
the diver and guide him/her along a pre-planned path by issuing heading commands that the diver must follow.
Central to the implementation of such a system, capable of estimating the position of the diver underwater, is
the correct placement of the companion vehicles. To study this issue, and in parallel with the task described
above, research was done on the problem of optimal sensor placement for target positioning in three dimensions,
with the restriction that the sensors be placed at the water surface. A solution to this problem involved
the computation of so-called Cramér-Rao-Bounds to compute the best positioning performance that can be
achieved with any unbiased target position estimator. This culminated in the development of a prototype
of a tracking system to assist human divers that has good potential to further be enhanced and witness the
transition from the laboratory to the real world.

Another major project towards the diver-robot interaction underwater was project ICARUS (Integrated
Components for Assisted Rescue and Unmanned Search operations) [17] carried out in the years of 2012-2016
with the main objective of increasing the situational awareness of humanitarian crises, such that more work can
be done in a shorter amount of time. It is impossible to provide one solution which fits all needs, as every crisis
is different, therefore the project aims to provide an integrated proof-of-concept solution, to be evaluated by a
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board of expert end-users that can ensure that operational needs are addressed, with assistance unmanned air,
ground and sea vehicles, equipped with victim detection sensors. More specific to the context of human-robot
interaction, ICARUS results and findings pointed out that, in search and rescue diving operations, an efficient
and rapid search for human survivors maximizes the chances of survival. In this regard, unmanned vehicles
equipped with sensing technology are an excellent choice for this task, which have numerous advantages
compared to classical human search and rescue teams. Additionally, it was proposed the development and
employment of survival capsules that can be adapted to ASVs and, with the help of other unmanned vehicles
(e.g., AUVs, UAVs, etc.) and extra sensors, gather information and reach identified survival victims. Although
this project concerned a more detailed planning approach towards eventual catastrophes and reducing their
social/economic impact, it discussed some important aspects and cooperation strategies that can benefit
said operations, evident from the fact that unmanned vehicles can possess efficient and complex equipment
towards search and rescue mission, motivating their use and the development of autonomous cooperation
algorithms. However, as is the nature of these operations, search and rescue missions can vary greatly in
complexity and characteristics therefore it is quite difficult to come up with general solutions. The framework
that this project developed will help define the adequate strategies and possible solutions towards increasing
the survival probabilities of victims.

The European project CADDY (Cognitive Autonomous Diving Buddy) [18], carried out in the span of 3
years (2014-2017) was also important, being very focused on the cooperation between divers and robots within
a framework of a diving buddy which is a critical concept in diving operations. The project aims to establish
an innovative set-up between a diver and companion AUVs and ASVs that exhibit cognitive response through
learning, interpreting, and adapting to the diver’s presence, physical state, and actions, in a cooperative scenario
as shown in Fig. 1.2. More specifically, the desired behaviour can be categorized on 3 fronts:

1. Observation - The robot buddy can observe the diver with onboard sensors, be it via visual or acoustic
signals.

2. Interpretation - The robot buddy possesses in-built algorithms towards reconnaissance of gestures and
visual queues signalled by the diver, much like a diver buddy would communicate with another diver
underwater.

3. Guidance - The robot can guide the diver in an underwater environment while maintaining a close visual
range, both from the diver and the sensors equipped in him/her.

The project development resulted in solutions regarding areas of control, navigation, and planning, but
mainly constructed a bridge between underwater guidance, navigation and control theory and machine learning
algorithms, in which cooperation structures between divers and robots have benefited immensely. With the use
of an ASV it is possible to locate a diver underwater maintaining a centred geometrical position on top of the
diver, much like the CO3-AUVs project, via control positioning systems and acoustic pingers. Additionally, this
information is relayed to another buddy AUV which maintains proximity with the diver and performs position
and attitude control (this requires the AUV buddy to be fully actuated, which translates into a more complex
and costly robot platform). The buddy AUV is then able to observe the diver and interpret their behaviour
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(a) The geometric distribution of BUDDY, the diver and
the desired target point or observation position. (obtained
from [18]).

(b) Concept demonstrating the relation between two un-
manned vehicles which collaborate with a single diver (ob-
tained from [18]).

Figure 1.2: Project CADDY approach to diver-robot cooperation.

from machine learning algorithms that were developed using a previously obtained data set from diver gestures.
These tasks allow the buddy AUV to accomplish the mission requirements of observation (1), interpretation (2)
and guidance (3).

Built on top of CADDY project development, many recent works have extended their results and deliverables
towards enhancing autonomous diver-AUV via image processing and machine learning techniques. In [19],
the authors proposed a sophisticated gesture-based communication system for an AUV that allows divers
to tell the robot to help them with certain tasks. The gesture-based language (CADDIAN) was developed
based on standardized and aggregated diver gestures, with an alphabet, syntax, and semantics to ensure
logical coherence. Following that, a hierarchical classification strategy based on stereo images is shown for
hand gesture identification. This stops the AUV from performing motions that are unneeded, infeasible, or
potentially dangerous. Other authors took a different approach but with the same principles in [20], where
gesture recognition algorithms were implemented on a AUV to dynamically reconfigure mission tasks and
parameters. On the other hand, in [21] the authors resorted to focusing on recognizing the diver faces so that
AUVs will be able to engage in collaborative tasks with the correct person in human-robot teams and ensure
that instructions are accepted from only those authorized to command the robots. Finally, in [22], the authors
derived a multiple diver tracking-by-detection algorithms based on a convolutional neural network (for diver
detection) and a tracking algorithm from images obtained by the AUV, resulting in accurate identification of
multiple divers during tracking.

Lastly, it is worth mentioning the Ocean One project [23] carried out by Standford University in 2016.
Albeit not hugely correlated with the framework of cooperation, but instead more focused on the development
of a robot that could handle specific and complex tasks underwater that are usually carried out by a diver,
this has proved to be an extremely useful companion/buddy to the diver himself/herself. The project main
goal was more broad towards the challenge of accessing oceanic depths and whose solution was a bimanual
force-controlled humanoid robot denoted as Ocean One that affords immediate and intuitive haptic interaction
in oceanic environments.
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Figure 1.3: Ocean One diving in the Mediterranean at 15 m, interacting with the diver in a compliant
and safe manner (obtained from )[23]).

The Ocean One concept is to create a robotic humanoid with a high degree of autonomy in physical
interaction, as shown in Fig. 1.3, connected to a human expert through an intuitive interface. The robot
is designed with advanced skills to interact with its environment. The human typically instructs the robot
through high-level cognitive guidance but can intervene at any level of operation. This is made possible by
building a rich interface for the human operator, one that provides visual and haptic feedback together with a
user command centre (UCC) that displays data from other sensors and sources. Ocean One’s accomplishments
mark the beginning of a new level of man-machine cooperation. Future work foresees robotic avatars that will
search for and acquire materials in hazardous and inhospitable settings, maintain support equipment at remote
sites, or build infrastructure for monitoring underwater environments.

1.2.2 Single Vehicle Motion Control

The control of an AUV towards autonomous cooperation with a diver can be tackled from different perspectives,
each with unique solutions. In summary, our control problem, as mentioned before in Section 1.1, consists in
designing adequate controllers that can control the vehicle kinematics and dynamics in position and attitude,
independently. This requires a vehicle that can control both with its actuators, that is, being fully actuated,
therefore our thesis will focus solely on these types of vehicles. The problem of controlling the vehicle’s
kinematic components in both position and attitude of the vehicle is by no means a new control problem.
Starting with the former, this consists in positioning the vehicle on the desired point in 3-dimensional space and
this problem can be formulated in different control objectives. One can approach this problem by formulating it
as a set-point regulation (or point stabilization) problem which concerns the basic and critical motion control
for the vehicle to stabilize at the desired reference chosen to be constant. A guidance system provides these
desired references via auxiliary sensor data, weather data, obstacle and collision avoidance data, or other
means of information, which is then pre-processed to generate a feasible point towards motion control. Then,
the controller referred to as regulator, produces the necessary inputs to drive the vehicle state towards these
references. Examples of this kind of controller are constant depth, trim, heel and speed controllers. There has
been much research regarding this type of control problem, in the context of underwater vehicles [24]–[26]
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and usually, these types of problems are easy to define and the respective controller are easily implemented.
However, many stability problems might arise when coupling both this guidance system and the controller itself,
where the separation of guidance and autopilot functions may not yield stability [27]. In addition, constant
input or set-points reference constrain our control objective to basic formulations and does not leave room for
other possible formulations such as course-changing manoeuvres, speed-changing and attitude control. Another
formulation is the trajectory tracking problem, whose control objective is to force the vehicle to reach and
follow a time parameterized reference curve. These allow a more broad and different type of definitions to be
used in terms of tracking certain reference signals. For underwater vehicle systems, the trajectory-tracking
problem is now reasonably well understood and applied in recent works [28], [29]. However, as is well known
in the marine robotics literature [27] this may lead to situations where the AUV faces strong ocean currents
and the vehicle stalls with almost no control authority. Furthermore, trajectory tracking control often leads to
jerky vehicle motion when attempting to meet the time-restricted spatial requirements. With this, a similar
but intrinsically different formulation arises known as path-following problems whose control objective is to
also force the vehicle to follow a geometric path but without an associated timing law. With this, a smoother
convergence to a path is achieved, and the control signals are less likely pushed to saturation [27]. Additionally,
in non-minimum phase system, path-following schemes do not suffer from zero-dynamic stability performance
limitations [30]. For land robots, these methodologies are well known and established, usually deriving the
controller at a kinematic level [31]. However, in marine robotics, the same can not be applied as a result of
highly non-linear dynamics and coupling terms, such as hydrodynamic damping, Coriolis-centripetal forces,
etc [32], related to the surrounding water environment. In [33], [34], a path-following scheme was developed,
where the work [31] was extended to deal with the underwater vehicle dynamics. However, the extension has
an associated problem: the initial position of the vehicle is restricted to lie inside a tube around the path, the

radius of which must be smaller than the smallest radius of curvature that is present in that path. It is possible
to bypass this problem with an additional degree of freedom that controls the progression rate of the virtual
particle [35]. In our work, we extend the path-following problem and generalize it to a moving path-following

problem that consists of steering the robotic vehicle along a-priori specified geometric path expressed with
respect to a moving target frame [36]. The present thesis builds the positioning controller and respective
stability analysis on these previous results.

The second problem concerns the task of changing the vehicle attitude to stabilize at a certain reference.
This problem can be regarded as a set-point regulation problem of attitude stabilization of a rigid body, where
the state space of the attitude dynamics are defined in SO(3), the space of rotation matrices where SO(3)

stands for the Special Orthogonal group of 3D matrices. Specifically, on SO(3), it is possible to parameterize
such rotation matrices using Euler angles, which facilitate the approach and design of attitude controllers, by
transforming the state space into a Euclidean vector space [37], which becomes more intuitive and simple to
derive control laws. However, such approaches only guarantee local stability, do not assure trajectories from
approaching singularity zones (e.g., gimbal lock, pitch) or even interpolation between points. Another way
to represent such parameterization is the use of quaternions [38], which cover the map of rotation matrices
in SO(3) providing a globally non-singular parameterization of SO(3). However, such control solutions can
exhibit unwinding behaviour, that is, the solution is easy to define in SO(3) but is not globally well defined,
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which may result in a system rotating unnecessarily through large angles to reach a certain configuration, even
though it may start near it [39]. Additionally, systems evolving in this space face topological obstructions
not allowing the existence of GAS equilibrium points [39]. Therefore, one must relax this definition to design
attitude controllers and define the existence of AGAS equilibrium points [40]. In loose terms, this corresponds
to saying the equilibrium point is stable and all solutions except for those starting in a certain set of measure
zero, converge asymptotically to that point. A set of measure zero is considered thin and negligible in both a
measure-theoretical and a topological sense. In practical terms, this assumption is innocuous since the slightest
disturbance or sensor noise will prevent system trajectories from remaining on this thin-set. For a more refined
definition of AGAS refer to [41]. In [42] the authors propose an Almost Globally Assymptotically Stable (AGAS)
controller design for attitude stabilization and the present thesis builds on top of these results to achieve the
desired configuration related to the mission requirements without the risk of creating attitude singularities and
unwinding phenomena.

The solutions discussed so far formulate our problems of position and attitude stabilization control, whose
solutions come in the form of different controllers that provide the necessary kinematic inputs (e.g, velocities)
for the vehicle to follow. Since an underwater vehicle obeys certain dynamical constraints, it does not follow
these reference inputs immediately. Classical solutions usually make use of Proportional-Integral-Derivative
(PID) controllers, inverse dynamics, or other motion control solutions, whose equilibrium points satisfy certain
stability conditions in closed-loop form with vehicle dynamics. To facilitate our stability analysis and controller
derivation between the kinematic and dynamic level, the concept of inner-outer loop was formulated [14]. It
was initially used in the aircraft control literature, to provide a convenient approach design for the outer-loop
position and attitude controllers, as well as the inner-loop controller whose outputs are the forces and torques
of the vehicle actuation, accomplishing the speed requirements. It is known that such control schemes exhibit
a fast-slow temporal scale separation [13], [14] which yields simple ”rules of thumb” for controller tuning,
rooted in singular perturbation theory [43], providing the advantages such as: i) the structure of the outer loop
controller does not depend on the vehicle’s dynamics, ii) convenient way to derive control laws in a general
approach to use in various vehicles. Caution must be taken on the design of these types of control architectures
because, even if each individual controlled system satisfies robust and asymptotic stability properties, the
interconnection of both might not be stable under the same conditions [14]. For that, different state of the
art stability analysis tools exist to deal with such situation and carefully analyses them, mostly rooted in the
Input-to-state Stable (ISS) and Input-to-output Stable (IOS) notions [43]–[45] and variations of these, e.g.,
Almost Globally Input-to-state Stable (aISS) [46], [47], ISS with restrictions [48]. With this, our thesis motion
control problem is tackled by following this decomposition of the kinematics and dynamics into an inner-outer
loop approach, where the inner loop forces the vehicle to move at the desired speed, provided by the outer loop,
which takes into account the kinematics task of position and attitude stabilization, and carefully analyzing the
different stability conditions in which both systems work together in unison.
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1.3 Main Contributions

This thesis presents a series of cooperation frameworks between divers and robots in underwater diving
operations, and position and attitude controllers are derived for a single AUV under the proposed cooperation
architecture. These results are kept generalized so that they can be applied to any fully-actuated AUV, from
the kinematic to a dynamical level. Given this, our key contributions are:

• AUV Modeling - A full 6 DOF mathematical model representing the kinematics and dynamics of an
AUV taking into the underwater dynamics, in which our control system will be implemented upon.

• Diver-Robot Cooperation - A review on different types of diving operations, associated risks and
tasks performed, and possible cooperation frameworks between robots and divers that enhance mission
performance and security.

• Diver Tracking - Discussion of different technologies and implementations towards diver tracking, and
obtain the kinematic components of a diver, that is, position and velocity. A Kalman diver tracking filter
and a cooperation architecture were proposed under the listed cooperation frameworks and diver tracking
formulations, in which the control system will be inserted to promote cooperative strategies with the
diver.

• Motion Control - A control system is proposed to stabilize both position and attitude of an AUV at
arbitrary references, extended to the vehicle dynamic level and within the working environment of the
cooperation architecture. Additionally, a thorough stability analysis of the inner-outer loop interconnection
allowed us to apply state of the art input-to-state notions of stability on systems evolving in distinct
spaces.

1.4 Thesis Outline

The structure of this thesis is as follows:
Chapter 2 contains the mathematical theoretical preliminaries of non-linear control that will be recalled

along with the derivation of the AUV control system.
Chapter 3 introduces a generalised mathematical model that describes an underwater vehicle motion used

in this work, that will be later taken into account for control design purposes and simulations.
Chapter 4 introduces the different cooperation frameworks between divers and robots that are possible

to introduce in various diving operations and presents classical and recent efforts towards solving the diver
tracking problem, in which a diver position and velocity are estimated. An architecture for navigation and
control of an AUV is proposed to enable cooperative behaviour with a diver.

Chapter 5 derives dynamic and kinematic control laws for the motion control of the AUV within the
proposed cooperation architecture and analyses the properties of the closed-loop system.

Chapter 6 presents the simulations that were made to test and demonstrate the controller performance and
its stability properties, devised in the previous chapters.

Chapter 7 summarizes the results obtained and suggests the directions of further investigation.
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Chapter 2

Theoretical Preliminaries

In this chapter, we introduce some mathematical notations and definitions used throughout this thesis, as well
as important non-linear control tools for stability analysis of the control problems discussed in Chapter 5. After
defining the notation in Section 2.1, we give a brief overview of the theory of non-linear stability theory in
Section 2.2.

2.1 Mathematical Groundwork and Notations

To facilitate the interpretation of mathematical expressions, we use bold symbols and letters to reference
vectors or matrices, and normal script for scalars. Moreover, vectors are represented in lower case, whereas
matrices are represented in upper case. In represents the n×n identity matrix, where n > 0 denotes a positive
integer. A block diagonal matrix is represented as diag(A1, ..., An).If x is a scalar, |x| denotes its absolute
value. If x is a vector, ‖x‖ denotes its norm. The norms used in this thesis are the class of p-norms defined by

‖x‖p = (|x1|p + · · ·+ |xn|p)(1/p)

where p ≥ 1 is a real number, and xi, i = 1, · · · , n refers to the ith element of x. Additionally, the
asymptotic norm and (essential) supremum norm are denote by, respectively, with ‖x‖a = limt→∞ ‖x(t)‖ and
‖x‖∞ = supt≥0 ‖x(t)‖. For simplicity of notation, except when explicitly stated, ‖·‖ denotes the Euclidean
2-norm.

Respectively, for an arbitrary n×m matrix A, if the p-norm for vectors is used, the corresponding (induced)
norm is defined as

‖A‖p = sup
x 6=0

‖Ax‖p
‖xp‖

where 0 denotes the zero vector. In the special case of euclidean 2-norm and square n× n matrices, we have
the following inequality

λmin(A) ≤ ‖A‖2 ≤ λmax(A)
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where λmin and λmax denote, respectively, the smallest and largest eigenvalues of matrix A.

We denote S : Rn 7→ S as the cross-product operator, where S = {A ∈ Rn×n : A = −AT } denotes the
space of n× n skew-symmetric matrices. Note that S verifies S(a)b = a× b, where a, b ∈ Rn and × is the
vector cross product.

2.2 Stability Theory: A Brief Overview

Stability theory concerns the stability of linear and non-linear systems, more specifically, the stability of
equilibrium points. There exist different notions of stability for such systems, and even more, these systems can
be categorized into two types: autonomous and non-autonomous systems. Throughout this thesis, only the
former is considered, as they only depend on the trajectories and are not explicitly dependent on time. Some
theorems and definitions are introduced and borrowed from Khalil, in the book Nonlinear Systems, which are
important to the development and design of control solutions to the problems described in Chapter 5. Finally,
some stability notions and theorems showed in this chapter are applied to a general non-autonomous systems
but can still be applied to autonomous systems, since it is only a matter of considering the independence of
time, as is the case for the considered systems throughout this thesis, without loss of generality.

2.2.1 Autonomous Systems

Consider the following autonomous system

ẋ = f(x) (2.1)

where f : D ⇒ Rn is locally Lipschitz in x, that is, satisfies the following inequality

‖f(x)− f(y)‖ ≤ L ‖x− y‖ , L > 0 (2.2)

The origin is an equilibrium point of (2.1), that is, f(0) = 0. By shifting the origin of the system, we may
assume that the equilibrium point of interest occurs at x = 0. If multiple equilibrium points exist, then the
stability of each one is studied by appropriately shifting the origin, without loss of generality.

Definition 1 (Equilibrium Points). The equilibrium point x = 0 of (2.1) is:

• stable (in the sense of Lyapunov) if, for each ε > 0, there exists a δ(ε) > 0 such that

‖x(0)‖ < δ ⇒ ‖x(t)‖ < ε, ∀t ≥ t0 (2.3)

• unstable if it is not stable

• asymptotically stable if it is stable and δ can be chosen such that

‖x(0)‖ < δ ⇒ lim
t→∞

x(t) = 0 (2.4)
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Notice that, there is no explicit dependence in time for the above-mentioned stability definitions. Now, we
can proceed to state the following Lyapunov’s stability theorem, on which important theorems for this thesis
work are built upon.

Theorem 1 (Lyapunov Stability). Let x = 0 be an equilibrium point of (2.1) and D ⊂ Rn be a domain that

contains x = 0. Let V : [0,∞)×D → R be a continuously differentiable function such that

V (0) = 0, V (x) > 0 in D\{0} (2.5)

V̇ (x) ≤ 0 ∈ D (2.6)

Then, x = 0 is stable. Moreover, if

V̇ (x) < 0 in D\{0} (2.7)

then x = 0 is asymptotically stable.

A continuously differentiable function V (x) satisfying (2.5) and (2.6) is called a Lyapunov function. The
concept of asymptotically stable equilibrium points can further be extended to the case when D = Rn, as
stated by the following theorem.

Theorem 2 (Lyapunov Global Asymptotic Stability). Suppose assumptions of Theorem 1 are satisfied with

inequalities (2.5) and (2.6) strengthened with

V (0) = 0, V (x) > 0, ∀x 6= 0 (2.8)

V̇ (x) < 0, ∀x 6= 0 (2.9)

and also satisfying

‖x‖ ⇒ ∞⇒ V (x)⇒∞ (2.10)

then, x = 0 is Globally Assymptotically Stable (GAS).

In robotics, and more generally in control theory, it is always interesting to have asymptotically stable

equilibria as we want the system to evolve to a certain point, and not merely remain nearby. In Theorem 1, it
only proves local stability, whereas in Theorem 2 it describes a global behaviour for the equilibria, for all initial
conditions in Rn, a stronger and desirable condition.

2.2.2 Non-autonomous Systems

Moving from autonomous systems towards non-autonomous systems, analyzing stability becomes less straight-
forward from the fact that the solution of non-autonomous systems depends not only on the initial time t0 but
also subsequent time t. To cope with this analysis it is necessary to use some comparison functions, known as
class K, class K∞ and class KL functions, facilitating the proofs further ahead. Refer to [43] for an overview
of the respective definitions.

Consider the following non-autonomous system
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ẋ = f(t,x) (2.11)

where f is piecewise continuous in t and locally Lipschitz in x, that is, satisfies the following inequality

‖f(t,x)− f(t,y)‖ ≤ L ‖x− y‖ (2.12)

for all (t,x) and (t, y) in some neighborhood of (t0,x0). The origin is an equilibrium point if

f(t,0) = 0, ∀t ≥ 0 (2.13)

Definition 2 (Equilibrium Points). The equilibrium point x = 0 of (2.11) is:

• stable (in the sense of Lyapunov) if, for each ε > 0, there exists a δ(t0, ε) > 0 such that

‖x(t0)‖ < δ ⇒ ‖x‖ < ε, ∀t ≥ t0 (2.14)

• unstable if it is not stable

• uniformly stable if, for each ε > 0, there exists a δ(ε) > 0 independent of time t0 such that (2.14) is
satisfied.

• asymptotically stable if it is stable and there is a positive constant c(t0) such that x ⇒ 0 as

t⇒∞, ∀ ‖x(t0) < c‖

• uniformly asymptotically stable if it is uniformly stable and there exists a positive constant c independent

of time t0, such that for all ‖x(t0)‖ < c, x8(t)⇒ 0 as t⇒∞, uniformly in t0, that is, for each η > 0,

there exists T (η) > 0 such that

‖x(t)‖ < η, t ≥ t0 + T (η), ‖x(t0)‖ < c (2.15)

• exponentially stable if there exists positive constants c, k, and λ such that

‖x(t)‖ ≤ k ‖x(t0)‖ exp−λ(t−t0),∀ ‖x(t0)‖ < c (2.16)

It is possible to observe the main distinction of stability between autonomous and non-autonomous is that
in the former case δ is independent of time t0. In other words, stability for non-autonomous systems take into
account the uniformity in time, a concept which guarantees the equilibrium point stability at initial times, so
that equation (2.14) may hold for all t0. For the case of autonomous this is already taken into account, as the
system is not explicitly dependent on time, as seen in (2.1).

It is important to note that the definitions of asymptotic stability do not quantify the rate of convergence.
There is a strong form of stability that demands an exponential rate of convergence.
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Theorem 3 (Lyapunov Exponential Stability). Let x = 0 be an equilibrium point for (2.11) and D ⊂ Rn be a

domain that contains x = 0. Let V : [0,∞)×D ⇒ R be a continuously differentiable function such that

k1 ‖x‖a ≤ V (t,x) ≤ k2 ‖x‖a (2.17)

V̇
∣∣
ẋ=f(x) = ∂Vd

∂t
+ ∂Vd

∂x
f(t,x) ≤ −k3 ‖x‖a (2.18)

∀t ≥ 0 and ∀x ∈ D, where k1, k2, k3 and a are positive constants. Then x = 0 is exponentially stable. If the

assumptions hold globally, then x = 0 is Globally Exponentially Stable (GES).

Exponential stability is a strong notion of stability, in particular, due to the association of such conditions
being more robust to perturbations to the system and essential in terms of control algorithms, especially
adaptive control algorithms [49].

In some cases, it will not be possible to prove the stability of certain equilibrium points due to disturbances
in the system. In such cases concepts related to boundedness are important, especially in perturbation theory
[43].

Theorem 4 (Lyapunov Boundedness). Let D ⊂ Rn be a domain that contains the origin and V : [0,∞)×D ⇒

R be a continuously differentiable function such that

α1(‖x‖) ≤ V (t,x) ≤ α2(‖x‖) (2.19)

V̇
∣∣
ẋ=f(x) = ∂V

∂t
+ ∂V

∂x
f(t,x) ≤ −W3(x),∀ ‖x‖ ≥ µ > 0 (2.20)

∀t ≥ 0 and ∀x ∈ D, where α1(x) and α2(x) are class K functions and W3(x) is a continuous positive

definite function. Take r > 0 such that Br ⊂ D and suppose that

µ < α−1
2 (α1(r)) (2.21)

Then, there exists a class KL function β and for every initial state x(t0), satisfying ‖x(t0)‖ ≤ α−1
2 (α1(r)),

there is T ≥ 0 (dependent on x(t0) and µ) such that the solution of (2.11) satisfies

‖x‖ ≤ β(‖x(t0)‖ , t− t0),∀t0 ≤ t ≤ t0 + T (2.22)

‖x‖ ≤ α−1
1 (α2(µ)),∀t ≥ t0 + T (2.23)

Moreover, if D = Rn and α−1 belongs to class K∞, then (2.22) and (2.23) hold for any initial state x(t0),

with no restriction on how large µ is.

The inequalities above (2.22) and (2.23) show that x is uniformly ultimately bounded with the ultimate

bound of α−1
2 (α1(r)). If D = Rn and α−1 belongs to class K∞, then x is Globally Uniformly Ultimately

Bounded. Moreover, if the system is autonomous, it is possible to drop the notion of uniformity and state that
the trajectories of (2.1) are ultimately bounded, depending on the achieved conditions mentioned in Theorem
4.
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2.2.3 Input/Output Systems

Until this point, we have only dealt with systems with no inputs and outputs. However, depending on the
context, the system at hand might be influenced by other systems outputs or external disturbances. Moreover,
the same system produces a certain output that might influence other systems being studied. Therefore, when
studying certain systems interconnections, and disturbances or noise influencing the system, it is useful to
represent a system input/output mechanism and study the stability and properties of the said system under
these contexts.

Consider the following system

ẋ = f(t,x,u) (2.24)

where f : [0,∞) ×D ×Du ⇒ Rn is assumed to be locally Lipschitz in x and u, inputs being measurable
locally essentially bounded maps u : [0,∞)⇒ Rm, for some positive integers n,m, D ⊂ Rn a domain that
contains the origin and Du ⊂ Rm a domain that contains u = 0. The unforced system associated with system
(2.24) is considered as follows

ẋ = f(t,x,0) (2.25)

Suppose system (2.25) has a GAS origin. One would assume that bounded inputs result in bounded state
trajectories, as well as output, as is the case for linear systems with GAS equilibria [50]. But this property is
not true for non-linear systems, such as our case, where solutions might diverge even for some inputs that
converge to zero [44]. Therefore, this motivates the concept of Input-to-state Stable (ISS), that is, for any
bounded input u, the state x will also be bounded.

Definition 3 (Input-to-State Stability). The system (2.24)is said to be ISS if there exists a class KL function

β and a class K function γ such that for any initial state x(t0) and any bounded input u the solution x exists

for all t ≥ t0 and satisfies the following condition

‖x‖ ≤ γ(‖u‖∞) + β(‖x(t0)‖ , t− t0) (2.26)

In some cases the ISS condition cannot be satisfied for any x(t0) and u. To address these class of problems,
in [48], [51] the authors define the concept of ISS with restrictions on the initial states and/or inputs, that can
be summarized in the following definition.

Definition 4. The system (2.24) is said to be ISS with restrictions X ⇒ Rn and ∆ > 0 on the initial state

x(t0) and the input u, respectively, if there exist a class KL function and a class K function γ such that for

any initial state x(t0) ∈ X and any bounded input function u satisfying ‖u‖ < ∆ the solution x exists for all

t ≥ t0 and satisfies (2.26).

Then, the following theorem provides a Lyapunov framework to prove that (2.24) satisfies the ISS condition.

Theorem 5. Let V : [0,∞)×D ⇒ R be a continuously differentiable function such that
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α1(‖x‖) ≤ V (t,x) ≤ α2(‖x‖) (2.27)

V̇
∣∣
ẋ=f(x) = ∂V

∂t
+ ∂V

∂x
f(t,x) ≤ −W3(x),∀ ‖x‖ ≥ ρ(‖u‖) > 0 (2.28)

∀(t,x,u) ∈ [0,∞)×Rn ×Rm, where α1, α2 are class K∞ functions, ρ is a class K function, and W3(x) is a

continuous positive definite function on Rn. Then, the system (2.24) is ISS with γ = α−1
1 (α2(ρ)).

It is useful to also study the ISS condition of systems in cascade connections

ẋ1 = f1(x1,x2) (2.29)

ẋ2 = f2(x2) (2.30)

Suppose that both ẋ1 = f1(x1,0) and (2.30) have GAS equilibrium points at the origin. It is possible to
analyze the stability of the overall cascade connection equilibrium points, with the help of the following lemma.

Lemma 1. Under the stated assumptions, if the system (2.29), with x2 as input, is ISS and the origin of

(2.30) is GAS, then the origin of the cascade system (2.29) and (2.30) is GAS.

Until now, it was only discussed the ISS concept, related to the system state concerning the input. In
certain models, the output might not be the state itself but other functions of the input and state of the
system. Consider the following input-output model

ẋ = f(t,x,u), y = h(t,x,u) (2.31)

where, in addition to (2.24), h : [0,∞)×D ×Du ⇒ Rp is a continuous function of the system state x and
input u with h(0) = 0 and output y taking values in Rp, for some positive integer p.

The concept of Input-to-output Stable (IOS) arises to provide a stability analysis framework in the space of
input and output signals, applied to models like (2.31). There exist many definitions of IOS but all of them
work in the space of signals norm, known in the literature as normed spaces, which provide a measure of the
size of the signal. In the context of this thesis and further proofs, we will work in the signal space of L∞, the
set of all bounded functions with the supremum norm ‖u‖∞.

This norm is usually related to problems of finding maximum absolute, tracking error and the problem of
control saturation [45]. Note that, since we only work in the space of supremum norm space L∞ we can drop
the subscript ∞ and simply refer to it as the space L. Within this space, the input-output relation can be
represented by

y = Hu (2.32)

where H is some mapping/operator, from one norm space to another, specifying y in terms of u. With this,
we can then proceed to define IOS.
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Definition 5 (Input-to-Output Stability). A mapping H is L stable if there exists a class K functions α,

defined on [0,∞), and a nonnegative constant β such that

‖Hu‖∞ = ‖y‖∞ ≤ α(‖u‖∞) + β (2.33)

Additionally, it is finite-gain L stable if, instead, there exists nonnegative constants γ and β such that

‖Hu‖∞ = ‖y‖∞ ≤ γ ‖u‖∞ + β (2.34)

An useful relationship between ISS and IOS can be made, in a Lyapunov framework, via the following
theorem.

Theorem 6. Consider the system 2.31 with D = Rn and Du = Rm. Suppose also that

• The system ẋ = f(t,x,u) is proven to be ISS.

• h satisfies the following inequality

‖h(t,x,u)‖ ≤ α6(‖x‖) + α7(‖u‖) + η, ∀(t,x,u) ∈ [0,∞)× Rn × Rm (2.35)

for some class K functions α6, α7 and a nonnegative constant η.

Then, for each x(0) ∈ Rn, the system (2.31) is L stable.

Finally, when studying the stability of interconnected systems in a feedback form, that is, the output of
one system is the input of another and vice-versa, it is useful to use the formalism of IOS in the sense of
this connection being finite-gain L stable. Then, the following theorem, known in the literature as small-gain

theorem, provides a simple condition to prove that the interconnection is IOS.

Theorem 7 (Small-gain Theorem). Consider two system H1 and H2 and suppose that both are finite-gain L

stable, that is

‖y1‖∞ ≤ γ1 ‖u1‖∞ + β1 (2.36)

‖y2‖∞ ≤ γ2 ‖u1‖∞ + β2 (2.37)

where β1 and β2 a nonnegative constant bias terms. Then, the feedback connection of both system is finite-gain

L stable if γ1γ2 < 1.

The theorems and definitions presented in this chapter prove and give sufficient conditions for certain
stability criteria, and will be the basis of support for the derivation of controllers and accomplish the requirement.
It does not, however, give a "prescription" for determining the Lyapunov function V (x, t). Since the theorem
only gives sufficient conditions, the search for a Lyapunov function establishing the stability of equilibria could
be arduous. In Chapter 5 we will discuss the problem of controlling the vehicle in a cooperative framework,
with diverse control problems, describing the specifications and designing control laws that solve the mentioned
problems. For that, respective proofs will guide the reader to find a suitable Lyapunov function to derive the
control law and apply it to these theorems to prove stability conditions.
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Chapter 3

Underwater Robots Modelling

Autonomous robots that operate in underwater environments require immense dexterity and rely on huge
amounts of external information to safely and efficiently carry out the intended missions. As a result, careful
work is needed in the design and implementation of such machines. In this Chapter we discuss and obtain a
mathematical model for a generic marine vehicle moving in three-dimensional space, thus requiring a 6 DOF
description. We start by defining the different frames of reference in Section 3.1 that are used to represent the
state of an underwater vehicle and then proceed to obtain the kinematic equations of motion of the vehicle
without taking into account the forces and moments at play, in Section 3.2. Afterwards, we analyze the external
forces that affect the vehicle motion, formulating the dynamics equations of motion of an arbitrary underwater
vehicle, ending up with a set of equations in vectorial form for the vehicle kinematics and dynamics. This
chapter follows the marine standard notation and practice, based on [32].

3.1 Reference Frame and Motion Variables

To describe the motion of a vehicle in space, one must first introduce coordinates in which to express the
vehicle variables such as position, velocity and acceleration, and the frame where these coordinates apply.

To accurately describe the motion of the vehicle it is enough to use two reference frames, as shown in Fig.
3.1, with their respective notations.

Figure 3.1: Vehicle body frames and respective motion variables notation (adapted from [32]), as well
as AUV motion variables and respective nomenclature (obtained from [24]).

These two frames are known as body-fixed frame {B} = (xb, yb, zb) and inertial frame or NED frame
(North-East-Down (NED) frame) {N} = (xn, yn, zn). The first frame is a moving frame fixed to the vehicle,
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whose origin describes its position and orientation relative to the inertial frame. On the other hand, the second
frame is assumed to be a fixed tangent plane to the surface of the Earth, where the x axis points to the true
North, the y axis point towards East and the z axis points downwards to the center of the Earth.

That being said, we now define the necessary nomenclature to describe the motion variables of underwater
vehicles:

Position of {B} measured in {N} p =

xy
z

 ∈ R3 Attitude of {B} w.r.t {N} expressed in {N} Θ =

φθ
ψ

 ∈ R3

Linear velocity of {B} w.r.t {N} expressed in {B} v =

uv
w

 ∈ R3 Angular velocity of {B} w.r.t {N} expressed in {B} ω =

pq
r

 ∈ R3

Body-fixed forces in {B} f =

XY
Z

 ∈ R3 Body-fixed moments in {B} m =

KM
N

 ∈ R3

Table 3.1: Description of position, velocity and forces of actuation on the vehicle, under SNAME
notation.

where R3 is the Euclidean space of three dimensions. Additionally, we can specify these motion variables in
a more compact form as:

η =

p
Θ

 ∈ R6, ν =

v
ω

 ∈ R6, τ =

 f
m

 ∈ R6 (3.1)

where η denotes position and orientation (in Euler angles) of the vehicle with respect to {N}, ν denotes the
linear and angular velocities expressed in {B} with respect with {N} and τ represents the forces and moments
acting on the vehicle expressed in {B}.

Throughout work, we choose the centre of gravity (CG) to coincide with the origin of {B}, facilitating the
study and design of controllers for the vehicle motion since the other way around would involve simple but
additional steps of taking this translation into account.

Having this notation in mind, we can now proceed to develop the kinematic and dynamic equations of
motion of an underwater vehicle, under these mathematical nomenclatures.

3.2 Kinematics

The kinematics of a vehicle, as mentioned before, concerns the geometrical aspects of a single point motion
through a 3-dimensional space, without taking into account the forces of motion dynamics. Specifically, we will
cover the relationships between velocities expressed in the body-fixed frame with the corresponding variables
expressed in the inertial frame.
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3.2.1 Linear Velocity Transformation

In guidance, navigation and control application it is customary to decompose the body-fixed velocities v in the
inertial frame using the Euler angles [φ, θ, ψ] (roll, pitch and yaw, respectively) representation. One can use a
rotation matrix R to transform vectors expressed in a certain frame into the same vector expressed in another
frame. We define the nomenclature of Rn

b ∈ SO(3) to represent the transformation of a vector expressed in
{N} into the same vector expressed in {N}, where SO(3) := {R ∈ M3×3 : RRT = I3,det(R) = 1} and
M(n,m) represents the space of n ×m real valued matrices, with n > 0 and m > 0. Given the notion of
rotation matrix represented as R, following the zyx convention for Euler angles, one can define Rn

b to be
equivalent to consecutive rotations in the zyx axis, which is mathematically equivalent to

Rn
b := Rz,ψRy,θRx,φ (3.2)

where Rz,ψRy,θRz,φ denote the principal rotation matrices around the three dimensional axis, defined as

Rz,ψ =


1 0 0

0 cφ −sφ

0 sφ cφ

 , Ry,θ =


cθ 0 sθ

0 1 0

−sθ 0 cθ

 , Rx,φ =


cψ −sψ 0

sψ cψ 0

0 0 1

 (3.3)

where, for compactness, we let c· = cos (·) and s· = sin (·).

We can expand (3.2) and define the velocity transformation matrix as follows

Rn
b (Θ) =


cψcθ −sψcφ+ cψsθsφ sψsφ+ cψcφsθ

sψcθ cψcφ+ sφsθsψ −cψsφ+ sθsψcφ

−sθ cθsφ cθcφ

 (3.4)

With this, the body-fixed linear velocity can be expressed in the inertial frame as

ṗ = Rn
b (Θ)v (3.5)

where ṗ is the inertial linear velocity vector.

3.2.2 Angular Velocity Transformation

Likewise, we can obtain the transformation matrix related to the angular velocity vector from body-fixed to
inertial frame, also known as the Euler rate vector, given by

Θ̇ = T nb (Θ)ω (3.6)

T nb =


1 sφtθ cφtθ

0 cφ −sφ

0 sφ/cθ cφ/cθ

 (3.7)
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where t· = tan(·). An important aspect to take into account using T nb is the fact that it is undefined for pitch
angles of θ = ±90°. However, there are ways to solve this problem, such as using Quaternions parameterization
instead of Euler angles, avoiding singularity issues, or defining our attitude in the space of rotation matrices
SO(3). Each strategy has their own pros and cons as previously mentioned in Chapter 1 but for simplicity
purposes we will leave the angular kinematic equations via parameterization using Euler angles.

3.2.3 Six DOF Kinematic Equation

Grouping together both Linear and Angular velocity transformations we can derive the full kinematic equation
for a six DOF vehicle in vector form as

η̇ = J(η)ν ⇔

 ṗ
Θ̇

 =

Rn
b (Θ) 03x3

03x3 T nb (Θ)

v
ω

 (3.8)

3.3 Dynamics

Having studied and mathematically defined the geometric transformation of a single point motion through
three-dimensional space, we need to identify how this motion is affected by external forces, following the
Newton-Euler formulation in the body-fixed frame. Such motion can be produced by actuator forces, such as
propellers or other types of thrusters, restoring forces, due to the hydrostatic nature of submerged vehicles
in water, and the hydrodynamic forces due to the motion of the vehicle itself through a water medium. The
objective of this study is to then establish an underwater vehicle equations of motion based on Newton’s law
[32] in vector form, given by

Mν̇r +C(νr)νr +D(νr)νr + g(η) + g0 = τ (3.9)

where

• M is the system inertia matrix, corresponding to the rigid-body inertia and added mass terms.

• C(νr) is the Coriolis-centripetal matrix, corresponding to the rigid-body and added mass Coriolis and
centripetal terms.

• D(νr) is the hydrodynamic damping matrix terms due to viscous friction and damping. Typically both
linear and quadratic drag are considered.

• g(η) and g0 are vectors of hydrostatic forces, associated with gravity and buoyancy, and restoration
forces due to ballast systems, respectively.

• τ is the vector of forces and moments from the thrusters.

• νr = ν − νc is the relative velocity of the vehicle in water, where νc = [uc, vc, wc, 0, 0, 0]T is the
generalised ocean current velocity vector of an irrotational fluid, with uc, vc and wc are expressed in {B}.
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We approach the generalised dynamics equation of motion of the vehicle taking ocean currents into account,
being νr the relative velocity vector of the marine craft with water.

The system inertia matrix M can be expressed in vector form as the sum of two parts

M = MRB +MA (3.10)

where MRB is the rigid-body system inertia matrix and MA is the rigid-body added mass matrix.
The concept of added mass in MA concerns the hydrodynamics of the vehicle, more specifically, the inertia

that is added into the system caused by the displacement of a volume of fluid, water in our case, due to the
motion of the vehicle. These terms can be neglected on land robots, however, because we are working in an
underwater environment, the same can not apply. To simplify our work during control design using Lyapunov
function candidates as a sum of kinetic and potential energy, we assume that the system inertia matrix M has
constant potential coefficients, implying the following property [32, Property 7.1]:

Property 1 (System Inertia Matrix). The system inertia matrix M is unique and satisfies

Ṁ = 0, M = MT > 0

The total hydrodynamic damping matrix can be expressed as a sum of linear and non-linear terms

D(νr) = D +Dn(νr) (3.11)

where D takes into account potential damping and possible skin friction and Dn(νr) represents the non-linear
quadratic damping and higher-order terms. Additionally, D(νr) satisfies the following dissipation property [32,
Property 6.3]:

Property 2 (Hydrodynamic Damping Matrix). For a rigid-body moving through a water medium, the

hydrodynamic damping matrix will be real, nonsymmetric and strictly positive:

D(νr) > 0, ∀νr ∈ R6 (3.12)

In other words,

xTD(νr)x > 0, ∀x 6= 0 (3.13)

The Coriolis-centripetal matrix C appears due to the rotation of the body with respect to the inertial frame.
Likewise, the system inertia matrix can be expressed as a sum of two parts

C(ν) = CRB(ν) +CA(ν) (3.14)

where CRB is the rigid-body system Coriolis-centripetal matrix and CA is the hydrodynamic added mass matrix
related to rotation of the body in the surrounding fluid.

The Coriolis-centripetal matrix C is not unique and is chosen such that it is skew-symmetric, i.e C = −CT ,

allowing us to simplify the equations. Letting the system inertia matrix be partitioned as M =

M11 M12

M21 M22

,
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we recall from [32, Theorem 3.2]:

Theorem 8 (Coriolis–Centripetal Matrix from System Inertia Matrix). Let M be a 6×6 system inertia matrix

defined as

M = MT =

M11 M12

M21 M22


where M21 = MT

12. Then, the Coriolis–centripetal matrix can always be parameterized such that C(ν) =

−CT (ν) by choosing

C(ν) =

 03x3 −S(M11v +M12ω)

−S(M11v +M12ω) −S(M21v +M22ω)

 (3.15)

Having described the kinematics and dynamics equations of motion of an underwater vehicle in vector form,
given by (3.16) and (3.17), respectively, we can proceed to apply these concepts to a real model of an existing
six DOF AUV, expanding and developing the motion dynamic matrices.

3.3.1 Model Equations in Vector Form

To sum up all of the work developed in this chapter, we recall the obtained kinematics and dynamics equations
of motion in vector form

η̇ = J(η)ν (3.16)

Mν̇r +C(νr)νr +D(νr)νr = τ (3.17)

where each term and variable is previously defined and applied to an AUV, where our work will be focused on.
Additionally, throughout the work carried out in this thesis, we simplify the notation of our vehicle rotation
matrix, by considering Rv to represent the rotation matrix from {B} to {N}, that is, Rv = Rb

n.
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Chapter 4

Underwater Cooperation between Diver

and AUV

This chapter is dedicated to reviewing and studying the cooperation mechanisms between an AUV and a diver.
In Section 4.1 we briefly discuss different types of diving operations and possible cooperation strategies between
AUVs and divers. In Section 4.2 we present state-of-the-art algorithms that provide essential information of the
diver absolute/relative position underwater. In Section 4.3, we extend incorporate these results in a tracking
filter to obtain filtered components of the diver kinematic components. We finalize this chapter with the
proposal of a generalized cooperation architecture to be implemented on an AUV in Section 4.4.

4.1 Cooperation Frameworks

The world of diving operations is complex and can be categorized in many different ways. In this section, we
discuss diving operations that are carried out by professional divers excluding training or personal/recreational
diving operations, as our work is focused on the use of delicate and costly equipment (e.g., robots) that requires
time and planning beforehand. Within some margin of flexibility, we can divide the professional diver operations
into several categories, discuss their associated risks, and possible cooperation strategies with AUVs. The key
takeaways from these discussions will serve as basis of support to our cooperation architecture proposal in
Section 4.4. In Appendix A a table is presented with a brief summary of the discussion held in this section.

4.1.1 Commercial/Industrial Diving

These types of diving operations concern the aspects of engineering in underwater environments such as
building, repair, examination, or maintenance. Examples of such operations can be:

• Offshore diving where divers work towards the support of the oil and gas industry.

• Maintenance, repair and cleaning of vessels without the need for lifting or docking at a special structure,
or even prepare the vessel itself towards raising.

• Laying pipelines or communication lines underwater.
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• Hazmat diving, which is one of the most dangerous diving operations, where the diver works in
contaminated underwater environments for repair, sampling, maintenance, or pollution clean up.

• Salvage and retrieval of sunken ships, cargo, aircraft or other vehicles and structures.

Usually, these types of operations are methodically planned and occur periodically, from half an hour to 2
hours. They do not occur sporadically but instead are part of projects that span over months or even years,
depending on the scale and complexity, with dives occurring many times throughout the project/work carried
out. For example, in Norfolk, Virginia, United States of America, a commercial diving company provided
underwater marine construction services towards a coal pier, and the 13 divers performed 400 dives in a 9-month
long project [52]. On the other hand, NEOSUB, a diving operation service company, participated in a huge
sub-aquatic project in Portugal that undertook 5 years [53].

In all types of diving operations, diver usually face common risks such as low visibility, decompression
sickness, nitrogen narcosis, ocean currents and a general lack of orientation. However, specific to commercial
diving, there also exists added risks due to the mission nature itself. Divers are usually accompanied by other
diver "buddies", and are equipped with specialized equipment such as a diving bell, a decompression chamber,
and/or other life support equipment, reducing the diver overall mobility. For example, in saturation diving, these
situations are more pronounced as the diver stays underwater for prolonged hours. Additionally, in commercial
diving, the divers may handle specialized tools, e.g., underwater torch, high-pressure water jet cleaning tools,
etc, and working in dangerous environments, e.g., polluted/contaminated water, heavy and delicate underwater
cables, tight spaces, rig propulsion systems, etc, some of which would be a real challenge to work with even if
they were above ground.

The implementation and use of cooperative schemes between AUVs and divers in commercial/industrial
diving operations might mitigate some of the aforementioned risks and enhance certain task operations. For
example, observation and monitoring of a diver could provide some sort of visual coverage and, with the help of
additional sensors implanted on the diver suit, the robot could serve as a monitoring station and send information
to the surface, establishing a communication link between the diver and the outside world eliminating the need
for additional cabling connect to the diver. Additionally, it would allow the AUV to plan missions according
to the diver underwater, in a more adaptive and responsive approach. Recent works regarding chain link
communication between robots have proven to be an efficient way of establishing underwater communication,
via the use of different unnamed underwater/surface autonomous vehicles in a cooperative control framework
[54]–[58]. Another useful cooperation scheme is the use of robots as means of carrying the necessary tools
and essential systems and taking away the burden from the diver, allowing him/her to work underwater with
more ease and flexibility. Or the AUV might perform the actual task as well, by drilling the necessary screws or
turning certain valves that require strength and dexterity. The authors in [59] derive certain control frameworks
towards the development of autonomous manipulation tasks, under the scope of the DexROV Horizon 2020
project, such as inspecting the surface of a pipeline.
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4.1.2 Scientific Diving

In scientific diving, contrary to commercial/industrial diving, concerns the pursuit of knowledge and research
development related to science. Examples of scientific dive operations can consist of:

• Sampling and observation of biological organisms and geophysical phenomenon in situ.

• Underwater archaeology and geology.

• Retrieval and maintenance of scientific equipment.

• Underwater mapping and registration of important local features for seabed characterization.

Like commercial/industrial diving operations, these types of missions operate as part of projects that
usually span over weeks and months or years. But contrary to commercial/industrial diving, the divers
are usually scientists first and professional divers second. For example, in 2010, the Centre for Scientific
Diving of the Alfred Wegener Institute (AWI) conducted studies of impacts of artificial structures on fish and
macroinvertebrate communities in the subtidal zone (depths of 5 to 10 meters), with several diving operations
performed sporadically since then, to conduct scientific experiments near these implanted artificial structures
[60]. Usually, those dives only occurred whenever further investigation was required by the research development.
Another example is an expedition to Neumayer III, a German research facility in Antarctica, where it was found
that, towards investigation and research of Antarctica’s sub-ice ecosystem, in situ approaches through diving
and custom-designed incubation systems or sensor arrays were essential [61].

Despite the scientific nature of these types of diving operations, there is always the need for diver buddies
and support teams above water to ensure a safe diving mission. Moreover, there are still associated risks besides
the usual risks transversal to all diving operation types, as mentioned before. However, these are comparatively
fewer compared with commercial/industrial diving as the work performed is done under favourable conditions,
do not need to be accomplished under tight timelines and/or profitability, and do not involve using large and
complex equipment. Another risk associated with some scientific diving operations is related to the human
factor disturbance in the area of research. For example, underwater archaeology operations require extreme
care with the handling of equipment and objects of interest and usually involve surveying the area previously.
Or with biology-related research dives, it is of utmost importance to avoid disturbing the surrounding fauna
and flora, otherwise risk ruining the samples, invalidating the data.

Cooperation schemes between divers and robots, might still prove to be essential tools towards conducting
a better performance of underwater scientific and research tasks. In seabed mapping or underwater observation
missions, the robot can be an excellent tool via acoustic or visual sensory equipment and using a diver as a
supervisor to the robot can result in efficient sample gathering and surveying task t. If turbidity or lack of
navigation capabilities impedes successful diving operations, it is possible to use a robot as means of guiding
the diver towards the mission site or even provide some sort of lighting and tools assistant, as mentioned
previously in commercial/industrial diving operations.
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4.1.3 Media Diving

Media diving operations, as the name suggests, is a branch of diving operations concerning underwater
cinematography and photography. It can overlap some of the aforementioned styles of diving operation as
it provides some sort of coverage towards those said operations, with the main objective of documenting
underwater research and investigation tasks related to oceanography, engineering, cinema and television industry,
etc other types of science.

Besides some of the usual risks of diving operations in general, above mentioned, media diving operations
fall into the same category of risks related to science diving operations. Some additional or different than
usual tasks that media divers perform usually are concerned with up keeping and using specialized recording
equipment such as high definition video cameras in underwater housings, with special underwater lighting, and
remote camera. Therefore, there could be some risks associated with the handling of equipment during such
diving operations, but do not pose an added risk to the diver. Finally, because media divers themselves are
accompanied by other divers, the need to navigate accurately and know the whereabouts is almost non-existent
therefore the lack of underwater navigation and sense of orientation does not pose a risk towards the media
diver.

Relative to possible cooperation schemes and benefits/risks associated, there needs to be some considerations
taken into account. As media diving operations require special knowledge relative to camera work and filming,
the robot itself must carry the necessary algorithms to perform such tasks. This is not new to the world of
robotics and filming, as there are already commercially available technologies that implement these assignments,
with discussions in the cinema industry literature relative to the advancements and benefits/downsides of robot
operating cameras [62]. Therefore, one could have the robot operating as an underwater filming station where
the diver could command the vehicle to perform specific manoeuvres around a certain site, motivated by recent
developments in gesture-based algorithms and computer vision [18].

4.1.4 Military Diving

Finally, military and public safety diving operations concern the tasks performed by military personnel in
underwater environments. These tasks can range from a multitude of tasks, such as:

• Search and rescue/recovery.

• Explosive ordnance disposal.

• Reconnaissance, sabotage or infiltration.

• Hydro-graphic surveys.

Concerning risks, it is straightforward to expect that military diving operations are risky by nature, from
working with nearby explosive devices to diving in unknown and "enemy" territory, owing to the nature of war.
Such operations lack the time and non-urgency to prepare and plan the mission beforehand, safety checks,
and require the diver to adapt easily and possess a huge underwater expertise. However, the same serves
as a counter-acting point towards decreasing the associated risks with these types of dives, as compared to
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other types of diving operations. A study made by the Poland Military Institute of Medicine [63] analyzed and
concluded that the major factors of increased number of accidents included diving frequency, adaptation to
higher pressure conditions and overestimation of one’s skills in undertaking challenges, and that a model of
military diving training provides a much higher guarantee of diving safety as compared with some models used
in scientific or media diving.

Nevertheless, there will always be a risk associated with the deactivation of explosive devices underwater or
infiltration/reconnaissance diving mission therefore the use of AUVs might prove an useful cooperation tool.
In underwater reconnaissance, sabotage or infiltration operations, AUVs may dive alongside a diver, carrying
additional tools of observation, with the diver performing initial reconnaissance and investigation, and make
the decisions towards a better inspection, or move to another location. Finally, in search and rescue missions,
AUVs can be useful to accompany the diver as there will always be some degree of visibility issue that always
plague these environments.

4.2 Diver Localization

In guidance, navigation and control literature, the problem of localization concerns the position estimation
of an entity in the surrounding environment relative to a certain frame. This is an important problem in the
present marine robotics scene, which has witnessed growing interest due to the demand for increasingly more
accurate control and navigation systems for autonomous operations. It is also a challenging problem as these
environments usually are in the presence of ocean currents, sensor bias, noise, access to Global Navigation
Satellite System (GNSS) signals is impracticable, and position fixes utilizing this system require the vehicle
to resurface periodically [64]. More specific to the problem of localization is the target localization problem
which concerns the estimation of a target position, e.g., diver, object, robot, dock, animal, via measurements
accessed by an agent from its sensors. Such framework is suited in the context of cooperation schemes between
divers and robots underwater since it benefits and enhances the cooperative behaviour of an autonomous
vehicle by obtaining important information of the whereabouts of the diver. In this Section, we intended to
briefly present and discuss some works done towards solving this target localization problem, under cooperative
schemes between divers and robots underwater. We do not discuss the topics of obtaining velocity components
of a target as they usually are obtained via filtering processes with position measurements, and raw velocity
measurements of an underwater target from onboard sensors are not common.

4.2.1 LBL/SBL Systems

A customary approach towards the localization of targets is the use of fixed beacons, spread out in the working
environment. One common known example of such localization method is the GNSS where a constellation
of satellites resort to the principles of triangulation and clock synchronization towards locating a desired
object via electromagnetic signals. However, it is well known in maritime literature that the propagation of
electromagnetic waves underwater is heavily damped in water and hence can not be detected by the receiver in
most cases of interest. As an alternative, acoustic waves are highly used in underwater localization systems
due to their propagation properties and high range of normal operation. Then, it is possible to use sets of
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beacons that are placed on buoys or other surfaces that perform similar localization methods as satellites do
via triangulation and clock synchronization, or other geometric methodologies. There exists various solutions
such as LBL, SBL, USBL or even single range measurements. However, in this section, we will discuss the
LBL and SBL systems as they are closely related, with minor differences in application, and the rest are worth
mentioning in a separate context, mentioned next.

Relative to LBL systems, the position is determined via interrogation of three or more fixed transducers
(beacons) separated by large distances (long baselines). These transducers can either be fixed on the seabed
(classical LBL systems) or fixed to buoys with access to GNSS signals (mobile LBL systems), as shown in Fig.
4.1. These transducers are deployed at the ocean floor and their geometric topology needs to be accurately
calibrated. The distances between the transducers, their depth information and the known position of the host
vessel (or buoys) are used to set up a local inertial frame using which the target position is estimated. Then,
an equipped transducer in the desired target (e.g., diver, AUV, etc) pings each of the transducers in the LBL
system in a round-robin fashion. The travel times from the response signals are used to estimate its position
via geometric methods such as trilateration.

(a) Classical LBL systems. (b) Mobile LBL systems.

Figure 4.1: Two main implementation approaches of LBL systems (obtained from [65]).

The same applies to the SBL systems, with the difference of the transducers being located in a boat or
other platform instead of being fixed on the ocean floor, as shown in Fig. 4.2,. Usually, the baseline length is
measured in meters, instead of hundreds of meters for the LBL systems, hence the short designation. The
position is then calculated relative to an inertial known position of the host vessel and requires precise calibration
of the transducer array. Depth sensors onboard the AUV is used in conjunction with the acoustic travel times to
obtain 3D position information. Because any range and bearing available from the SBL system is with respect
to the receivers mounted on the vessel, a SBL system needs additional tools such as Vertical Reference Unit
(VRU), gyroscope and surface navigation system (e.g., GNSS) to provide a position on an inertial reference
system.

The LBL system is well known in the literature and proven to be a robust solution towards solving localization
problems, especially in deep water mission and over large areas of operation [64], providing an alternative
solution to GNSS systems, SBL systems, or inertial navigation systems. In [66], the authors implemented a
simple LBL system using high-precision calibrated underwater beacons as references, highlighting the need for
calibration in the actual beacon known positions as they can induce errors in the estimation itself. This process
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Figure 4.2: Implementation approach of a SBL system. (obtained from [65]).

is an important source of error and if done improperly deeply impacts the accuracy of the system accuracy
[65]. However, LBL implementations can be complex due to the need for physical beacons with the known
position being built on-site, sometimes unfeasible for divers to fixate the beacons due to extreme depths. If it
is required to move location, this constrains the whole portability/mobility of the navigation system, being
difficult to implement such a solution in a single vehicle towards the localization of a target (e.g., diver).

On the other hand, SBL systems are also known in the literature for quite some time, and require the agents
to operate in the close vicinity of the ship or platform of choice and have a lesser range than LBL systems
[67]. However, they are easier to deploy and operate and are favoured for research operations centred around
a host vessel or other chosen platform, with the performance similar to LBL systems. The accuracy of the
estimate is largely dependent on the length of the baseline. Generally, the farther apart the transducers, the
better the accuracy [68]. In [69] the authors describe a SBL system used to track SPURV III, a Self-Propelled
Underwater Research Vehicle, that consisted of a triangular array of hydrophones mounted beneath the ship’s
hull. Reference works [67] are other examples of SBL systems implementation. Despite this, it is still hard to
minimize the use of agents in the estimation of the desired target position using SBL techniques, such as a
scenario of using a single vehicle to track a driver’s position.

4.2.2 USBL Systems

An USBL acoustic system consists of an acoustic ranging mechanism composed of a small array of transducers,
usually with a baseline on the order of centimetres hence the name ultra-short, that computes the position
of a target in the reference frame of the vehicle, based on the travel time of acoustic signals emitted by
the transponder. Due to the proximity of the sensors in the receiving array, it is capable of measuring more
accurately the time-difference-of-arrival (TDOA) of the acoustic waves at the receivers compared to the actual
travel times between the transmitters and receivers [70]. As depicted in Fig. 4.3, the position of the transponder
in the vehicle reference frame is given by

rB = RT
v (pt − p) (4.1)

where rB ∈ R3 represent the target position in {B} and pt ∈ R3 is the target position in {N}.
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Figure 4.3: An USBL system with i receivers, with a representation of the sensor frame {U} centroid,
the body-fixed frame {B} attached to the vehicle with the USBL system, and an inertial frame {N}
(adapted from [71]).

The overall objective of this system is to compute the target’s position based on range measurements
between a transponder implanted on a target and the receivers in the USBL receiving array. These distances
between the transponder and receivers installed on-board the vehicle (as measured by the receivers) can be
simply written in {B} as follows

ρi =
∥∥bi − rB∥∥ = ‖pt − p−Rvbi‖ (4.2)

where bi ∈ R3 denotes the position of the receiver in {B}.

It is possible to obtain a range/direction of the transponder byways of approximating the acoustic waves
in the classical approach, that is, acoustic waves from far away can be perceived as planar waves coming
to the receivers. This implies that in close-range operations (e.g., the robot operating near the diver) the
approximation might fail and increase the error in the estimates but as a rule of thumb, the planar wave
approximation is considered to yield satisfactory results at distances approximately 10 times larger than the
baseline of the receiving array [64]. Then, using such approximation, it is possible to obtain an estimate of the
transponder’s direction dr via a weighted least squares estimation problem [71], that we will not expand here
for simplicity purposes, but it will ultimately allow us to access the relative position of the target expressed in
{U} as follows

rr = ρrdr (4.3)

where ρr is the range of the transponder computed by just averaging the measured ranges from all receivers
(since it is assumed that the receivers array are all equally distanced to the origin of {U}).

Additionally, if the vehicle’s position p is know, it is only a matter rearranging equation (4.1) towards finding
the target’s inertial location underwater pt. These types of systems provide good accuracy and estimation of
position in a small navigation environments, i.e., a docking station, laboratory tank, close-range control, where
there is a need for precision to avoid collisions with the environment/agents. In those situations, an USBL
system at certain operation frequencies of 200 kHz can perform with errors in centimeters range [64], as long
as it satisfies a distance of 3 meters or above with respect to the target. Additionally, USBL systems offer
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the advantage of not requiring a sea floor transponder array, which increases the mobility of a robot without
requiring the use of fixed-structures in the environment such as the ones used in LBL/SBL systems.

In [72], the authors derived a non-linear navigation filter with the use of an USBL system alongside a DVL
sensor which aimed to estimate a transponder position. The USBL system in these solutions is usually referred
to be in an "inverted" implementation, being abbreviated as iUSBL, where the actual target position estimation
process happens inside the working vehicle. The filter satisfied useful properties such as GAS as error dynamics,
validating the theory behind such systems and their overall performance in a low-complexity environment by
only coupling AUV with an USBL system and a transponder in the sea-floor (in theory, this could be a moving
target). However, this work assumes the transponder was fixed and not moving, therefore the convergence
properties may not hold. In another work [73], the authors located (and tracked) a moving target (diver) via
measurements from an USBL system and, additionally, used a FLS whose measurements were transformed into
a picture for post-processing and not only detect the target but also serve as an additional measurement in the
tracking filter, fusing both data. Finally, in [74] the author developed a tracking system based on multiple
USBL systems towards the tracking of multiple targets and additional measures from an inertial system, fusing
the information in a sensor fusion approach.

Despite all of this, USBL systems possess certain disadvantages, namely that the positioning accuracy and
robustness is not as good comparatively for LBL systems [64]. The reason is that multiple sensors needed for
the receiver array require to be located at an equal distance with each other, as mentioned before, so small
errors in this positioning can introduce additional errors. Finally, USBL systems usually have blind-spot regions
for certain azimuth and elevation angles of the receiver array, not receiving signal due to either obstruction
or simply the way the structure is implemented. And, as with the other acoustic positioning systems, the
non-uniformity of the underwater environment can cause signal refraction and reflections that have an impact
on both USBL and other acoustic positioning systems, i.e LBL systems, SBL systems, SONAR, etc.

4.2.3 Visual Based Localization

Another strategy used towards localization of targets is via the use of optical sensors (e.g., cameras) or acoustic
imaging sensors (e.g., SONAR). They can provide additional information about the surrounding environment
and objects that are not accessible using traditional acoustic sensor arrays, such as the ones discussed before,
and are relatively easy to implement as their structure is not complex and can be easily integrated into an AUV.
The theory behind vision-based algorithms is well known and still in research, in what is commonly known in
the robotics literature as Image Processing and Computer Vision theory, with many different examples to show
in the terrestrial and aerial applications. This field is promising and relatively new in the Marine Robotics
literature due to the increase in onboard computing power to process all the data and computation regarding
Image Processing and Computer Vision algorithms. The process of position determination in visual-based
tracking intends to locate the area of the target in each measured frame from the visual sensor of choice. With
this, we will discuss some works carried out recently concerning the vision-based localization of targets or
other objects, as there is not a specific architecture in such algorithms, beginning with optical-based target
localization, followed with acoustic-imaging target localization.
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Optical Sensors

A possible solution in vision-based localization strategies is the use of visual landmarks implanted on the
desired target, e.g., a diver, dock, etc. In [75] the authors approached the problem of detecting a target based
on visual data from a camera, and position the robot relative to the target, in a tracking fashion. We are
only concerned about the detection itself since this is the part where the desired locations of the target are
obtained. This is done via two artificial coloured lighting sources mounted on the desired target, followed by a
two-step segmentation process (luminescence and reference pixel values), obtaining a set of candidate pixels.
Finally, assuming the scene is parallel to the vehicle, these pixels are transformed into vertical and horizontal
relative positions based on the pinhole imaging theory, which takes into account the camera resolution factor,
projection angle and pixel size. Such systems are capable of achieving high accuracy but require a pre-installed
infrastructure.

An alternative approach is the use of a camera or set of cameras to identify features in the environment or
targets for the AUV mission. The use of visual data from a camera is an attractive method for underwater
sensing and it is especially effective in close range detection. But this data is usually characterized by their poor
visibility because the light is attenuated as it travels in the water and the resulting scenes are poorly contrasted
and hazy. Therefore, a usual strategy when using such measurements is to first apply a colour restoration
algorithm [76]. Afterwards, it is possible to obtain useful information from these measured images. Similarly,
the authors in [77] decided to approach the problem target localization in two parts: detection and tracking.
The first one consists in solving a detection and recognition problem, separating all the visual data into the
desired object to then apply a tracking solution. The authors show that a template-based approach, whose
detection results of the desired objects were more successful than a feature-based approach, although this is
dependent on the actual object of interest. Then, with the desired objects detected, two tracking algorithms
were proposed: Optical flow and Mean shift tracking. The former consists of estimating the positions of the
image points by calculating the flow velocities in two consecutive frames. However, this algorithm relies on
features to then obtain the required image points and, as mentioned before, feature extraction algorithms
are not reliable as compared to template matching algorithms. The mean shift tracking algorithm consists
in creating a colour histogram of the interest area and the mean of the histogram is shifted to locate the
position of the interest area. This latter solution obtained more reliable results since this one can work on
both detection algorithms and is particularly effective towards tracking non-rigid objects. Note that, the word
"track" used here refers to visual tracking and is not to be confused with the problem of target tracking which
we will discuss later in Section 4.3, but instead refers to the act of positioning the camera to maintain a visual
reference.

In [78] the authors perform a similar approach that focuses on the control of a micro-AUV that follows the
desired object based on camera images. However, the difference relies on a more complex vision system that
has different steps. The first performs a pre-processing of the raw image with different filters, e.g., Gaussian
blurring to remove salt-pepper noise, histogram equalization, etc. Then, the data is separated into colour and
shape for each object via HSV filtering (Hue, Saturation and Value), followed by the creation of groups of
blobs. Each blob has its centroid computed, whose coordinates serve as a position towards the navigation
system, on which the control law will follow up.
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The optical localization systems we have discussed here all have a problem in common which is the fact
they do not work in poor-visibility conditions, a recurrent scenario in underwater environments. If such a
situation occurs, most of these algorithms’ performances are drastically reduced. Moreover, optical sensors do
not scale well with distance in these environments and have a limited field of view, reason why they are mostly
known to be applied in close-distance scenarios. Additionally, during diving operations, it is common to also
occur the appearance of bubbles in the surrounding water from the breathing system embedded in the divers.
These systems are usually present in scientific, media and military diving operations, except for commercial
diving operations where the diver is usually breathing through a cabled system (e.g., saturation diving), as
explained in Section 4.1. These bubbles may be disregarded at first glance, but it is known in the literature
that they interfere with visual and acoustic algorithms performance reducing, as mentioned in [5] during the
work developed on the CADDY project.

Acoustic Imaging

Another implementation of vision-based target localization is through the use of acoustic imaging sensors, e.g.,
Multibeam SONAR, FLS, as shown in Fig. 4.4. While cameras and other optical sensors give low-precision
visibility in a limited field of view as mentioned before, acoustic imaging sensors are an attractive alternative
method for underwater sensing, which is especially effective for long-range tracking. Moreover, these types of
technologies have been around for more time, before the huge advances in Image Processing and Computer
Vision theory, and were usually the go-to technologies in underwater autonomous operations, therefore the
research in these areas tends to be more robust. For example, in [79], from 1995, the authors derived a diver
localization algorithm from a sequence of images obtained from a FLS working in both time and frequency
domain to segment a moving object from a static one. This allowed the facilitation of feature extraction
procedures in later steps of an arbitrary architecture (e.g., computer vision and image processing algorithms
based on features) and simplifies the localization of the desired target since we are focused on moving ones
(e.g., a diver). Now, in more recent works, it is possible to obtain extra information from these acoustic images,
not only the distance but also extra features. We will discuss some recent works done in this area, as similarly
done for the target localization via optical sensor measurements

Figure 4.4: Typical image from a acoustic image sensor, such as a FLS or a Multibeam SONAR
(obtained from [80]).

In a more recent work[80] the authors propose a similar framework to the frameworks present in optical
target localization. More specifically, certain features were extracted from raw FLS images via traditional image
processing techniques such as segmentation and media-filtering, followed by feature extractions from machine
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learning techniques. Finally, the authors implemented a Particle Filter towards solving a Bayesian problem of
the probability of the target position is in the image frames.

Another work developed with the use of acoustic images was done in [81] where the authors resorted to an
imaging SONAR data set towards visually tracking a moving object, obtaining an inertial position of the same
object. These images were followed by typical image processing techniques of noise removal and smoothed out,
followed by labelling algorithm resulting in a set of pixels of the image where the object is located, equal to
the before-mentioned works. Then, in a later stage, it is possible to convert these pixels to the corresponding
range and bearing measured from the sonar. Using the orientation of the sonar and the position of a nearby
research vessel, the range and bearing were geo-referenced to inertial coordinates of the target position.

Acoustic imaging sensors tend to be more complex relative to image sensors, not only in terms of structure
but also the actual raw data we obtain from them. Working with this data can be more difficult as the
scattering capability of different parts of the target surface is different, which is affected by the shape, material,
and relative position between target and sensor. The incident angle of an acoustic wave is also changed with
target movement, so different regions may be generated for the same target in the acoustic image, and they
often appear to be unconnected regions in acoustic vision. Additionally, similar to acoustic positioning systems,
energy plays a major factor, as reducing the energy cost means sacrificing certain tracking accuracy [82].
Moreover, the number of transducers on an acoustic imaging sensor that can be packed in an array is physically
restricted because of the limitations of transducer size. Thus the resolution of an acoustic image is lower, and
the grey level of the target area is generally smaller, so it is more difficult to find some details of targets inside
it [81].

4.2.4 Single Source Range Measurements

Until now, we have discussed concepts of localization of target based on different sensors, from traditional
acoustic arrays of sensors such as LBL, SBL, USBL, to vision-based systems. Most of the time these methods
rely on complex structures, sensors that are usually costly, e.g., SONARs, require complex algorithms and
architectures related to Image Processing or Computer Vision theory, or not even working in certain conditions
of visibility and distance. As an alternative, particular emphasis has been recently placed on the use of
range measurements to a single source as a cost-efficient solution to improve the performance of navigation
systems and extrapolate that information to estimate a target’s position. This is easily obtained via the use of
acoustic/electromagnetic transponders, that are cheap and easy to implement in an underwater platform/robot
[83]. In the literature, this is known as single range localization and relatively recent works have highlighted
their performance and viability towards marine robotics. Following the same structure as before, we will briefly
discuss the theory behind this concept and present some works realized towards its development.

The concept of single range localization (or sometimes referred to as source localization in the literature),
roughly speaking, considers an agent that has access to range measurements from a set of sensors and aims
to estimate the position of a source, and can be either via electromagnetic or acoustic propagation. This
concept is similar to triangulation/trilateration discussed before in Section 4.2.1 and Section 4.2.2 but with
the difference of only having available a single range measurement. Then, via certain excitation conditions,
such as the agent motion around the source, it is possible to design an observable filter, that is, roughly
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speaking, with certain measurement and velocity conditions of the agent it is possible to estimate the state
variables associated with the inertial position of the target itself, satisfying certain stability conditions of the
observer error dynamics. In Fig. 4.5 it is possible to observe an agent (e.g., an AUV) performing a specific
motion around the target to obtain reliable estimates of a target inertial position estimate from single range
measurements between the agent and the target.

Figure 4.5: An AUV (represented in red, with true and desired position p and pd, respectively) performs
a certain motion around a target (represented in blue, with true and estimated position pt and p̂t,
respectively) in order to obtain reliable estimates of its position (adapted from [84]).

Although not in the context of target localization, pioneering works in marine robotics literature used
single range measurement towards vehicle navigation in underwater scenarios. In [85], the authors solved the
navigation problem of localizing a vehicle’s inertial position via single range measurements from a transducer
with a known position, knowing the vehicle’s velocity relative to the fluid, given by the range measurement
model

r(t) = ‖p(t)− pt(t)‖ ∈ R (4.4)

where pt is the target/transponder inertial position.

The solution came in the form of prescribed motions of the vehicle based on the observability analysis of
an AUV non-linear kinematics equations of motion in 2D linearized about arbitrary trajectories. It was found
that only certain trajectories allowed the system to be locally observable and consequently design an observer
based on these conditions found from the observability analysis. The authors results found that the estimated
trajectory closely follows the true trajectory except along turns, which is due to the mismatch between the
kinematic model of AUV motion and actual AUV dynamics during turning manoeuvres.

In a more recent work [86], the authors tackled a similar problem of single range measurement but instead
towards estimating the position of a target via an agent that has access to range measurements between one
another. The authors followed an identical approach but this time provided an analysis of the observability
of a non-linear time-varying system, instead of linearizing the system in arbitrary trajectories. This was
possible through the use of state augmentation, preserving the analysis properties, effectively making possible
the characterization of the final system as a linear time-varying system, deriving the necessary observability
conditions. This resulted in better converge properties of the observer error dynamics, even in more tight
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manoeuvres. Working on top of these results, the authors in [84] also performed a similar strategy but with the
added possibility of using multiple agents to not only localize a target but also pursue it. These added agents
relax the necessary conditions in which the target system is observable, allowing more possible motions to be
performed by the agents. The same authors described the target’s motion model in 3 scenarios for a single
target:

Scenario A: Target is stationary/fixed:

ṗt(t) = 0.

Scenario B: Target moves with unknown constant velocity vector:

ṗt(t) = ut(t), u̇t(t) = 0.

Scenario C: Target moves with unknown constant acceleration vector:

ṗt(t) = ut(t), u̇t(t) = at(t), ȧt(t) = 0.

According to these scenarios, there exist certain conditions in which the position of the target is uniquely
determined. The conditions are briefly discussed in the following results obtained from the aforementioned
works:

• In Scenario A, the target is “observable” if the agent velocity v 6= 0 and the agent changes its velocity
vector v direction at least once in [t0, tf ], that is, performs an exciting trajectory. For an under-actuated
vehicle, this translates to changing at least once the heading angle ψ. In the same scenario, the target is
“unobservable” if the agent moves along any straight line, that is, performs a non-exciting trajectory. In
Fig. 4.6 it is possible to visualize some of the mentioned exciting and non-exciting trajectories.

• In Scenario B and C, the target is "unobservable" even if the agent is moving with nonzero acceleration,
e.g., u(t) = α(t)ut where α̇(t) 6= 0 and ut is the target’s velocity. In the 2D case, “cycloid-type”
trajectories are sufficient conditions for the target’s position to be "observable", as shown in Fig. 4.7.
For the 3D case, “helix-type” trajectories also provide sufficient conditions for the target’s position to be
"observable".

Figure 4.6: Exciting and non-exciting trajectories in which the target’s position is or is not observable,
respectively, in Scenario A (adapted from [87]).
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Figure 4.7: Cycloid-type trajectories in which the observability conditions are satisfied in Scenario B
and C (adapted from [87]).

In multiple agents scenarios, the observability conditions are similar to a single agent scenario, with the
added differences of certain agents having fewer restrictions of movement. For example, in Scenario A, using 2
agents, the target is “unobservable” if agent 1 moves along a straight line towards agent 2. For more detailed
explanations on the conditions and the respective results for multiple agents refer to [87].

These types of solutions make it possible to achieve convergence properties in terms of the target’s position
estimate error dynamics and are well defined in terms of what and what does not provide good stability
properties, in terms of the agent’s motion. However, this does not come without its drawbacks. These
solutions require the agent(s) to perform prescribed motions, constraining our approach towards enabling diver
cooperation strategies whereas in the other mentioned systems such as USBL, these types of constraints do
not exist. As mentioned before, these motion constraints might be relaxed with the use of more agents in the
working scenario, but this does not only increases the overall system complexity but also the associated cost.

4.2.5 Summary

Given these state-of-the-art systems and algorithmic solutions towards diver localization in underwater scenarios,
we will briefly summarize what was discussed and key conclusions:

Traditional and robust ways to localize a target in underwater scenarios consist of the use of an array of
transducers disposed of in specific geometries, similar to GNSS systems. Such systems can be implemented
in different arrangements, from long-short distanced beacons referred to as LBL systems and SBL to closely
located beacon implementations mounted on the working platforms, referred USBL systems. These come with
robust algorithms related to trilateration and triangulation techniques, capable of estimating a target’s position
accurately. However, LBL and SBL systems require complex infrastructures and mounting platforms and reduce
their use to the location where they are implemented. As for the more mobile case of USBL systems, these
are more costly and require precise geometric implementation of acoustic arrays, and have certain regions of
non-operability in terms of signal propagation due to how these systems are constructed.

Other solutions arise in terms of visual-based localization systems, such as optical sensors or acoustic imaging
sensors. These solutions are usually implemented using Image Processing and Computer Vision techniques, an
area of intensive investigation and which has seen major improvement with the increase in computational power
units. However, as for the case of optical sensors, due to the high damping on underwater electromagnetic
propagation, these solutions only work in close operations with the target and the algorithms can be sometimes
highly complex with no stability properties well-defined relative to the target’s position estimate error dynamics.
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As for the acoustic imaging sensors, these can operate in significantly higher distances with the target due
to the properties of acoustic propagation. However, these types of sensor measurement are highly noisy and
require some machinery to pre-process the data, as well as the sensors themselves being bulky and costly to
implement in AUV platforms.

Finally, single range measurement algorithms have been studied motivated by the simple complexity behind
such systems as they only require a set of transducers to work, or other sensors that provide relative distances
between the target and the working vehicle, known as the agent. The theory behind such systems is well
established with proven good stability conditions in terms of the target’s position estimate error dynamics.
However, these solution conditions require constraining the motion of the agent which reduces drastically the
overall mobility of the agent itself, diminishing the cooperation capabilities between the diver and AUV.

4.3 Diver Tracking

With the concept of target localization established, we now proceed to study estimation solutions towards
obtaining kinematic components of a moving target, e.g., a diver, in an on-time procedure where fast processing
is mandatory in real-time applications. More specifically, we want to study filters that take on measurement
data relative to a diver location, such as the solutions discussed in Section 4.2, and obtain filtered data relative
to position, velocity, and/or acceleration of the target, depending on the requirements. This is especially
advantageous as the position measurements are prone to error, noise, and are available with low frequency, a
prevalent issue in underwater sensors. The problem of estimating the position, velocity and acceleration of a
target, commonly abbreviated as the target’s trajectory, is known in the literature as a target tracking problem,
which aims to estimate the state of a target over time, translating into the design of filter solutions. The
main difference between tracking and localization is that the latter can be seen as an one-time application
where the quality of the information (i.e., the accuracy of the estimation of the target position) is the only
issue, whereas the former aims to propagate this information along the target’s trajectory in time. A variety of
state-of-the-art solutions exist in the literature for the tracking problem distinguished by the characteristics of
the target, environment, and available technology [88].

As such, in the context of cooperative solution between divers and AUVs, this Section will discuss the
design approach of a model that captures a diver’s kinematic components in underwater operations, as well
as the measurement model itself whose measurements are considered to be only relative to position via the
solutions discussed in 4.2. These approaches are well studied in the literature of target tracking and the
predominant paradigm is to use a stochastic estimation approach. These can range from simple Kalman filters
and their variants of extended/unscented Kalman filters, or even particle filters. However, we will only focus on
a Kalman filter approach since it is a well known reliable and simple solution in the literature, and our main
focus is not on the tracking solution on an arbitrary target (e.g., aerial, terrestrial, etc) but is known a-priori as
being divers. These will allow paying more detailed attention to the actual procedure towards the design and
implementation of the filter, highlighting the effects of different choices of parameters, e.g., noise covariance,
measurement model, etc. Ultimately, the filter derivation will provide the necessary information of the target’s
kinematic components for our controller derived in Chapter 5, with some assumptions made throughout.
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4.3.1 Process and Measurement Model

The diver’s dynamic model captures parameters, such as position or velocity, whose description is necessary for
the implementation of a filter that provides us with these states. On the other hand, the measurement model is
related to the process model but captures the dynamics of the measurement states via onboard sensors. There
are various approaches to the design of a model that best fits the moving target’s behaviour, as well as the
respective measurements, and it is well known in the literature of robotics, with examples ranging from remote
monitoring systems that accurately track moving cars or robots to guidance systems. In general, underwater
tracking is modelled with a system state, which describes the evolution of the system in discrete time, and
measurement process with the following form

xk = f(xk−1,uk−1) +wk (4.5a)

zk = h(xk) + vk (4.5b)

where k is a time index, f(·) : Rn+m → Rn is a non-linear function of the state vector x ∈ Rn and the input
vector uk ∈ Rm, h(·) : Rn → Rq is a non-linear function that yields the measurement taken at time k with
the target at a given state xk, zk ∈ Rq the measurement vector taken at time k, wk ∈ Rn is the process noise
sequence, vk ∈ Rq is the measurement noise that models map errors and sensor noise, and n,m,q are positive
constants.

Relative to the structures of the target motion models, a review of tracking filter applications showed
that the structure used for underwater target tracking is usually similar, with some slight differences in the
implementation of models and matrices [89]. These models are described as a state-space time-invariant
process and there are three frequently used target motion models: constant velocity (CV) model, constant
acceleration (CA) model and turning model. The most popular and common approach [90] is to consider the
target dynamics with having a constant velocity (CV) between each sampling time, that is, in each iteration, the
filter integrates the velocity of the target and adds it to the last estimated position according to the sampling
time. Empirically, this is compatible with the notion that a diver performs underwater whose acceleration is
almost non-existent and turning manoeuvres do not occur rapidly. This matter will be further discussed in
Section 4.3.2. Since we are dealing with second-order systems, as mentioned before, that is, the state vector
assumes the position and velocity components of the target, defined as

x = [pTt ,vTt ]T ∈ R6 (4.6)

where pt ∈ R3 and vt ∈ R3 denote the target’s inertial position and inertial linear velocity, respectively,
following the same notation referenced throughout this thesis. With this, we can proceed to define a constant
velocity (CV) target model, expressed as follows

xk = Φxk−1 +wk (4.7)
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where Φ denotes the transition matrix from (k − 1)Ts to kTs, taking the following form

Φ =



1 0 0 Ts 0 0

0 1 0 0 Ts 0

0 0 1 0 0 Ts

0 0 0 1 0 0

0 0 0 0 1 0

0 0 0 0 0 1


(4.8)

with Ts being the sampling time interval. We assume the noise wk corrupting our system is additive white
Gaussian noise, with zero mean and time-invariant covariance matrix Q.

Finally, the structure of the measurement model depends on the context of the work and how we measure
the states of our system. Since we are working with a second-order system, we can consider a measurement
model structure in the form of Position-only Measurements (POM) or Position-Velocity Measurements (PVM).
Target POM are predominant in the literature and some systems/sensors have been briefly discussed in Section
4.2 that can obtain such measurements. On the other hand, target PVM are not so common since they are
designed for sensors (e.g., Doppler radar for aerial target tracking) or filters systems (e.g., sensor fusion systems)
that can measure both position and velocity of a target simultaneously. For the sake of simplicity and without
loss of generalization, we assume that we only have access to position measurements provided by some type
of system mentioned in 4.2. With this in mind, we can represent our measurement model in a POM system,
taking the following form

zk = Hxk + vk (4.9)

where zk ∈ R3 denotes the measurement vector, and H the measurement matrix defined as

H =


1 0 0 0 0 0

0 1 0 0 0 0

0 0 1 0 0 0

 (4.10)

and vk represent the noise corrupting our position measurements defined as additive white Gaussian noise,
with zero mean and time-invariant covariance matrix R.

4.3.2 Filter Parameter Design

The next natural step is to define and design the parameters of the filter itself, that is, design how the noise
relates and affects the system state, as well as the sensor measurements, defined by the covariance matrices Q
and R, respectively. This can be thought of as the "tuning knobs" of the filter and designing them appropriately
can result in a filter that describes adequately a target’s motion.

Regarding the process noise w, the elements of its covariance matrix Q are regarded as design parameters,
not model parameters. Thus, we must know how to appropriately design them, a question that is not
straightforward as one might think as pointed out by the authors in [91]. They have to be chosen to meet
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certain requirements usually concerning bandwidth, response time, and steady-state errors. And it is not known
in general how the design of covariance matrix elements are related to important performance parameters such
as bandwidth. Bearing this in mind, we remind that all these aspects are not taken into account fully on the
design of the filter parameters, namely the definition of process noise covariance and the filter requirements, as
these can be a matter of discussion in future works, not on the scope of this thesis. With this, in conventional
tracking systems, a common model of process noise design is the random acceleration (RA) model [91], with
the covariance matrix taking the following structure

Q =



T 2
s /4 0 0 Ts/2 0 0

0 T 2
s /4 0 0 Ts/2 0

0 0 T 2
s /4 0 0 Ts/2

Ts/2 0 0 1 0 0

0 Ts/2 0 0 1 0

0 0 Ts/2 0 0 1


σ2
qT

2
s (4.11)

The appropriate selection of σq is important because this parameter directly determines the performance of
the tracking filter with the CV model. There is no definitive method of determining its actual value, however,
following the reasoning in [91], the authors view it as a standard deviation parameter of a Gaussian sequence
that models the target acceleration wq, assumed to be constant during the sampling interval Ts, a common
practice in the literature. Intuitively, we can treat this as random fluctuations on position and velocity data due
to small accelerations, as pointed out by the authors in [36] on the implementation of a diver velocity filter.

Finally, relative to the measurement covariance matrix R, this is also a matter of discussion in terms of
the implementation and the values to be used. As pointed out in [89], R is a representative parameter of the
Kalman filter and is usually estimated from analyzing the specifications of sensing equipment. For arbitrary
users, this is difficult to grasp or get a sense of the data information provided by the sensors therefore, usual
values are chosen close to zero, however, this might degrade the filter’s performance. Since our work does not
involve discussing optimal methods of choice of values towards the filter’s noise covariance, we will adopt a
simple solution consisting of the sensor’s data variance of the position measurement errors (since our work is
related to POM data), as adopted by the authors in [91] and assumed to be available, taking the following form

R =


σx 0 0

0 σy 0

0 0 σz

 (4.12)

where σx, σy and σz denote the variance of position measurements’ errors in the horizontal (x and y) and
vertical axis (z).

4.3.3 A Kalman Filter Solution

Given all this discussion and implementation of a target tracking filter implementation, we can then proceed
to estimate the state of a moving diver driven by a state-space dynamic system (??) in a mean-square sense
using noisy position measurements, driven by the measurement model (4.10). The Kalman filter algorithm
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based on these models recursively estimates the state vectors via the Kalman filter equations of prediction and
estimation, respectively given by

x̃k = Φx̂k−1 (4.13)

x̂k = x̃k +Kk(zk −Hx̃k) (4.14)

where the parameter Kk denotes the Kalman gain that minimizes the steady-state expected value of the error
covariance, given by limt→∞E[(xk − x̂k)(xk − x̂k)T ]. We will not expand the algorithm behind computing
such gain as this is a well known procedure in the literature, however, it is important to note that the way this
gain is obtained is what makes this filter a Kalman filter. If other ways are used to compute this gain, then we
can think of this filter as an Observer instead.

4.4 Cooperation Architecture Proposal

In this last section, we condense and use all the information gathered throughout this Chapter proposing a
cooperation architecture between diver and an AUV that will promote cooperation strategies with a diver, and
it will serve as a basis of development and motivation for the control system of an AUV derived in Chapter 5.

This cooperation architecture is focused on the diving operations, mentioned in Section 4.1, and is intended
to be a general-purpose architecture allowing for different approaches to be implemented under the same
objectives. Overall, we desire the AUV to have the following capabilities:

1. Follow and accompany the diver during diving operations, maintaining a safe distance, e.g., carrying
cargo alongside a diver.

2. Position itself accordingly, in any given desired location according to mission requirements, e.g., indicate
direction of mission location.

3. Orient itself accordingly, independently of position, according to mission requirements, e.g., facing and
monitoring the diver with the AUV forward sensors, illuminate the surrounding area increasing diver
visibility levels.

Under this architecture, with an overview diagram presented in Fig. 4.8, we assume that we have a capable
and robust navigation system to obtain the vehicle state (pose and velocity) and also the diver state, via
a tracking filter mentioned in Section 4.3 with the help of measurement of the diver location with sensors
and algorithms discussed in Section 4.2. Moreover, the guidance system will vary depending on the mission
requirements, but it will provide the necessary reference signals, by processing the information of the mission
requirements and diver state. Therefore we present a brief example during the implementation phase on
Chapter 6. AS mentioned before, we assume that our vehicle is fully-actuated, allowing us to decouple the
robot positioning and orientation mechanisms to divide our control design task and provide an easy way the
respective controllers. This will allow an extension of these capabilities for additional objectives, such as facing
the ocean currents direction while approaching the diver to reduce drag and power consumption from the
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Figure 4.8: An overview of the cooperation strategy implemented in this thesis, formulated in this
architecture diagram.

motors, facing the diver with the AUV frontal sensor or other surrounding structures, while keeping a specific
position, etc.

Keeping this general cooperation architecture in mind, we now proceed to derive a control system that can
accomplish this type of cooperation in Chapter 5.
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Chapter 5

AUV 6DOF Motion Control

In this chapter the control problem of stabilizing the position and attitude of a single AUV at arbitrary references
is discussed. The controller is designed taking into account the cooperation architecture proposed in Chapter 4
and follows an inner-outer loop strategy, effectively dividing the problem into two tasks. Considering that the
vehicle used throughout this work is fully-actuated and the kinematics of the outer-loop are decoupled from the
inner-loop (but not the opposite), the control architecture can be decoupled into translational and rotational
motion, using the former to position the vehicle at a desired location near the diver, and the latter to change
the vehicle attitude at an arbitrary reference. Then, the inner-loops provides the necessary forces and torques
for the vehicle to follow the references signals from the outer-loop. A stability analysis of the outer-loop is
performed in section 5.1, as well as the respective inner-loop in section 5.2. Finally, the derived controller is
coupled together and the respective stability analysis of the interconnected closed-loop system is performed
in section 5.4. In the following Fig. 5.1, we provide an overview perspective of the guidance, navigation and
control architecture where our control system derivation (inner-outer loop and ocean observer) will be fitted
into, assuming we already have implemented a navigation and guidance system capable of providing the vehicle
state and reference signals, respectively.

Figure 5.1: The guidance, navigation and control architecture where the inner and outer loop controllers,
as well as ocean current observer will be implemented.
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5.1 Outer Loop Controller

The outer loop controller concerns the vehicle kinematics and the higher level requirements for the mission
performance, providing speed assignments, as linear and angular velocities, to the inner loop controller that will
position and orient the AUV according to the control objectives. As previously mentioned in Chapter 4, we
want to promote a cooperation relationship between the diver and robot, more specifically, develop a control
architecture such that the robot positions itself in desired arbitrary points, along a predefined path, as well as
stabilizing its attitude at a desired arbitrary reference. The outer loop controller is assigned to provide linear
and angular velocity signals to the inner loop controller. Due to vehicle fully actuation capabilities, the control
task is divided in two parts: position and attitude. Each part is handled such that the vehicle position reaches
a desired location and the vehicle attitude stabilizes at a certain configuration. Two control laws are proposed
to solve each respective problem.

5.1.1 Positioning Controller

Consider an inertial frame of reference {N} and a body frame {B} attached to the center of mass of the
AUV. The kinematics of the vehicle in (3.16) can be rewritten taking ocean currents into account, expressed as
follows

{
ṗ = Rvvr + Vcv (5.1a)

Ṙv = RvS(ωr) (5.1b)

where vr and ωr represent the linear and angular relative velocities of the vehicle in the water, and Vcv the
ocean current linear velocity expressed in the inertial frame. Notice that the ocean current angular velocity is
not taken into account on the vehicle kinematics, since the ocean currents are considered to be irrotational, as
mentioned in Chapter 3.

Figure 5.2: Representation of the moving path-following problem, where our vehicle is represented in
blue, and an arbitrary target is represented in red, e.g., diver, other vehicle, etc. (adapted from [36]).

The control problem, as illustrated in Fig. 5.2, can be regarded as a moving path-following problem, where
the vehicle is tasked to follow an a-priori specified path expressed with respect to a moving target. This path is
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a parametric closed C2 continuous curve, that is, a curve that share the same parametric second derivatives
with no self-intersecting points, and it is parameterized by a continuous variable γ ∈ R. We define a target
frame {T} whose origin is attached to the target position pt ∈ R3.

Let the virtual point ptd(γ) ∈ R3 denote the position of the virtual reference point to follow, expressed in
the target frame. To obtain the inertial position and velocity, we can express its virtual position, as follows for
a given γ,

pd(γ) = pt +Rtp
t
d(γ) (5.2)

ṗd(γ) = vt +Rt

(
∂ptd(γ)
∂γ

γ̇ + S(wt)ptd(γ)
)

(5.3)

where Rt ∈ SO(3) is the rotation matrix of frame {T} with respect to the inertial frame {N} provided by the
guidance system (since we assume the diver does not have an inherent orientation in space), vt = ṗt is the
target linear velocity, and ωt ∈ R3 is the angular velocity of the target frame, expressed in its body frame {T}.
In addition to this, we want the virtual position to converge to a desired virtual position ptd(γd) ∈ R3, where
γd ∈ R is a desired parameterization variable. This is possible by deriving a control law for the derivative of
the parameterization variable, γ̇

With this in mind, the positioning control problem can be formulated as a moving path-following problem,
as follows:

Problem 1. Consider an AUV with kinematics equation given by (5.1a)-(5.1b). Let pt be the target known

position, Rt ∈ SO(3) its attitude, vt,ωt ∈ R3 the linear and angular velocity of the target frame {T},

respectively, and ptd(γ) a desired virtual position in {T}. Suppose also that ptd(γ) is sufficiently smooth and

its derivatives with respect to γ are bounded. Derive a control law for vr and γ̇ such that i) the position of the

vehicle p converges to the desired position pd(γ), i.e., the positioning error p − pd has a GAS equilibrium

point at the origin and ii) the path parameterization variable γ stabilizes at the desired monitoring position

parameterized by γd, i.e, the virtual particle position error γ − γd has a GAS equilibrium point at the origin.

The error associated with the vehicle and the desired position can be defined in the body-fixed frame as

ep = RT
v (p− pd) (5.4)

Taking the time derivative of the error, and using the vehicle’s and the virtual point kinematics we obtain

ėp = −S(ωr)ep + vr +RT
v

(
Vcv − vt −Rt

(
∂ptd(γ)
∂γ

γ̇ + S(wt)ptd(γ)
))

(5.5)

where vr is the available control signal, to be fed onto the inner loop. An expression for the path position error
and respective dynamics are, respectively, given by

γ̃ = γ − γd (5.6)

˙̃γ = γ̇ − γ̇d (5.7)

where γ̇ is an extra direct control input.
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Additionally, following the definition used in [92], define a saturation function δ according to the following
definition:

Definition 6 (Saturation Function). A saturation function is a differentiable mapping function σ : Rn ⇒ Rn

satisfying for n = 1:

|σ′(s)| :=
∣∣∣∣dσ(s)
ds

∣∣∣∣ ≤ 2 ∀s ∈ R,

sσ(s) > 0 ∀s 6= 0, σ(0) = 0,

σ(s) = sgn(s) ∀|s| ≥ 1

|s| < |σ(s)| < 1 ∀|s| < 1

For n > 1,

σ : s = [s1, ..., sn]T ⇒ [σ(s1), ..., σ(sn)]T

The following Fig. 5.3 represents a possible saturation function λσ
(
k
λx
)
, for n = 1, highlighting its possible

regions of operation via the parameters λ and k are nonnegative parameters.

Figure 5.3: Example of an arbitrary saturation function, represented in black, where the dotted area
are regions where the function does not take values ∀k, λ > 0.

With this, the following control law is proposed to solve the moving path-following Problem 1, as follows:

Proposition 1. Consider the system described in (5.1a) in closed-loop with the control laws

vd = −λpσ
(
kp
λp
ep

)
−RT

v

(
Vcv − vt −Rt

(
∂ptd(γ)
∂γ

γ̇d + S(wt)ptd(γ)
))

(5.8)

γ̇ = γ̇d − kγ
(
ργ̃σ(kγ̃ γ̃)− eTpRT

vR
n
t

∂ptd(γ)
∂γ

)
(5.9)

where it is assumed that vd = vr at a kinematic level. Aditionally, ργ̃ and kγ̃ are positive parameter gains,

and kγ , λp and kp are positive controller gains. Then, the origin of positioning error system ep = 0 and path
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parameterization position error system γ̃ = 0 are GAS.

Proof. Define a Lyapunov candidate for the vehicle positioning and path parameterization variable error
dynamics

Vp(γ̃, ep) = 1
2e

T
p ep + ργ̃

kγ̃

∫ γ̃

0
σ(kγ̃s) ds > 0, ∀ep ∈ R3\{0}, γ̃ ∈ R\{0} (5.10)

.
Note that Vp(γ̃, ep) is a valid energy function since it is continuous, has continuous first derivatives, is

strictly positive, Vp(0, 0) = 0 +
∫ γ̃

0 σ(0) ds = 0, and Vp(γ̃, ep)⇒∞ when ‖ep‖ , ‖γ̃‖ ⇒ ∞.
In [93], the authors propose a similar scheme relative to the path paramaterization error γ̃, defining two

Lyapunov candidates as

V (γ̃) =


1
2kγ̃ γ̃

2

ργ̃
kγ̃

ln (cosh (kγ̃ γ̃))
(5.11)

where both cases represent a valid energy function, according to the above mentioned conditions. The reason
behind this choice is that, to some extent, the transient between desired points can be shaped using the
parameter gains ργ̃ , kγ̃ , kγ . The authors performed different experiments to show a comparison between the
two choices. In this work, we follow a similar approach as author’s because the logarithmic/hyperbolic function
provides a fast transient and negligible undershoot when γd alternates. Moreover, in this work, we extended their
results by considering the integral of the saturation function σ(·) instead of an explicit logarithmic/hyperbolic
function ln(cosh(·)).

The time derivative of (5.10) and using the error dynamics (5.5) and (5.7) is given by

V̇p = eTp ėp + ργ̃σ(kγ̃ γ̃) ˙̃γ

= eTp

(
vr +RT

v

(
Vcv − vt −Rt

(
∂ptd(γ)
∂γ

γ̇ + S(wt)ptd(γ)
)))

+ ργ̃σ(kγ̃ γ̃) ˙̃γ
(5.12)

Rewriting the time derivative of (5.12), gives the following

V̇p = eTp

(
vr +RT

v

(
Vcv − vt −Rt

(
∂ptd(γ)
∂γ

γ̇d + S(wt)ptd(γ)
)))

+

+ ˙̃γ
(
ργ̃σ(kγ̃ γ̃)− eTRT

vR
n
t

∂ptd(γ)
∂γ

) (5.13)

Substituting the control law (5.8)-(5.9) in (5.13) yields

V̇p = −eTp λpσ
(
kp
λp
ep

)
− kγ

(
ργ̃σ(kγ̃ γ̃)− eTRT

vR
n
t

∂ptd(γ)
∂γ

)2

(5.14)

Observe the proposed control law (5.9) and assume the γ̇d = 0 without loss of generalization. The remaining
factors ργ̃σ(kγ̃ γ̃) and eTRT

vRt
∂ptd(γ)
∂γ govern γ̇. When governed by the first factor only, it forces convergence

to γd. On the other hand, the second factor forces converge of γ to the point of projection of the vehicle’s
position onto the path. The last statement can be better understood in [94] where the authors define a similar
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error vector

ε = RT
t (p− pd) = RT

t R
n
b ep (5.15)

where ε = [s, e, h]T consists of the along-track error, the cross-track error and vertical-track-error, respectively.
The along-track error represents the distance from pd to p along the x -axis of target frame {T}, the cross-track
error represents the distance along the y -axis, and the vertical-track error represents the distance along the
z-axis. Now, it is straightforward to see that the factor eTRT

vR
n
t
∂ptd(γ)
∂γ represents the vehicle own projection

on the path.

Knowing that the following inequality is satisfied

V̇p = −eTp λpσ
(
kp
λp
ep

)
− kγ

(
ργ̃σ(kγ̃ γ̃)− eTRT

vR
n
t

∂ptd(γ)
∂γ

)2

≤ 0, ∀ep ∈ R3\{0}, γ̃ ∈ R\{0} (5.16)

all conditions of Theorem 2 are verified and the origin of both systems e = 0 and γ̃ = 0 are GAS.

5.1.2 Attitude Controller

Consider the rotational kinematics of the vehicle (5.1b) and a target rotation matrix Rd ∈ SO(3) defined as
the rotation matrix of an arbitrary desired frame {D}, with origin equal to frame {B} origin, with respect
to the inertial frame {N}. In broad terms, the problem at hand consists controlling the vehicle body frame
{B}, with respective rotation matrix Rv, via the body angular velocity ωr, assumed available to the system
for feedback control, to ensure convergence of Rv to Rd. Although it is not trivial for an end-user to define a
desired rotation matrix Rd according to the mission specification, one can easily parameterize Rd (Θd) via
Euler angles Θd = [φd, θd, ψd]T ∈ R3, which is a more intuitive approach.

Additionally, suppose there exist a matrix Q such that is satisfies the following assumption:

Assumption 1. The matrix Q ∈M(3,m) with m > 0 is such that the singular values are all distinct.

Given this, the attitude control problem can be defined as follows:

Problem 2. Consider an AUV with rotational kinematics equation given by 5.1b. Let Rd(Θd) be a target

rotation matrix, parameterized by a constant reference, defined a-priori, Θd = [φd, θd, ψd]T . Additionally

suppose that there exists a matrix Q that satisfies Assumption 1. Derive a feedback control for ωr such that

the body frame rotation matrix Rv converges to Rd, i.e, the rotational error RT
vRd has an AGAS equilibrium

point at I3, where I3 is the identity matrix in three dimensions.

For this purpose, define the error rotation matrix

Re = RnT

b Rd (5.17)

with the respective dynamics as follows
Ṙe = −S(ωr)Re (5.18)
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Since the error evolves on SO(3), it is convenient to express error as an function on SO(3), as follows

eΘ(Re) = Tr
(
(I3 −Re)QQT

)
(5.19)

where Tr(·) denotes the trace of a square matrix, defined as the sum of all elements in the matrix diagonal. If
Assumption 1 holds, the error function is a Morse function i.e, it is a function with nondegenerate isolated
critical points [95], [96]. A critical point of a (differentiable) function maybe a local maximum, local minimum
or a saddle point. In other words, the function eΘ corresponds to the modified trace function studied in [96]
which is positive definite with a global minimum at Re = I3, a maximum and two saddle points. These
properties are fundamental, as mentioned in the work done by the authors in [42] and [12], where it will also
be valuable to the proof of our controller. Then, following the same approach, it is possible to compute the
time derivative as follows

ėΘ(Re) = −S−1(ReQQ
T −QQTRT

e )Tωr (5.20)

where S−1 : SO(3) 7→ R3 corresponds to the inverse of the cross-product operator and the available control
input is ωr.

Note that, it is possible to define the error with same approach as done in section 5.1.1, as follows

eΘ = Θ−Θd (5.21)

where Θ ∈ R3 is the vehicle body frame {B} orientation with respect to the inertial frame {N}, and Θd ∈ R3

the desired orientation, both expressed in Euler angles. Then, taking into account the vehicle angular kinematic
equation using Euler angles parameterization (3.6), the error dynamics can be expressed as follows

ėΘ = Θ̇− Θ̇d = T nb (φ, θ, ψ)ωr − Θ̇d (5.22)

It immediately follows that, because T nb (φ, θ, ψ) is not fully defined for θ 6= 90°, it only allows the design
of locally stable control laws and not globally/almost globally stable control laws, deteriorating the controller
stability performance, as briefly mentioned in Chapter 1.

With this, the following control law is proposed to solve the path-following problem 2, as follows:

Proposition 2. Consider the system given by (5.1b) and the following control law in closed-loop

ωd = KωS
−1(ReQQ

T −QQTRT
e ) (5.23)

where Kω is a positive definite gain matrix, and it is assumed that ωd = ωr at a kinematic level. Then, the

equilibrium point of the error rotation matrix Re = I3 is almost GAS. Moreover, there exists a neighborhood

of Re = I3, such that all solutions starting inside it converge exponentially fast to Re = I3.

Proof. The proof will follow previous works done towards attitude stabilization [42], but only considering the
rotational kinematic of the vehicle and disregarding its inherent dynamics, since we follow an inner-outer loop
approach.
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Define the following Lyapunov candidate

VΘ(Re) = eΘ(Re) = Tr
(
(I3 −Re)QQT

)
(5.24)

Under Assumption 1, VΘ is positive definite being a valid energy function, as previously explained. Then,
the derivative of (5.24) and using the attitude error dynamics (5.20) in closed-loop with the control law (5.23)
is given by

V̇Θ = d

dt
(eΘ(Re))

= −S−1(ReQQ
T −QQTRT

e )TKωS
−1(ReQQ

T −QQTRT
e ) ≤ 0

(5.25)

It follows immediately that V̇Θ is negative semi-definite. This however, does not provide sufficient conditions
regarding stability conditions of the equilibrium points. So, rather than focus on the question of stability of an
equilibrium solution as in Lyapunov’s method again, LaSalle’s Invariance Principle provides simple intuitive
conditions that describe their behavior, similarly to what the author did in [42]. For convenience purposes, we
will mention briefly the theory behind this principle, using this proof as an application example.

We know that VΘ has exactly four critical points: one minimum at Re = I3, one maximum and two saddle
points. Considering the level sets of (5.24) C, we know from (5.25) that

V̇Θ ≤ 0 on VΘ = C (5.26)

Therefore, for a sufficiently large C, the corresponding set of VΘ bounds a compact positive and invariant
set M that contains the four equilibrium points of (5.20). The next natural step is to find such set, that is

M = {Re ∈ SO(3) | V̇Θ = 0} (5.27)

It follows immediately that the largest invariant set M is the set of points Re that are critical points of
VΘ = eΘ, which are the global minimum Re = I3, a maximum and two saddle points. The actual expression
of these critical points are mentioned by the authors in [42].

Then, LaSalle’s Invariance Principle states that for all Re ∈ SO(3), the closed-loop trajectories of the error
system (5.20) converge to M as t −→∞ for any given initial condition in C. Informally, this means that, with
the control law (5.23), the trajectories of this system, starting at that initial condition, approach one of the
four equilibrium points as t⇒∞.

Additionally, the authors in [42] and [12] prove that except for the point Re = I3 all equilibrium points
Re = Rc ∈M have an unstable manifold. In loose terms, this prevent trajectories remaining in this manifold,
allowing them to asymptotically converge to the desired equilibrium. However, it may happen that the
convergence to the equilibrium can be affected near this thin set [97]. With this, the equilibrium point Re = I3

is proven to be AGAS.
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5.2 Dynamics Controller

In an inner-outer loop architecture, the task of the inner loop is to follow the outer loop speed requirements as
close as possible, in order to move the vehicle at that desired speed. These speed requirements are given in
terms of the relative velocity of the vehicle in the water. This allows us to simplify the computations from the
dynamic point of view, because, as explained in the previous chapter, the AUV dynamics are related to the
vehicle’s relative velocity with respect to the water.

The control problem can be formulated as follows:

Problem 3. Consider the dynamical model of the vehicle given by (3.17). Let νd = [vd,ωd]T ∈ R6 be a

desired speed requirement from the outer loop, and suppose that νd is sufficiently smooth and its derivative is

bounded. Derive a feedback control law τ such that the relative velocity error νr − νd has a GES equilibrium

point at the origin.

Notice that the speed requirement is given both for linear and angular velocities. We consider the 6 DOF
vectorial dynamical equation in the inner loop control due to rotational and translational motion dynamic
coupling. The inner-loop will output the desired forces and moments τ .

For this purpose, we first define the error ed = νr − νd ∈ R3. With this, we can rewrite the AUV equations
of motion in error form, as follows

Mėd = τ −Mν̇d −C(νr)νr −D(νr)νd −D(νr)ed (5.28)

Then, the following inner loop control law is proposed:

Proposition 3. Consider the system described by (5.28) and the following control law in closed-loop

τ = −Kded +Mν̇d +D(νr)νd +C(νr)νr (5.29)

where Kd is a positive definite gain matrix. Then, the origin of the relative velocity error system ed = 0 has a

GES equilibrium point.

Proof. By substituting the control law (5.29) into (5.28) yields

ėd = −M−1 (Kd +D(νr)) ed (5.30)

which shows that the error dynamics have an equilibrium point of ed = 0. Consider the following Lyapunov
candidate

Vd(ed) = 1
2e

T
dMed (5.31)

The time derivative of Vd(ed) and using the error dynamics (5.30) is given by

V̇d = eTdMėd = −eTd (Kd +D(νr)) ed (5.32)
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Knowing that D(νr)) is a matrix of damping forces, satisfying Property 2, the following inequality is always
satisfied

V̇d ≤ −eTd (Kd +D(0)) ed (5.33)

With this, we can define the following conditions

1
2λmin(M) ‖ed‖2 ≤ Vd(ed) ≤

1
2λmax(M) ‖ed‖2 (5.34a)

V̇d ≤ −λmin(A) ‖ed‖2 (5.34b)

where A = Kd + D(0) is the sum of two positive definite matrices, since D(0) is also positive definite,
rendering λminA > 0. Then, according to Theorem 3, if this assumptions hold globally, then the equilibrium
point ed = 0 is GES.

5.3 Ocean Currents Observer

An AUV moving through water is generally subject to ocean currents, which influence the motion of the vehicle.
The intensity of such currents affect the kinematic control of the vehicle, modifying the total velocity of the
vehicle itself. Such disturbances are not easy to sense, however, there are clever ways to approach this problem
using some known variables.

In [24], the authors use the vehicle relative velocity from the vehicle’s kinematic model, deriving a simple
fixed gain observer whose error dynamics equilibrium point are exponentially stable, where the observer ocean
currents estimates converge to the true values. However, this approach assumes available measurements of the
vehicles’ relative velocity, which is hard to obtain. One way of obtaining these measurements is via a Doppler
Velocity Logger (DVL) that has 2 modes of operation, one of which that outputs the vehicle’s relative body
velocity via reflection from acoustic waves in the surrounding fluid and the other that provides measurements
of the vehicle’s body velocity. But a problem arises from the fact that the DVL only operates on one mode at
a time, and in addition the former mode usually exhibits a slow bandwidth and prone to high levels of noise.
Therefore, this mode is only used in certain scenarios and the common approach is to have the latter mode of
operation.

So, to avoid the use of relative velocities as measurements for estimating the ocean current intensity, one
can use a model-based observer for ocean current estimation, as proposed by the authors in [98]. Considering
the AUV DOF dynamic model (3.17) and the assumptions made in the scope of this thesis, that is, mass
and inertia matrix being positive definite (Property 1), a non symmetric and strictly positive damping matrix
(Property 2) and irrotational and constant ocean currents in the inertial frame, the authors derive an observer
for the ocean current velocity νc as follows

M ˙̂ν = −CRB(ν)ν + τ + τ̂H +K1(ν − ν̂) (5.35)
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˙̂νc = −S̄(ω)ν̂c +K2(ν − ν̂) (5.36)

where K1 and K2 are the observer gain matrices, and S̄(ω) =

S(ω) 03x3

03x3 03x3

. The last term accounts for

the evolution of the ocean current velocity in the body-fixed frame, that is, ν̇c = −S̄(ω)νc. Usually, the ocean
current velocity is assumed to be constant or slowly-varying in the body frame, i.e. ν̇c = 0. But this is only
valid during course-keeping and is easily violated during turning maneuvers. This term allows relaxing this
assumption and account for constant ocean currents velocities in the inertial frame.

The observer is structured in a way to also provide a filtered velocity estimate ν̂ besides the ocean current
velocity ν̂c. Furthermore, different from the dynamic model used in this thesis, the observer separates the rigid
body and hydrodynamic components of the Coriolis-Centripetal matrix, giving rise to the term of hydrodynamic
forces and moments estimates

τ̂H = −MS̄(ω) · ν̂c −CA(ν̂ − ν̂c) · (ν̂ − ν̂c)−D(ν̂ − ν̂c) · (ν̂ − ν̂c) (5.37)

Defining the error variables as e1 = (ν − ν̂)− (νc − ν̂c) and e2 = νc − ν̂c, the observer error dynamics are
described by

Mė1 = −2CA(νr) · e1 +CA(e1) · e1 −De1 − [d(νr)− d(νr − e1)]− (K1 −MK2)(e1 + e2) (5.38a)

ė2 = −S̄(ω)e2 −K2(e1 + e2) (5.38b)

If the above assumptions hold and the observer gains K1 and K2 are chosen according to

K1 = (I +M)K, K2 = K (5.39)

where K = KT > 0, then the observer error dynamics (5.38) have GAS equilibrium points (e1, e2) = (0,0).
The proof is shown in [98], therefore the proof is not derived in this thesis.

5.4 Closed-Loop Stability Analysis

The idea behind the inner-outer loop control architecture is to design the two controllers independently. This
simplifies the computations and stability analysis of both systems. For LTI systems global stability of the
interconnection of both systems can be guaranteed. However, global stability in close-loop form is not always
the case for the interconnection of non-linear systems. This last sections analyses the overall system stability
and prove that, even under interconnection terms between each loop, affecting their respective dynamics, we
can still prove converge to the desired equilibrium points of each system.

The closed-loop stability analysis starts by considering a simple interconnection of both systems and we
assume we access to the true states of the system, that is, the vehicle position p and linear and angular
velocities ν = [v,ω]T and ocean current velocity Vc. Additionally, we assume that the target position pt
and velocity vt are given by a time parameterized variable pd(t) and its respective time derivative ṗd(t) to
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facilitate the proof analysis. The proof is finalized by considering that the ocean current velocity are provided
via the observer derived in Section 5.3 with the estimation error dynamics regarded as a disturbance to the
interconnected system. This proof can be viewed as the derivation of a controller solution to a trajectory

tracking problem.
After the main proof is established, we extend these results to now consider a moving path stabilization

problem, considering the desired position pd(γ) of the path to be parameterized by a continuous variable γ(t),
and lift the temporal constraints relative to the desired trajectory pd(t). In addition, we also lift the assumption
that we have true access to the target velocity vt and instead have access to its estimate v̂t provided by a
tracking filter, mentioned in Section 4.3. We only consider the estimate of the target linear velocity and not its
angular velocity ωt since the tracking filter regards a target with linear motion. The orientation is intrinsically
related with the mission requirements, where the associated guidance system provides not only an associated
rotation matrix Rt but also ωt.

5.4.1 Trajectory Tracking Controller

Given the speed requirements νd = [vd,ωd]T produced by the outer loop, composed of the position and attitude
controller, the inner loop will try to provide the necessary forces and moments to the vehicle to satisfy these
requirements. However, because the inner loop has associated error dynamics ed = νr−νd, the outer loop error
dynamics will also be affected assigning the following speed requirement νd = νr − ed = [vr − ev,ωr − eω]T .
The error dynamics of the position (5.5) and attitude (5.20) system become, respectively

ėp = fp(ep + ev) = −S(ωr)ep + (vd + ev) +RT
v (Vcv − ṗd) (5.40)

ėΘ(Re) = fΘ(Re + eω) = −S−1(ReQQ
T −QQTRT

e )T (ωd + eω) (5.41)

Additionally, the term ν̇d = [v̇d, ω̇d]T is not available to inner loop controllers since the outer-inner loop
scheme keeps both controllers independent. Moreover, an heuristic regarding the tuning of gains is such that
the inner loop has a ∼ 10x larger bandwidth than the outer loop, that is, its dynamics need to be faster to
adapt the rate of change of the speed requirements from the outer loop. In the end it will be proven that
certain gains the system is stable. Therefore, new control laws without the derivative term v̇d and ω̇d are
defined. The following assumptions are made.

Assumption 2. The vehicle position p ∈ R3, orientation Rv ∈ SO(3) and relative velocities νr ∈ R6 are

known.

Assumption 3. There exists a continuously differentiable bounded time-varying desired trajectory pd(t) ∈ R3

and respective time derivative ṗd(t) ∈ R3 that hold information relative to the target position pt ∈ R3,

orientation Rn
t ∈ SO(3), linear vt ∈ R3, and angular ωt ∈ R3 velocities.

Theorem 9. Consider the system described by (3.16) and (3.17) in closed-loop with the following control law

τ = −Kded +D(νr)νd +C(νr)νr (5.42)
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ωd = KωS
−1(ReQQ

T −QQTRT
e ) (5.43)

vd = −λpσ
(
kp
λp
ep

)
−RT

v

(
V̂cv − ṗd

)
(5.44)

where Kd and Kpω are positive definite gain matrices, and kp and λp are positive parameter gains. Let ṗd,

p̈d and Vcv be bounded signals and consider Assumption 2 and 3. Then, there are sufficiently large gains Kd

such that the closed-loop system is finite-gain L stable, with restrictions on ev(0) initial conditions.

Proof. The proof will follow a step-by-step approach: 1) we define a bound to the relative velocity of the
vehicle to help the follow up ISS proof; 2) the inner loop and positioning subsystem dynamics are proven to be
ISS under certain conditions and we extend these results to prove IOS, resorting to the small-gain theorem,
proving stability of their respective interconnection; 3) the attitude subsystem is proven to be ISS but do not
extended it to prove IOS, as this is quite difficult, leaving this as motivation for future work towards a more
complete stability analysis of our controller; 4) we lift the assumption that V̂cv = Vcv and take into account
the observer error dynamics.

Boundedness of relative linear and angular velocity vr, ωr

Consider the dynamics of νr = νd + ed. From (5.28) with the control law (5.42) we obtain

ν̇r = −M−1Aνr +M−1Aνd (5.45)

where A is a positive definite matrix, previously defined (5.34b).
Define the Lyapunov function, relative to the relative velocity system (5.45), as follows

Vd(t,νr) = 1
2ν

T
r Mνr (5.46)

whose time derivative is
V̇d = νTr Mν̇r = −νTr Aνr + νTr Aνd (5.47)

The following inequalities can be satisfied

1
2λmin(M) ‖νr‖2 ≤ Vd(νr) ≤

1
2λmax(M) ‖νr‖2 (5.48a)

V̇d ≤ −λmin(A) ‖νr‖2 + λmax(A) ‖νr‖ ‖νd‖

≤ −(1− θd)λmin(A) ‖νr‖2 − θdλmin(A) ‖νr‖2 + λmax(A) ‖νr‖ ‖νd‖

≤ −(1− θd)λmin(A) ‖νr‖2 , ∀ ‖νr‖ ≥
λmax(A)
λmin(A)

1
θd
‖νd‖

(5.48b)

where 0 < θd < 1. Additionally, given the velocity loop control law (5.44)-(5.43), the following bounds are
established, for the desired linear and angular velocity

‖vd‖ ≤ λp + ‖cv‖ (5.49a)

‖ωd‖ ≤ λmax(Kω)(λ1(QQT ) + λ2(QQT )) (5.49b)
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where cv = RT
v (Vcv − ṗd) is a bounded term, and λ1(QQT ) and λ2(QQT ) are the largest and second largest

eigenvalues of the matrix QQT .

With this, according to Theorem 4, the solution of (5.45) satisfies

‖νr‖ ≤

√
λmax(M)
λmin(M) µ ∀t ≥ t0 (5.50)

where µ = λmax(A)
λmin(A)

1
θd
max{λp + ‖cv‖ , λmax(Kω)(λ1(QQT ) + λ2(QQT ))}.

In addition, since the trajectories are defined in D = R6 and α1(‖νr‖) belongs to K∞, then (5.50) holds
for any initial state νr(0), that is, the solutions are globally ultimately bounded.

Notice that we dropped the use of T referenced in Theorem 4 since we are dealing with autonomous
systems, therefore the solution depends only on t − t0. The bounds defined in (5.50) and (5.49a)-(5.49b)
provide a choice of gains λp, KpΘ and Kd, recalling that A = Kd +D(0).

Input-to-Output Stability of Inner-Loop and Positioning Subsystem

At this point we make a key observation of the inner-outer loop interconnection, depicted in Fig. 5.4, providing
a visual aid to our closed-loop interconnection problem. The outer loop system H1 can be further divided
into two independent parts, namely the positioning subsystem H1p : ev → v̇d and the attitude subsystem
H1θ : eω → ω̇d, since we assume our vehicle to be fully-actuated, independently controlling its attitude and
position. The inner loop system H2 : ν̇d → ed is then interconnected with system H1. This interconnection of
the inner-outer loop block can be further abstracted to the scheme represented in Fig. 5.5.

Figure 5.4: Inner-outer interconnection, where the outer
loop consists in two independent systems related with posi-
tion and attitude.

Figure 5.5: A more simple visual-
ization of inner-outer loop feedback
interconnection.

Relative to the outer loop positioning subsystem H1p, the position error dynamics (5.40), coupled with the
control law (5.44), are as follows

ėp = −S(ωr)ep − λpσ
(
kp
λp
ep

)
+ ev (5.51)

Define a candidate Lyapunov function for the system (5.51)
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V1p = 1
2e

T
p ep (5.52)

whose time derivative is given by

V̇1p = eTp

(
−S(ωr)ep − λpσ

(
kp
λp
ep

))
+ eTp ev

= −eTp λpσ
(
kp
λp
ep

)
+ eTp ev

(5.53)

The following inequalities are verified

1
2 ‖ep‖

2 ≤ V1p(ep) ≤
1
2 ‖ep‖

2 (5.54)

V̇1p ≤ −λpσ
(
kp
λp
ep

)
, ∀ ‖ep‖ ≥

λp
kp
σ−1

(
‖ev‖
λp

)
(5.55)

where α1(‖ep‖) = α2(‖ep‖) = 1
2 ‖ep‖

2 are class K∞ functions, W (ep) = λpσ
(
kp
λp
ep

)
is a continuous positive

definite function and ρ(‖ev‖) = λp
kp
σ−1

(
‖ev‖
λp

)
is a class K function, but only when the input ev satisfies

‖ev‖ < λp

which is valid as the input ev = vr − vd is a sum of bounded terms, proven in (5.50) and (5.49a), respectively.
Then, according to Theorem 5 the system H1p satisfies the ISS condition with restrictions, according to
Definition 4, with respect to input ev

‖ep‖ ≤ γ11(‖ev‖) + βp(‖ep(0)‖), ∀ ‖ev‖ < λp, t ≥ t0

≤ λp
kp
σ−1

(
‖ev‖
λp

)
+ βp(‖ep(0)‖), ∀ ‖ev‖ < λp, t ≥ t0

(5.56)

where βp is a class KL function.

In addition, keeping in mind the expression for the desired linear velocity time derivative, given by

v̇d = λpσ
′
(
kp
λp
ep

)(
S(ωr)ep + λpσ

(
kp
λp
ep

))
− λpσ

(
kp
λp
ep

)
ev − ċv (5.57)

where a bound can be easily obtained using Definition 6 of a saturation function and the bound for relative
velocities in (5.50). With ‖σ′(s)‖ ≤

√
6 and ‖σ(s)‖ ≤

√
3 for all s ∈ R3, v̇d is bounded by

‖v̇d‖ ≤ λp
√

6 ‖ωr‖ · ‖ep‖+ λp
√

3 · ‖ev‖+ kpλp
√

6
√

3 + ‖ċv‖

≤ kpνmax
√

6 · ‖ep‖+ λp
√

3 · ‖ev‖+ kpλp
√

6
√

3 + ‖ċv‖
(5.58)

With this, we can establish a bound for system H1p output, as follows
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y1p = h1p(ep, ev) = v̇d

= λpσ
′
(
kp
λp
ep

)(
S(ωr)ep + λpσ

(
kp
λp
ep

))
− λpσ

(
kp
λp
ep

)
ev − ċv

(5.59)

Keeping in mind the expression for y1v a bound can be easily obtained using Definition 6 of a saturation
function and the bound for relative velocities in (5.50). With ‖σ′(s)‖ ≤

√
6 and ‖σ(s)‖ ≤

√
3 for all s ∈ R3,

the output can be bounded as

‖H1p(ep, ev)‖ ≤ λp
√

6 ‖ωr‖ · ‖ep‖+ λp
√

3 · ‖ev‖+ kpλp
√

6
√

3 + ‖ċv‖

≤ kpνmax
√

6 · ‖ep‖+ λp
√

3 · ‖ev‖+ kpλp
√

6
√

3 + ‖ċv‖
(5.60)

where we define the following class K functions α6(‖ep‖) = λp
√

6νmax · ‖ep‖, α7(‖ev‖) = λp
√

3 · ‖ev‖ and a
nonnegative constant η = kpλp

√
6
√

3 + ‖ċv‖ since the term ‖ċv‖ is bounded by bounded terms

‖ċv‖ ≤ ‖ωr‖ · (‖Vcv‖+ ‖ṗd‖) + ‖p̈d‖ (5.61)

As we have proven the system H1p to be ISS under the restriction of ‖ev‖ < λp, according to Theorem 6,
system H1p is L∞ stable with the output satisfying the following condition

‖y1p‖∞ ≤ α6(2γ11(‖ev‖∞)) + α7(‖ev‖∞) + β

≤ γ1p(‖ev‖) + β

≤ 2λp
(
νmax

√
6 · λp

kp
σ−1

(
‖ev‖∞
λp

)
+
√

3
2 ‖ev‖∞

)
+ β

(5.62)

where β is a nonnegative constant bias term.

Note that, this is not similar to finite-gain L stability, which is a stronger condition than L stability.
However, it is still possible to prove that system H1p gain is finite, allowing us to prove finite-gain L stability.

The proof analysis of system H1p being L stable is presented for its operation in the unsaturated region
defined by |ep,i| < λp

kp
, i = 1, 2, 3. However, even if the system enters the saturated region of operation,

the system will enter the unsaturated region of operation in finite time, analogous to the work in [13], [51],
assuming the restriction ‖ev‖ < λp∆ still hold. The term ∆ < 1 was purposely added to avoid ‖ev‖ being
infinitely close to λp and fulfill the restriction in finite time. For example, in [51], the authors follow an
architecture of inner-outer loop, whose outer loop error dynamics have similar structure as ours, except for the
non existing skew symmetric term (in our case S(ωr)), which can be disregarded in a Lyapunov analysis since
eTp S(·)ep = 0. Similar to the author analysis, by looking at the error dynamics (ignoring the skew-symmetric
term, as explained before)

ėp = −λpσ
(
kp
λp
ep

)
+ ev
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if σ
(
kp
λp
ep

)
saturates the error derivative will still be negative under the restriction ‖ev‖ < λp∆ and ‖ep‖

will diminish until it reaches the unsaturated region of operation in finite time. Then, within the restriction
‖ev‖ < λ∆, it allows us to prove that system H1p is finite-gain L stable.

Now, regarding the inner-loop system H2, the relative velocity error dynamics 5.28, coupled with the control
law (5.42), are as follows

ėd = fd(ed + ν̇d) = −M−1(Kd +D(νr))ed − ν̇d (5.63)

Define a Lyapunov function relative to system (5.63)

V2(ed) = 1
2e

T
dMed (5.64)

and its respective time derivative,

V̇2 = −eTd (Kd +D(νr))ed − eTdMν̇d (5.65)

Before proceeding to prove ISS stability condition of system H2, we first need to prove that the input
ν̇d = [v̇d, ω̇d]T is bounded. We already expressed a bound for v̇d in terms of ep and ev, shown in (5.58), and
following immediately from the conclusion that the position error system H1p is ISS and ev = vr − vd being a
sum of bounded terms, we can prove that the input v̇d is indeed bounded.

Relative to the desired angular velocity time derivative ω̇d, this is not straightforward to obtain an explicit
bound and we will not consider this case, leaving this as future work towards a more complete proof. An
initial approach could pass by expanding and discussion the tangent spaces of rotational groups [99] since
ωd : SO(3) 7→ R3. For now, we assume that ‖ω̇d‖ is bounded.

Then, the following inequalities can be verified

1
2λmin(M) ‖ed‖2 ≤ V2(ed) ≤

1
2λmax(M) ‖ed‖2 (5.66)

V̇2 ≤ −(1− θd)λmin(A) ‖ed‖2 , ∀ ‖ed‖ ≥
λmax(M)
λmin(A)

1
θd
· ‖ν̇d‖ (5.67)

It is possible to define the following class K∞ functions α1(‖ed‖) = 1
2λmin(M) ‖ed‖2, α2(‖ed‖) =

1
2λmax(M) ‖ed‖2, a class K function ρ(‖ν̇d‖) = λmax(M)

θdλmin(A) · ‖ν̇d‖ and a positive definite function W3(ed) =

(1− θd)λmin(A) ‖ed‖2. Then, according to Theorem 5 the system H2 is ISS with respect to a bounded input
ν̇d satisfying the following condition

‖ed‖ ≤ γ2(‖ν̇d‖) + β2(‖ed(0)‖), ∀t ≥ t0

≤
λmax(M)

√
λmax(M)

λmin(A)
√
λmin(M)

· ‖ν̇d‖+ β2(‖ed(0)‖ , t), ∀t ≥ t0
(5.68)

where β2 is a class KL function.

Since the output of this system is the state itself ed, it satisfies the IOS condition, that is, the system
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(5.63) is finite-gain L stable with the output satisfying the following condition

‖y2‖∞ ≤ γ2 · ‖ν̇d‖∞ + β

≤
λmax(M)

√
λmax(M)

λmin(A)
√
λmin(M)

· ‖ν̇d‖∞ + β
(5.69)

where β is a nonnegative constant bias term. And it makes sense that it is proven to be finite-gain L immediately
stable in contrast with the added conditions of system H1p towards proving finite-gain L stability. This occurs
because we have proven, previously in Section 5.2, that the inner loop system equilibrium point is GES, in
contrast to the outer loop positioning subsystem H1p equilibrium point which is proven to be GAS.

The, using the Small-Gain Theorem 7, we can show that the interconnection between system H1p and H2

is stable if γ1p · γ2 < 1, that is, with the previously obtained results,

λp

(
2λp
kp

√
6 (νmax + ‖Vcω‖)σ−1

(
‖ev‖
λp

)
+
√

3
)
·
λmax(M)

√
λmax(M)

λmin(A)
√
λmin(M)

< 1 (5.70)

For each parameter λp and kp, there exists bounds on the desired position pd and its respective derivatives,
bounds on ocean currents velocities Vc and a choice of gains Kd sufficiently large, such that the positioning
error closed-loop system is stable. Since all these terms are known according to the mission design and, most
importantly, related to the controller gains, this final result provides a framework for tuning the inner-outer loop
controller stability, by choice kp and λp. This can be allied to the common practice and heuristic of inner-outer
loop structures, where the inner loop bandwidth is designed to be approximately 10 times larger than the outer
loop bandwidth.

Input-to-State Stability of Attitude system

Now, relative to the outer loop attitude subsystem H1Θ, its error dynamics (5.41), coupled with the control
law (5.43), are as follows

ėΘ = f1Θ(eΘ) = −zTKωz − zTeω (5.71)

where z(Re) = S−1(ReQQ
T −QQTRT

e ).
Proving ISS is not straightforward as the proof done for system H1p since our attitude error dynamics live

in SO(3), the space of rotation matrices, and most tools referenced in Chapter 2 are relative to Euclidean
space. Instead, we resort to the definition of Almost Globally Input-to-state Stable (aISS), which appears as
Definition 1 of [46], that is, ISS except on a set of measure zero, much like the definition of AGAS.

The proof is supported on recent developments of generalized ISS for different topological spaces and
besides those of euclidean geometry, and with multiple equilibrium points [46], [47]. The proof of the attitude
error system satisfying aISS follows from certain assumptions and the boundedness properties of the state Re.
The assumptions are defined by the authors in [46], referenced in their work from A0 to A2. We will not expand
them here, but we can easily prove our system satisfies these same assumptions. First, our system evolves on
SO(3) therefore assumption A0 is satisfied. Second, as shown in Section 5.1.2, we have proven that (5.24) is

64



semi-definite negative therefore assumption A1 is also satisfied. Finally, also mentioned in Section 5.1.2, all
four equilibrium points of the unperturbed system (5.19) are non-degenerate and consequently isolated, when
satisfying Assumption 1, and the three equilibrium points that are not asymptotically stable exhibit at least one
positive eigenvalue, as pointed out by the authors in [42], allowing us to conclude that assumption A2 is also
satisfied. Allied to the fact that attitude error Re is naturally bounded since it lives in the compact space of
SO(3), we can then conclude from the authors Proposition 2 [46] that our perturbed attitude error subsystem
(5.71) satisfies aISS with respect to the set of asymptotically stable equilibria, in our case Re = I3.

Closed-Loop Stability with Observer System

Finally, we proceed to prove stability of our system out of the assumption that we have access to true states of
the ocean current velocity Vc. We now consider that this variable is provided by an observer system, where
we only have access to its estimate V̂c. This translates to the existence of errors on the true values of these
variables, which need to be taken into account on the stability analysis of the system, and prove that it is ISS
relative to the input disturbance signal Ṽc = Vc − V̂c, as depicted in Fig. 5.6.

Figure 5.6: The observer system in cascade connection with the outer loop system.

It is possible to conclude that system H1 is still stable with GAS equilibrium points. This follows immediately
from the fact that the connection with the observer can be viewed as a cascade system between an ISS system
and an observer with GAS equilibrium points. Then, according to Lemma 1, the equilibrium point of system
H1 is still GAS and the system interconnection H1 and H2 is still finite-gain L stable.

5.4.2 Path-following Controller

Until now, the main proof as been established for the inner-outer loop system under Assumption 3. As our final
proof, we proceed to lift this assumption and assume that the desired position p(γ) is instead parameterized by
some continuous variable γ, as done in Section 5.1.1, meaning that ṗd(γ) = vt+Rt

(
∂ptd(γ)
∂γ γ̇ + S(wt)ptd(γ)

)
.

This translates to the positioning error dynamics now given by

ėp = −S(ωr)ep + (vd + ev) +RT
v

(
Vcv − vt +Rt

(
∂ptd(γ)
∂γ

γ̇ + S(wt)ptd(γ)
))

(5.72)

With this, Theorem 9 is reformulated to take into account the parameterization variable dynamics given by
γ̇.
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Theorem 10. Consider the system described by (3.16) and (3.17) in closed-loop with the following control

law

τ = −Kded +D(νr)νd +C(νr)νr (5.73)

ωd = KωS
−1(ReQQ

T −QQTRT
e ) (5.74)

vd = −λpσ
(
kp
λp
ep

)
−RT

v

(
V̂cv − v̂t −Rt

(
∂ptd(γ)
∂γ

γ̇d + S(wt)ptd(γ)
))

(5.75)

γ̇ = γ̇d − kγ
(
ργ̃σ(kγ̃ γ̃)− eTpRT

vR
n
t

∂ptd(γ)
∂γ

)
(5.76)

where Kd and Kpω are positive definite gain matrices, and kp, ργ̃ , kγ̃ and λp are positive parameter gains.

Let ∂ptd(γ)
∂γ , ∂

2ptd(γ)
∂γ2 and Vcv be bounded signals. Then, there are sufficiently large gains Kd such that the

closed-loop system is finite-gain L stable, with restriction on ev(0) and ṽt(0) initial conditions.

Proof. This proof is done similarly to the proof done previously for 9, with the added term of the parameterization
variable dynamics γ̇ in the outer-loop positioning subsystem. Then, as done previously in Section 5.1, we can
see that our Lyapunov function (5.52) has an added term ργ̃

kγ̃

∫ γ̃
0 σ(kγ̃s) ds. With the control law (5.76) this

translates into a negative quadratic term kγ

(
ργ̃σ(kγ̃ γ̃)− eTRT

vR
n
t
∂ptd(γ)
∂γ

)2
in the Lyapunov function time

derivative which does not change the convergence properties of system H1p, allowing us to maintain the proof
of finite-gain L stability of the system interconnection H1 and H2, with the suitable restriction of ev(0) initial
conditions.

Although we do not derive an explicit stability condition for the target filter system derived in Section 4.3,
we can view the estimate v̂t as disturbance input signals to system H1. And similar to the proof done for
Theorem 9 relative to the ISS condition established for the positioning subsystem H1p, it is possible to follow
the same approach and establish that it is locally-ISS under the restriction of ṽt = vt− v̂t ≤ λp. Therefore, the
same conclusion can be established, that is, the system interconnection H1 and H2, with suitable restriction of
vt(0) initial conditions, is finite-gain L stable.

5.5 Summary

In this Chapter we presented a position and attitude solution to the problem of path-following and stabilization
in SO(3). The derived controller follows an inner-outer loop approach, considering both the vehicle kinematics
and dynamics. The outer and inner loop controller guarantees GAS and AGAS of the desired equilibrium
points for the positioning and attitude error dynamics, and GES for the relative velocity equilibrium points.
The dependence of gain choices and initial conditions is specified for the stability of the inner-outer loop
interconnection.
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Chapter 6

Results

This last chapter will bridge the work discussed and presented in previous chapters, from the underwater robot
mathematical models discussed in Chapter 3 and the cooperation architecture proposed in Chapter 4 to the
control architecture derived in Chapter 5 that can satisfy the generalized cooperation schemes in compliance
with the proposed cooperation architecture.

We will start by discussing the vehicle specifications in which this work will be developed on, with fully
actuation capabilities and a suite of on-board sensors that are essential to perform the cooperation missions
with a diver, from guidance, navigation and control. Afterwards, we present some brief simulations regarding
the inner and outer loop controllers to corroborate the stability characteristics of the system and illustrate
the properties discussed in the preceding sections. Finally, we also simulate a cooperative scenario under the
proposed cooperation architecture, to demonstrate the derived control system capabilities. A guidance system
is briefly presented providing the necessary references signals for the control system, according to the mission
requirements.

6.1 FUSION

The developed work in this thesis will focus around a six DOF UUV named FUSION. This vehicle was developed
by the company Strategic Robotic System (SRS) and is capable of operating as a ROV or as an AUV.

The FUSION robot is fully actuated, carrying seven thrusters, four for horizontal motion that are symmetric
about the xz plane and three for vertical motion. Furthermore, one of the vertical thrusters, located in the rear
of the vehicle, allows for pitch control. To identify each thruster, we numbered them accordingly, as seen in
Fig. 6.1.

6.1.1 Hardware and Sensors

The FUSION robot possesses various instruments for navigation and measurement. Depending on the mission
at hand, different sensors might provide useful data for different applications. Some of them can be useful to
us in terms of applicability of cooperation strategies, as discussed and explained in Chapter 4.

In terms of navigation, FUSION carries a Doppler Velocity Log (DVL) that provides velocity measurements
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Figure 6.1: Perspective of the FUSION vehicle and identification of its seven thrusters. (source:
https://www.srsfusion.com/srs-fusion)

relative to seabed and/or relative to the fluid (water), inertial sensors such as an Attitude and Heading Reference
System (AHRS) for vehicle attitude measurements, a Global Navigation Satellite System (GNSS) device for
global positioning, and pressure and temperature sensors.

FUSION can also be equipped with a Multibeam SONAR, a Side-Scan Sonar (SSS), a magnetometer, an
HD camera and an Ultra-Short Baseline (USBL) (USBL) system.

6.1.2 System Inertia and Coriolis-Centripetal Parameters

FUSION geometry and characteristics allows us simplify the system Inertia modelling. Assuming the craft body
has homogeneous mass distribution and symmetry about the xy, xz and yz planes (port/starboard, fore/aft
and bottom/top symmetries), results in a diagonal system inertia matrixM = diag{mu̇,mv̇,mẇ,mṗ,mq̇,mṙ}

where
mu̇ = m−Xu̇, mv̇ = m− Yv̇, mẇ = m− Zẇ
mṗ = Ix −Kṗ, mq̇ = Iy −Mq̇, mṙ = Iz −Nṙ

where m is the mass of the vehicle, Ix,y,z, are the moments of inertia of the vehicle about the x, y and z
body-fixed frame axes, respectively, and Xu̇, Yv̇, Zẇ, Kṗ, Mq̇ and Nṙ are hydrodynamic derivative coefficients
of the vehicle in the its six DOF in the SNAME notation (1950).

Having defined the system inertia matrix, one can easily model the respective Coriolis-centripetal forces
from Theorem 8.

From the FUSION datasheet, it is possible to obtain some parameters, such as mass, length, width and
height. To define the moment of inertia, we consider the FUSION geometry to be that of an ellipsoid, allowing
us to compute the moments of inertia about the xyz axis. Moreover, because not all hydrodynamic parameters
are available, additional FUSION hydrodynamic parameters were taken from another similar AUV called REMUS
[100], which for now emulates the unknown vehicle parameters. The most recent updated values of the FUSION
vehicle parameters can be seen in Table 6.1.

6.1.3 Hydrodynamic Damping and Hydrostatic Parameters

A moving vehicle underwater will have highly non-linear coupled damping terms in its dynamic equations of
motion. However, one can assume that FUSION performs non-coupled motion, that is, the hydrodynamic
damping cross-terms can be neglected. This way, one can simply model the hydrodynamic damping forces as a
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m = 27.5 Kg
Ix = 0.417 Kg·m2 Iy = 0.751 Kg·m2 Iz = 0.960 Kg·m2

Xu = -21.41 Kg/s Yv = -21.41Kg/s Zw = -21.41 Kg/s
Xuu = -83.72 Kg/m Yvv = -83.72 Kg/m Zww = -83.72 Kg/m
Xu̇ = -123.05 Kg Yv̇ = -123.05 Kg Zẇ = -123.05 Kg
Kp = -0.543 Kg·m2/s Mq = -6.15 Kg·m2/s Nr = -2.247Kg·m2/s
Kpp = -0.013 Kg·m2/rad2 Mqq = -9.4 Kg·m2/rad2 Nrr = -2.448 Kg·m2/rad2

Kṗ = -0.0141 Kg·m2/rad Mq̇ = -4.88 Kg·m2/rad Nṙ = -0.324 Kg·m2/rad
Table 6.1: Model parameters for the FUSION vehicle.

matrix with a diagonal structure D(ν) = −diag{Du(u), Dv(v), Dw(w), Dp(p), Dq(q), Dr(r)} where

Du(u) = Xu +Xuu|u|, Dv(v) = Yv + Yvv|v|, Dw(w) = Zw + Zww|w|

Dp(p) = Kp +Kpp|p|, Dq(q) = Mq +Mqq|q|, Dr(r) = Nr +Nrr|r|

with Xu, Yv, Zw,Kp,Mq, Nr and Xuu, Yvv, Zww,Kpp,Mqq, Nrr being the linear and quadratic hydrodynamic
damping coefficients of the vehicle, respectively.

The hydrostatic forces, as mentioned before, concern the forces of gravity and buoyancy g of the vehicle,
and also the restoration forces of a given ballast system incorporated in the vehicle g0.

However, because FUSION is neutrally buoyant (weight and buoyancy forces are equal) and does not
possess a ballast system to rise or descend in depth, instead using the vertical thrusters, we can define the
respective hydrostatic vector of forces as g(η) = g0 = 0.

6.1.4 Control Allocation

The subject of control allocation concerns the transformation of the control law output τ ∈ Rn, where n = 6

in 6 DOF, into a control input signal u ∈ Rr, where r = 7 is the number of thrusters of the working vehicle,
as shown in Fig. 6.2. Because r > n, we consider the problem of control allocation to be overactuated, that is,
there are many possible ways of effectively selecting the optimal thrusters input’s to produce the desired forces
and moments.

Figure 6.2: Block diagram showing the control allocation system coupled with the AUV control and
navigation system.

The configuration of the thrusters are embedded in the configuration matrix T , according to their position
and angle of orientation. With this, we can define T as follows

T =

 t1 · · · t7

r1 × t1 · · · r7 × t7

 (6.1)

where ti, i = 1, 2, ..., 7 are the thrusters force vector given by
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t1 =


cosα

− sinα

0

 , t2 =


0

sin β

cosβ

 , t3 =


cosα

sinα

0

 , t4 =


cosα

sinα

0

 , t5 =


0

− sin β

cosβ

 , t6 =


cosα

− sinα

0

 , t7 =


0

0

1


with α = 35

180π and β = 10
180π being the horizontal and vertical thrusters angles, respectively, and ri, i = 1, 2, ..., 7

the thruster positions expressed in the body-fixed frame.

Having defined T we can obtain a control signal u = [u1, u2, u3, u4, u5, u6, u7]T for each thruster that best
fits a desired vector of forces and moments τ from the controller.

There exist many approaches towards optimally solving the control allocation problem. A simple approach to
the problem of control allocation is using an unconstrained control allocation approach. The term unconstrained

is used because it is assumed that there are no constraints on the input signals vector, In this formulation,
having more control inputs than DOFs, as is our case, it is possible to find an optimal solution of u for the
desired τ , by considering a unconstrained least-squares optimization problem proposed [32]

min
u

uTu

subject to τ − Tu = 0
(6.2)

The respective solution is valid only if the thrusters angles are static (not time-varying), and is given by

u = T T (TT T )−1τ (6.3)

This solution is easy to implement and compute as it is provided in explicit form. However, such optimization
problem does not take into consideration certain constraints, eg. saturation, wear and tear, etc, that plague
actuators and differences that might exist between the available actuators, e.g., vehicles might possess fins as
actuator devices which are far less "expensive energetically" than rotor thrusters. For that, other optimization
problems have been proposed in the literature of control allocation [101] such as direct allocation method that
preserves the direction of τ and at the same time minimize the power consumption by taking advantage of the
additional control forces, and a mixed optimization method that minimizes the error between the desired and
the achieved moments as well as the control effort. Within the scope of this thesis, it is acceptable to only
consider the unconstrained approach to the control allocation problem and, in future work, study and solve the
problem in a constrained approach to optimize directionality and consider motor non-linearity’s.

6.2 Simulation Results

Different simulation results were carried out to illustrate the performance of the control schemes proposed for
vehicle position and attitude in the presence of model parameter uncertainty and/or constant ocean current
disturbances.
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6.2.1 Inner Loop Control

Two simulation were performed where the speed reference was changed over time to validate the control law of
the inner loop controller, according to the results obtained in Section 5.2. The AUV initial velocity is zero, and
assume we have access to model parameters true values, as well as no ocean currents affecting the system.
The second simulation was similar to the first one, but instead with a 50% uncertainty in the model parameters
of the vehicle. The results of these simulations are presented in Fig. 6.3.

(a) No model parameter uncertainty.

(b) With model parameters uncertainty of 50%.

Figure 6.3: Two simulations of the inner-loop controller stability properties, as well as actuation forces
and moments.

In the first simulation, as shown in Fig. 6.3a, the desired relative velocities are met, with the origin of the
relative velocity error dynamics being exponentially stable as expected (it is possible to deduce that the error
decays exponentially by taking the "inverse" of the relative velocity curves, taking form of an exponential curve).
Regarding the last simulation, shown in Fig. 6.3b, it is possible to observer that the velocity error dynamics no
longer converge to the desired value but instead are bounded in a neighborhood of the desired value, due to the
added model parameter uncertainty as expected. If it is required to meet precisely these reference values, future
work could pass through a common practice of adding an integral term of the velocity error to the control
law, compensating this offset. Since we will deal with the vehicle converging to certain points via the outer
loop controller, and not meet certain velocities overall, this is not a major issue The control actuation is also
kept bounded, in both scenarios, even in the presence of disturbances on the model parameters, maintaining a
constant input towards a constant velocity reference.
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6.2.2 Inner-Outer Loop with Ocean Currents Observer

Now, regarding the outer and inner loop and ocean currents observer convergence properties and stability, we
demonstrate the results obtained in Chapter 5 by having the vehicle converge to an arbitrary desired point
pd(γd), parameterized by γd = 1.5, and a fixed arbitrary attitude reference Rd(φd, θd, ψd), parameterized by
arbitrary desired Euler angles [φd, θd, ψd] = [0, 0, 1]T , along a circular path, as shown in Fig. 6.4. The AUV
initial position and attitude is η = [20, 15, 25, 0, 0, 0]T with an initial velocity ν = [0, 0, 0, 0, 0, 0]T , and the
target position is pt = [10, 5, 15]T . Additionally, there exists an irrotational ocean current (which is unknown
from the point of view of the controller) that has an inertial velocity of Vc = [0.3, 0.2, 0.1, 0, 0, 0]T . For
demonstration purposes of the stability properties of our proposed controller, we assume to have access to the
vehicle position and attitude η, velocity ν, target position pt and no vehicle model parameter uncertainty. We
implement our inner-outer controller such as to satisfy the condition requirements derived in Theorem 10.

Figure 6.4: The simulation scenario, where a target in yellow is stationary and the AUV, with its
trajectory in pink, is required to converge to pd, represented here in green. The red star represents the
desired point of convergence pd(γd).

The results obtained are shown in Fig. 6.5 and corroborate the results shown in Chapter 5 relative to the
inner-outer loop interconnection, coupled with an ocean current observer, namely:

• The positioning error ep and the path parameterization error γ̃ = γ − γd converge asymptotically to the
origin.

• The attitude error Re = RTRd converges to the equilibrium point I3 asymptotically. For the attitude
error, we consider the angle of rotation θe from the angle-axis representation of Re given by rot(θe,n),
translating to the desired equilibrium point being the origin.

• The ocean current observer error dynamics norm ‖e2‖ = ‖νc − ν̂c‖ converges asymptotically to the
origin.

Another simulation was also carried out in the same scenario to illustrate the controller performance if no
ocean currents observer was designed, i.e control law assumes no existing ocean currents disturbing the system.
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Figure 6.5: Evolution in time of position error ep = p− pd = [epx , epy , epz ]T , path parameterization
variable error γ̃, attitude error θe and the norm of ocean current velocity estimate error ‖e2‖.

The results for the position error evolution are presented in Fig. 6.6, and it clearly shows the degrade in the
convergence rate of the vehicle position to the desired location. Additionally, it is possible to observe that γ̃
does not decrease that much from 70 to 140 seconds into the simulation. Recalling our positioning control law
(5.76) related to γ̇, we can see that it is governed by two factors which concern the convergence to γd and the
converge of γ to the point of projection of the vehicle’s position onto the path, both conditioned the position
error ep, as explained in Section 5.1.1.

Figure 6.6: Evolution in time of position error ep = p−pd = [epx , epy , epz ]T and path parameterization
variable error γ̃ with no estimation of the ocean current velocity Vc.

6.2.3 Cooperation Scenario

Finally, we implement our controller system and tracking filter in a more realistic scenario with a moving target,
i.e, a diver. Similar to the previous scenario, the simulation consists on having the AUV join the diver and
position itself on a desired point pd(γd), parameterized by γd, along a circular path with a predefined safety
radius R. Note that, here we parameterize a circular path centered on the diver, but the control system can work
with other types of curve parameterizations, e.g., ellipses, taking the mission objectives in mind, extending the
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original work [93]. The AUV starts from the initial condition η = [15, 15, 30, 0, 0, 0]T and ν] = [0, 0, 0, 0, 0, 0]T ,
and the target initial position pt = [5, 5, 20]T and velocity vt = [0.1, 0.1, 0]T . This time, γd is not arbitrary but
concerns the closest point between the circular path and the mission site, as shown in Fig. 6.7. Additionally,
the AUV must maintain an attitude such as to point towards the mission site location pm = [xm, ym, zm],
providing a sense of direction to the nearby diver. Finally, we consider that the diver position measurements
are imbued with zero-mean Gaussian noise with standard deviation of σt = 0.4 m all three directions, with an
observation time of 1 second, the vehicle possesses model parameter uncertainties of 10% and there exists some
sort of ocean current with unknown initial values. The tracking filter is designed with a process noise variance
σq = 0.1 and a measurement noise variance of σx = σy = σz = 0.1 m, following the choices of the tracking
filter implementation of the authors in [36], within a context of a real marine mission. The filter target state is
initialized at zero except for its position which is initialized around the initial measured target position pt.

Figure 6.7: The cooperation scenario, where the AUV is initially deployed far away from the diver,
represented in yellow. In the initial approach (1), the AUV converges to the closest point pd(γ),
represented in green, between it and the diver while the attitude controller keeps the roll and pitch
stabilized and the heading aligned with the velocity vector. Then, in (2), the AUV follows pd(γ) along
the circular path, where pd(γ) is converging to the closest point between the diver and the mission site
pd(γd), represented as a red star. At the same time (3), the AUV heading changes to face the mission
site. In the end (4), when the vehicle has approached the diver, it maintains its heading and follows the
diver, maintaining a safe distance.

Guidance System

With all of this in mind, a guidance system was developed providing the reference signals to the control system
that satisfy our mission requirements. Related to the positioning controller, the circular path radius R is
parameterized by

ptd(γ) = R
[
i j

]cos(γ)

sin(γ)

 (6.4)
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where i and j are orthogonal unit vectors that define the circular plane of the path. Then, taking the derivative
with respect to γ we obtain

∂ptd(γ)
∂γ

= R
[
i j

]− sin(γ)

cos(γ)

 (6.5)

Regarding the convergence point γd, since γ is a parameterization of a 2D circle, this can be seen as an
angular location of the mission site projection onto the circular path. Therefore, γd is the angle between
the distance of the mission site and the diver in the horizontal plane dxy =

∥∥∥[xm − xt ym − yt
]∥∥∥, and the

vertical distance dz = zm − zt where pm = [xm, ym, zm]T ∈ R3. is the inertial position of our mission site.
With this, we have that γd = atan2(dz, dxy), where atan2 stands for the "2-argument arctangent".

Relative to the attitude controller, we want the vehicle to stabilize its attitude around zero in roll
φd = 0 and pitch θd = 0, and change its yaw such as to point towards the mission site position, specifying
∆d = atan2 (ym − y, xm − x). Then, this is fed to the controller by parameterization of the desired rotation
matrix via the desired Euler angles Rd(φd, θd, ψd). Additionally, during the AUV initial approach with the
diver, we do not want the vehicle to immediately face the mission site, but instead face the desired point to
converge reducing the side-slip angle, and consequently lessening the actuators strain. For that, we adopt a
similar approach implemented by the authors in [55], where the desired yaw angle ψd is a mix between δd and
ζd = atan2(vy − y, vx − x) where the latter allows the vehicle yaw to align with its body velocity vector in
surge. This mixing is then made by merging both angles with a sigmoid function, defining the desired yaw as

ψd = kζd + (1− k)∆d (6.6)

where k = 1
2

(
tanh

(
‖pt−p‖−σm

kψ

)
+ 1
)
, and σm and kψ are control parameters with the former denoting

maximum distance in which the change in the desired yaw angle occurs, and the latter representing how "fast"
this change should occur.

Figure 6.8: Evolution in time of the range between the diver and the AUV true positions given by
‖pt − pv‖, the path parameterization variable error γ̃, the relative bearing between the AUV attitude
and the mission site ψ̃, as well as the ocean current velocity estimate error e2. The slightly drastic
change in yaw reference is related with the output of the guidance system yaw reference, given by (6.6).
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The obtained results, presented in Fig. 6.8, show that even under model parameter uncertainty and noisy
data from the diver’s position, the positioning controller is able to track the diver, maintaining a safety distance
around 4 meters with a maximum error of ≈0.5 meters. The oscillations that are evidenced in the range plot,
in the upper-left graph, are due to these model parameter uncertainty and noisy data, which translates into
oscillations on the desired position for the AUV to follow. However, this is not a fault or undesired effect from
the controller, but instead due to the nature of the obtained data, which naturally our control system can not
have authority. The attitude controller is also able to reduce the relative bearing between the AUV attitude
and mission site. However, due to the existence of model uncertainty parameters, as expected from the fact
that our observer is model-based, the ocean current estimation error e2 is bounded and does not converge to
the origin.

Figure 6.9: Evolution in time of estimation errors of diver position p̃t and diver velocity ṽt.

Finally, in Fig. 6.9it is also possible to validate the fact that our controller can operate without access to
measurements of diver velocity vt. The tracking filter provides estimates of the diver state x̂t = [p̂Tt , v̂Tt ]T via
periodic noisy measurements of the target position from an on-board sensor. Ultimately this allows us to not
only obtain a continuously filtered version of the diver position, but also the target inertial velocity estimate v̂t.
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Chapter 7

Conclusions

This thesis addressed a number of modeling, navigation and control problems to promote cooperation synergies
between a diver and a robot in order to reduce diving operation risks and increase operation efficiency and
versatility. Beginning with Chapter 2, we defined some mathematical notations that were used in this thesis
and introduced important concepts regarding theory of stability of non-linear systems, which supported the
work of subsequent chapters. More specifically, we introduced the notions of autonomous and non-autonomous
systems, with their respective differences, the different stability properties of equilibrium points, and important
tools towards proving stability of individual systems and possible interconnections between them.

In Chapter 3, we introduced a general vehicle model for an underwater vehicle traveling in three dimensions,
requiring a 6 DOF description. For that, we defined the frames of reference require to represent such vehicle
motions, as well as their equations of motion regarding the kinematic components and dynamics that arise
when moving submerged in an water medium.

In Chapter 4, we discussed the tasks that divers perform during different types of diving operations, and
highlighted possible cooperation strategies between the diver and AUV, enabling a more safe way to carry out
these operations, possible reducing associated mission costs and complexity, and most importantly, increase
versatility and efficiency via the different capabilities that an AUV can provide underwater via its onboard
sensors. Given this discussion, we established mechanisms for the AUV to "see" the diver and locate him/her.
Without this, a great part of the cooperation synergy between the AUV and the diver would be lost. We
presented classical and novel solutions to solve this problem of diver localization and discussed their different
implementations, as well as respective advantages and disadvantages. Then, we introduced the concept of
diver tracking which builds on top of the previously discussed localization solutions, in which the kinematic
components of the diver (position, velocity, etc.) can be obtained via filtering techniques. We proposed
a simple tracking Kalman filter for the diver, based on their position measurement provided by one of the
diver localization solution, giving the necessary information for an AUV control system towards promoting
cooperation with a diver. We finalized this chapter with the proposal of a cooperation architecture, with the
AUV different systems (guidance, navigation and control) that promote a specific cooperation strategy, and
the necessary requirements for the design of a control system.

In Chapter 5, we derived a control system that met necessary requirements presented in our proposed
cooperation architecture using Lyapunov based techniques. For that, we formulated the design strategy for our
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controller, which followed an inner-outer loop approach allowing us to separate and aid us in solving the problems
of controlling the vehicle kinematic and dynamic components independently. This translated into a problem of
providing the desired velocities for the vehicle to achieve, in order to stabilize its kinematic components of
attitude and position independently, since our vehicle is considered to be fully actuated. Regarding the position
control, a moving path-following controller was proposed to solve the problem of stabilizing the vehicle position
along a desired time-independent parameterized path. This methodology achieved a good path-following
performance by: i) defining a path-dependent positioning error space that exhibits a GAS equilibrium point;
ii) introducing the concept of saturation function, we achieve a generalized approach to control the desired
position, resulting in better transients between points by shaping the control law parameters; iii) introducing
the positioning error state in the path parameterization error space, the virtual particle evolves taking into
account the distance with the vehicle, either evolving into the the vehicle’s projection onto the path, or evolving
to the desired path parameterization reference. The attitude control towards stabilizing at an arbitrary desired
attitude was formulated as a set-point regulation problem, where the control design regarded the attitude error
dynamics as a system evolving on the space of SO(3). This allowed circumventing the usual setbacks posed
on the local parameterization of rotation matrices using Euler angles, or via the use of quaternions. With that,
we derived an attitude controller that achieved attitude error dynamics with AGAS equilibrium points, i.e. the
point is stable and except for a set of zero measures all initial conditions converge to it. Then, given the velocity
requirements given by the outer loop, the next step followed naturally of deriving an inner loop controller that
provided the vehicle with the necessary forces and moments to achieve these velocity requirements. That was
achieved via a simple model-based control strategy, taking advantage of knowing the vehicle model beforehand,
deriving an inner loop controller that forced the velocity error dynamics to have GES equilibrium points. Now,
having both inner and outer loops established, we proceed to analyze the stability of their interconnection due
to the existence of interconnected terms between both systems. We approached this problem via concepts of
ISS and IOS, where we proved that given arbitrary initial conditions, the system is always stable for a certain
appropriate choice of gains.

Finally, in Chapter 6, we presented a brief overview on a fully-actuated vehicle in which the proposed
cooperation architecture and related systems could be implemented. More specifically, we presented the known
model parameters of this vehicle, and approximated other unknown parameters with known parameters from
similar vehicles on the literature. Afterwards, the control allocation system, that is, the system that produced
the necessary actuator input signals from the desired forces and moment given by the control system, was briefly
discussed and an unconstrained control allocation solution was proposed. With this, the overall architecture
of the vehicle control and navigation system was presented, towards implementation and simulation of the
proposed strategies and derived control system. Results were established showing the controller performance
and robustness regarding the desired equilibrium points stability and convergence properties, even in the
presence of sensor noise and estimates of the diver state provided by a Kalman filter. We have also shown the
controller and ocean current velocity observer dependence on the uncertainty of model parameters.
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7.1 Future Work

The results presented in this thesis leave several avenues open for future research. Though the AUV model
presented in Chapter 3 accurately represents an abstract underwater vehicle motion, it requires huge knowledge
on its parameters. The next logical step is to use experimental data to validate this model and identify
its parameters. However, this is not straightforward and requires intense experimentation and testing [100].
Therefore, a future approach to the types of controllers presented here that require knowledge of such models
should be extended to take into account robustness against uncertainties in the model parameters. Work
developing such strategies have already proven to be possible to implement [24].

The cooperation strategies presented in Chapter 4 can be approached in many fronts. In this thesis, we
only presented a control and navigation architecture that approach a certain cooperation strategy in its most
abstract form possible. Other control and navigation architecture should be presented tackling other different
cooperation strategies highlighted in this work, such as having an autonomous vehicle performing underwater
tasks such as valve turning, inspecting certain areas, collecting samples, etc, based on the diver’s gestures
serving as an higher authority for the AUV mission planner. For example, the European project SWARMs
[102] developed work semi-autonomous manipulation with ROV, as well as the previously mentioned project
Ocean One [23] developing an AUV platform capable of tool manipulation with hard and soft actuators. The
diver then could reach a desired location with an AUV following him/her, and then redirect the robot to carry
certain task and then return near the diver.

In Chapter 4, we also discussed available technology and architectures towards localization of diver via
acoustic range measurements, or via image processing algorithms with optical sensors. However, there is barely
any mention of obtaining velocity components of a diver (or even other arbitrary targets). This is not true for
the case of obtaining velocity components of an AUV, since there exists available technology towards obtaining
such data, e.g., DVL. That way, this would extended the use of diver tracking based on POM tracking filters
to PVM filters, resulting in more accurate estimations of the position and velocity components of a diver.

In Chapter 5, was specifically applied to the motion control of a single vehicle. However, we can envision
different applications where the present methodology can yield interesting results in different applications, such
as target tracking with a drone or with others types of autonomous vehicles, to stabilize and change attitude in
different requirements. Nonetheless, this controller is not perfect and further analysis is required to study the
controller stability in a scenario where we do not have access to the vehicle true states but instead its estimates
via robust and efficient state of the art navigation systems, a recurrent scenario in underwater autonomous
missions, which we did not cover in this thesis. Additionally, we approached the attitude control problem as
a set-point regulation of stabilizing in an arbitrary attitude value. Therefore, an additional challenge is to
go from stabilization to reference-tracking (similar to the problem of trajectory tracking or path-following).
Finally, the interconnection problem of dynamics and kinematics is not straightforward for systems evolving in
SO(3) and we did not prove IOS for the attitude subsystem. Recalling that our attitude subsystem output is a
time-derivative of a mapping from SO(3) to R3, an initial approach is suggested by considering tangent spaces
in these rotational groups [99]. In the case of under-actuated underwater system this might prove even more
difficult, as seen in [54], [103], therefore, a stability analysis of these interconnection terms.
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Lastly, if possible, it is promising to apply the principles set forth in this thesis in a real vehicle with real
conditions underwater to validate and test for comparison with the simulation results. The feedback obtained
from such mission could provide huge insight and value to see if the actual cooperation strategies reduced the
risks that divers undertake in diving operations, and increase their tasks productivity.
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Appendix A

Cooperation Frameworks

The following table was created to summarize the different types of diving operations, associated risk/challenges
and possible cooperation strategies.

Diving Operation Risks Possible Human/Robot
Cooperation Strategies Benefits ChallengesCommon Specific

Commercial/
Industrial Low visibility

Limited breathing

Nitrogen narcosis

Decompression
sickness

Ocean currents

Lacking sense of
orientation

Interference of
cabling systems

Specialized and
complex equipment

Hazardous surrounding
environment

Follow the diver within
a safety radius and point
towards the desired
location underwater
to aid the diver navigation.

Observe the diver
in the surrounding
area to improve
work conditions
in a station-keeping
manoeuvre.

Monitor the diver towards
a more controlled mission
and checking of vital signs
during work.

Plan mission tasks
online at the mission
site according
to the diver, via visual or
acoustic signals, towards
a more adaptive and
responsive behaviour.

Reduced diver fatigue during
diving operation.

Faster diver worksite
approach.

Safer working environment.

Stronger handling of
harder-to-operate tools
(e.g.„ valves, levers, etc).

Hard and complex
problem of autonomous
control towards tool
handling in underwater
environments.

Requires precise
autonomous underwater
navigation and localization.

Multiple vehicles might
need to operate co-jointly
towards a better cooperation
efficacy, complicating the
overall cooperation strategy.

Possible obstruction or
making difficulty the
diver diving operation
with a nearby operating
robot as well.

Most cooperation strategies
requires a fully-actuated
vehicle to perform
simultaneous tasks
such as position and
attitude control

Scientific

Overestimation of
underwater diving
skills

Delicate and fragile
environments

Faster approach to
identified research sites.

Quicker and safer delivery of
research material to the surface
team towards better and
close examination.

Better visualization of
the research site.

Search and observe new
sites of interest that were
not previously identified.

Media
Overestimation of
underwater diving
skills

Steadier recordings of videos
and images via online tasks
assignments from the diver.

Self diver recording.

Transportation of certain
recording apparatus.

Military

Handling of explosive
ordnance

Uncharted territory
war scenarios

Not enough
planning time before
diving operation

Diver support towards
search-and-rescue
missions via acoustic, visual,
or other suitable technology.

Safe disposal of dangerous
material found during
the diving operation.

Table A.1: Summary of the different types of diving operations, the associated risks faced by divers
and identification of benefits/challenges arising from certain cooperation strategies.
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