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Abstract

According to its latest definition, sepsis is an organic dysfunction caused by a dysregulated host response to infection and if not well managed can further develop into septic shock. These two conditions are one of the factors that influence patients’ outcome [18]. Therefore, the aim of this work is to predict septic shock onset in ICU. To do so, supervised and unsupervised machine learning techniques were developed and tested with data from Hospital São Francisco Xavier and MIMIC-III. For the unsupervised approach, following an anomaly detection framework, three VAEs were developed and the identification of shock patients was performed using clustering algorithms and anomaly scores. The GMM algorithm was the better clustering algorithm achieving an AUC value of 0.7686 for Hospital São Francisco dataset and 0.9576 for MIMIC-III dataset. The density-based anomaly score applied to the encoded data in latent space outperformed every anomaly score tested, achieving an AUC value of 0.8292 for Hospital São Francisco dataset and 0.9498 for MIMIC-III dataset. These results are competitive with the AUC values of 0.8784 and 0.9988 obtained with supervised models and data from Hospital São Francisco Xavier and MIMIC-III datasets, respectively. The benefits of incorporating information regarding the time elapsed between successive observations was also evaluated with the use of T-LSTM layers, however no significant improvements were observed.
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1. Introduction

Throughout the years, the definition of sepsis has been improved and updated and, according to its latest definition, sepsis is defined as “a serious, potentially fatal, organic dysfunction caused by a dysregulated host response to infection” [18]. Furthermore, septic shock designates “a subset of septic patients in which underlying circulatory and cellular/metabolic abnormalities are sufficiently profound to substantially increase mortality” [18]. This two conditions are considered one of the leading causes of mortality in intensive care units. In fact, according to the CDC, in a typical year, 1.7 million adults in America are affected by sepsis which causes the death of 250,000 individuals [4, 9].

Currently there is no pharmacological treatment for sepsis [19]. Guidelines proposed by SSC recommend fluid resuscitation, administration of vasopressors, measurement of serum lactate as an illness severity marker, acquisition of blood cultures and administration of broad-spectrum antibiotics within the first hour [19]. However, the identification of the infection along with appropriate antimicrobial treatment remains the priority in sepsis management. In fact, studies have reported an increase of 4-7% in the relative risk of mortality for every hour of delayed antibiotic initiation [5, 3, 12, 17].

In this work, supervised and unsupervised machine learning techniques were developed to help predict septic shock onset in ICU. In an unsupervised approach, three different VAEs were developed using data from Hospital São Francisco Xavier and MIMIC-III and an anomaly detection framework was applied. To identify shock patients, both the use of clustering algorithms and anomaly scores were explored and their performance was compared with three supervised LSTM classifiers developed. Furthermore, the benefits on incorporating information regarding the time elapsed between successive observations was also explored through the use of T-LSTM layers.

Hence, the contributions of this work are: 1) the development of machine learning techniques for septic shock prediction using portuguese data, 2) the prediction of septic shock through the use of anomaly scores and 3) the evaluation of the use of T-LSTM models in the prediction of septic shock.

2. Related Work

The integration of machine learning approaches in medicine is not new. Several studies have been
published regarding the use of machine learning to improve diagnosis, treatment and outcomes of different illnesses such as, Alzheimer [6, 8], Parkinson [2, 15], Psychosis [11, 1], and more recently, COVID-19 [14, 10]. In these studies, different techniques were employed, both supervised and unsupervised, and the success of each approach depends not only on the complexity of the disease in study but also on the model used.

Regarding the prediction of sepsis or septic shock, since the models resort to the patients’ Electronic Health Records (EHRs), which are a type of sequential data, most models developed are RNN-based [7]. In recent years, new and innovative machine learning approaches for sepsis and septic shock prediction that go beyond the use of RNNs have been developed. One of such examples is the model proposed by Lin et al. in [13], where the model was composed not only by LSTM layers but also a Convolutional Neural Network (CNN) and a Fully Connected Neural Network (FC) with the goal to predict septic shock. CNN was introduced before LSTM with the intention to extract local and time-invariant characteristics from EHR, while the fully connected network was implemented to deal with static data. Two different methods to incorporate static data were explored, one where the static data is incorporated in every step of the LSTM and one where the static data is only incorporated in the last timestep of the LSTM. The first method was denoted Static-repeat, while the other was called Static-last.

This study achieved a highest AUC value of 0.9408 with the model LSTM+CNN+Static-last and demonstrated that models using LSTM can be further improved by incorporating other techniques. Supervised models such as the ones developed in this work require labeled data, which is hard to obtain, specially in the medicine field where most data is unlabeled. This limitation can be overcome with the use of unsupervised models.

In [16], Ramos used VAE models and clustering algorithms to predict septic shock onset in a fully unsupervised approach by applying an anomaly detection framework along with clustering algorithms and using data from MIMIC-III. The clustering algorithms tested were K-means, Spectral Clustering and Gaussian Mixture Models (GMM) and the latter registered the best performance with an AUC of 0.8184, achieving a competitive performance when compared with a supervised LSTM model used as baseline. Furthermore, Ramos also verified that by applying an anomaly detection framework, the VAE reconstruction error was higher for shock patients than for non shock patients.

These results mean that the reconstruction error might be a valid anomaly score to use for the prediction of septic shock. More anomaly scores were proposed by Vasilev et al. in [20]. The authors divided the anomaly scores in reconstruction-based, distance-based and density-based scores. When used for the detection of lesions in MRI scans, all these anomaly scores demonstrated a good performance, achieving AUC values above 0.85. These results are very encouraging and the application of these scores for septic shock prediction should be explored.

Most models previously mentioned are LSTM-based. Despite being able to handle sequential data, LSTM layers assume regular time intervals between observations and thus cannot handle sequences with variations in the time elapsed between successive observations. The time intervals between observations in EHRs, either between hospital visits or even between events, such as clinical tests and interventions in one visit, are usually very irregular and these intervals may contain important information. With this in mind, Baytas et al. [2] developed a time-aware LSTM (T-LSTM) layer which incorporates the information regarding the time intervals in the LSTM structure. First, the LSTM memory is decomposed in short term and long term memories. Then the short term memory in each timestep is adjusted according to the time elapsed between observations, which is converted into appropriate weights with the help of a non-increasing function. The mechanism behind T-LSTM layers is expressed by the following equations:

\[ i_t = \text{sigmoid}(W_i \cdot [h_{t-1}, X_t] + b_i) \]  
\[ f_t = \text{sigmoid}(W_f \cdot [h_{t-1}, X_t] + b_f) \]  
\[ c_t^* = \text{sigmoid}(W_c^* \cdot [h_{t-1}, X_t] + b_c^*) \]  
\[ c_t = f_t \cdot c_{t-1} + i_t \cdot c_t^* \]  
\[ h_t = o_t \cdot \text{tanh}(c_t) \]

where \( W_{i,f,c,o} \) are the weight matrices, \( b_{i,f,c,o} \) are the bias vectors and \( \tilde{c} \) is the candidate cell state. Furthermore, \( c_{t-1} \) and \( c_t \) are the previous and current cell states, \( c_t^* \) and \( c_t^{**} \) are the short term and long term components of the previous memory, \( c_t^* \) is the discounted short term memory and \( c_t^{**} \) is the adjusted previous memory. Besides, \( W'_d \) and \( b_d \) are the weight matrix and bias vector of the decomposition network, respectively. The function \( g(\cdot) \) is a non increasing function applied to the time intervals, \( \Delta t \).
This T-LSTM model was tested in a target sequence prediction and in a clustering task using data from Parkinson’s Progression Markers Initiative (PPMI) dataset in order to predict the target sequence of each patient and identify Parkinson’s patients, respectively. In both tasks, the T-LSTM model outperformed the vanilla LSTM. The success of the T-LSTM encourages its application in the prediction of septic shock onset.

3. Data Extraction and Preprocessing
Throughout this project, two different datasets were used. The first dataset was provided by Hospital São Francisco Xavier in Lisbon, Portugal. This dataset includes information regarding age, gender, vital signs, clinical tests, procedures/interventions performed and diagnosis from patients admitted since 2015. From the set of features contained in the dataset, 40 variables were selected. Afterwards, some restrictions were implemented in order to select a population of interest for this study. Therefore, from all patients in the dataset, the cohort of interest only included patients over 18 years with ICU stays longer than 24 hours. Furthermore, only the first ICU stay per patient was included. For patients which developed septic shock, only the data until the first septic shock episode and only the data of patients with septic shock onset after the first 13 hours were included.

The models were first developed and tested using the data from this dataset. In a later stage, the models were also trained and evaluated with data from the MIMIC-III dataset. The same criteria for the definition of the cohort of interest were applied.

For the classification of sepsis, the Sepsis-3 criteria were applied, according to which, sepsis is defined by the presence of an infection suspicion along with a change of 2 or more points in the SOFA score. Regarding the classification of septic shock, a patient was considered to have developed septic shock if it had sepsis along with at least one of the following criteria: 1) Score of 3 or more in the hemodynamic component of the SOFA score; 2) Administration of vasopressors or 3) Lactate values superior to 2 mmol/L.

After extracting data from both datasets, some preprocessing steps were required before feeding this data to the models developed. One of the first steps consisted on the removal of existing outliers, specially in the data from Hospital São Francisco Xavier. With this goal in mind and with the help of an intensive care physician, ranges of acceptable values were defined for each variable. All data outside these ranges were removed and considered missing data.

Since machine learning models cannot deal with missing data, a data imputation method was required. In general, when applying machine learning techniques to health-related data, the forward-filling imputation method is preferred. This method works on the assumption that clinicians in ICU make measurements of certain features when they believe a change in the previous value might have occurred. Therefore, it is safe to assume that at times where there is missing data, no change in that variable has occurred since the last observation. With this in mind, the forward-filling based imputation method proposed in [21] was adopted.

Since the forward filling strategy uses the previous observations to impute missing data, in features where the initial observations are missing this method cannot impute data until an observation is registered. The approach proposed by Wang et al. in [21] tries to overcome this limitation by imputing missing data with the individual-specific mean if there are no previous values or with the global mean in the cases where there is no observations for that variable. Finally all data were normalized with the MinMaxScaler tool from sklearn.preprocessing python package, which scales data between 0 and 1 by following equation 11.

\[
z = \frac{x - \text{min}}{(\text{max} - \text{min})}
\]

After preprocessing, data were split in train, validation and test datasets. This step was performed differently for supervised and unsupervised models. For supervised models, since the classifier needs to learn the patterns of both shock and non-shock patients, data were divided in a stratified fashion using shock as the class label, in order to guarantee that all datasets include patients from both classes. The training, validation and test datasets contained 61.25%, 8.75% and 30% of the total data, respectively. On the other hand, for unsupervised models, since the anomaly detection framework was adopted, the training and validation sets could not include shock patients.

4. Models proposed
4.1. Supervised approach
Three different LSTM model architectures were proposed during the realization of this work. The first model, from here on called LSTM-All is composed by a single LSTM layer with 70 units followed by a dense layer with 20 units. For the classification of septic shock, a final dense layer with sigmoid activation is applied. Data is then classified as septic shock if the model output is greater or equal to 0.5 and non-shock if the model output is lesser than 0.5.

In the remaining two models, the variables were first divided in five groups, called vitals, ABG variables, clinical tests, daily variables and static variables. Then the groups of variables vitals, ABG
variables, clinical tests and daily variables are fed to different LSTMs, with 15, 20, 20 and 15 units, respectively. Afterwards, the output of every LSTM layer is concatenated into a single vector, which is then fed to a dense layer with 20 units. The final classification layer is the same as the LSTM-All model. The difference between these two models is how they handle the static data.

Following the same approach as in [13], in one of the models, from here on called LSTM-static-last, the static data is only incorporated in the last timestep of the LSTMs, i.e. static vector is directly incorporated during the concatenation of the four LSTMs outputs. In the other model, called LSTM-static-repeat, the group of static variables is included in the group of daily variables before entering the LSTM layer.

Finally, the benefits of T-LSTM were also analysed by replacing the LSTM layers by T-LSTM layers in every model.

4.2. Unsupervised approach

For the unsupervised approach, three different variational autoencoders were proposed. The difference between them consisted on the encoder used. For each of the VAEs, the encoder was based on one of the models used in the supervised approach, creating the models VAE-LSTM-All, VAE-LSTM-static-last and VAE-LSTM-static-repeat, respectively. Figure 1 demonstrates the encoder structure from model VAE-LSTM-All.

Figure 1: Overview of the encoder from VAE-LSTM-All.

For the decoder component, a stochastic approach was followed. To do so, the decoder is composed by a repeat layer followed by a LSTM layer and two dense layers, from which the mean and variance parameters of the data distribution in the feature space were returned. Thereafter, by sampling from this distribution, the reconstruction error can be determined.

For each model, the output from the encoder was visualized with the help of PCA and t-SNE tools, which reduced the encoded data from 20 to 2 dimensions, and the clustering algorithms used in [16] were applied to the encoded data, in order to verify if clusters capable of differentiating shock and non-shock patients were formed.

Furthermore, since a framework based on anomaly detection was followed, the predictive power of some of the anomaly scores proposed in [20] were explored. Since each patient is represented as a Gaussian distribution in the latent space, the distribution of the whole normal population used during the training phase can be estimated as an average of these Gaussians [20], described by

$$q_X(z) = \frac{1}{|X|} \sum_{x \in X} q_\theta(z|x)$$  (12)

The determination of this distribution is fundamental for some of the anomaly scores considered. The following four anomaly scores were analysed:

- Reconstruction error - A higher reconstruction error is expected for shock patients, since the model learnt from data that did not include these type of patients;
- Density-based score - Knowing the distribution of the normal dataset, the probability density function is calculated for the data point sampled from the distribution returned by the VAE;
- Bhattacharyya distance score, which allows to calculate the distance between two distributions. This score calculates the Bhattacharyya distance between the distribution returned from the VAE and the distribution of the normal dataset.
- Mahalanobis distance score, which allows to calculate the distance between a data point and a distribution. This score calculates the Mahalanobis distance between a datapoint sampled from the distribution returned by the VAE and the distribution of the normal dataset.

These scores were determined not only in the latent space but also in the feature space. Afterwards, a threshold was applied to all results in order to separate shock patients from non-shock patients. To choose an appropriate threshold, it was treated as a hyperparameter. This means that several threshold values were tested with part of the test data and then evaluated on the remaining data from the test dataset. Once again, all these results were compared with models using T-LSTM instead of LSTM.

5. Results
5.1. Supervised Approach

As mentioned in the previous section, the dynamic features used in this work can be divided into four
different groups, called *vitals*, *ABG variables*, *Clinical tests* and *Daily variables*. In order to understand the importance of each group of variables and using data from Hospital São Francisco Xavier, a set of experiments was performed to compare how the performance of the model is affected when only one of the groups of variables is included or excluded from the data used as input. The results can be observed in Table 1.

Table 1: Performance of LSTM-All model with different inputs using data from Hospital São Francisco Xavier.

<table>
<thead>
<tr>
<th>Input Data</th>
<th>F1-score</th>
<th>AUC</th>
</tr>
</thead>
<tbody>
<tr>
<td>All data</td>
<td>0.7207</td>
<td>0.8349</td>
</tr>
<tr>
<td>Only Vitals</td>
<td>0.5778</td>
<td>0.7207</td>
</tr>
<tr>
<td>Only ABG variables</td>
<td>0.6531</td>
<td>0.7892</td>
</tr>
<tr>
<td>Only Clinical tests</td>
<td>0.6552</td>
<td>0.7647</td>
</tr>
<tr>
<td>Only Daily variables</td>
<td>0.5445</td>
<td>0.6941</td>
</tr>
<tr>
<td>All data excluding vitals</td>
<td>0.7149</td>
<td>0.8347</td>
</tr>
<tr>
<td>All data excluding ABG</td>
<td>0.6734</td>
<td>0.7977</td>
</tr>
<tr>
<td>variables</td>
<td></td>
<td></td>
</tr>
<tr>
<td>All data excluding clinical</td>
<td>0.6762</td>
<td>0.8132</td>
</tr>
<tr>
<td>tests</td>
<td></td>
<td></td>
</tr>
<tr>
<td>All data excluding daily</td>
<td>0.585</td>
<td>0.7342</td>
</tr>
<tr>
<td>variables</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

According to Table 1, the worst performance was registered when the model’s input included only the group *daily variables*, reaching an AUC value of 0.6941. On the other hand, when only the *daily variables* group was excluded, the model performance suffered the most impact. These results demonstrate that the *daily variables* group contain features fundamental for the prediction of septic shock, despite not being capable to identify this condition by themselves.

Since the different variable groups showed different importance for the prediction of septic shock, the models LSTM-static-repeat and LSTM-static-last were proposed, in which an independent LSTM for each variable group is included.

The models LSTM-static-repeat and LSTM-static-last outperformed the model LSTM-All in all evaluation metrics used (Table 2), which signifies that dividing the variables into different groups and using an independent LSTM for each group improves the classifier performance. Furthermore, similarly to the results obtained in [13], the model LSTM-static-last outperformed LSTM-static-repeat.

One limitation of the dataset provided by Hospital São Francisco Xavier, is its reduced population size. To overcome this problem, the three models were trained and tested using data from MIMIC-III database (Table 2). All three models showed significant improvements in their performance, achieving values above 0.9 in all evaluation metrics. Once again, the model LSTM-static-last outperformed the remaining models.

After the previous experiments, all LSTM layers of the three models were replaced by T-LSTM layers, in order to verify whether the incorporation of the information regarding time intervals between observations can improve the performance of the classifiers. The results obtained using T-LSTM models are presented in Table 3.

Table 3: Performance of T-LSTM models in both datasets.

<table>
<thead>
<tr>
<th>Dataset</th>
<th>Model</th>
<th>F1-score</th>
<th>AUC</th>
</tr>
</thead>
<tbody>
<tr>
<td>HSFX</td>
<td>TLSTM-All</td>
<td>0.7371</td>
<td>0.8487</td>
</tr>
<tr>
<td></td>
<td>TLSTM-static-repeat</td>
<td>0.7202</td>
<td>0.8204</td>
</tr>
<tr>
<td></td>
<td>TLSTM-static-last</td>
<td>0.7486</td>
<td>0.8298</td>
</tr>
<tr>
<td>MIMIC III</td>
<td>TLSTM-All</td>
<td>0.9606</td>
<td>0.9196</td>
</tr>
<tr>
<td></td>
<td>TLSTM-static-repeat</td>
<td>0.975</td>
<td>0.991</td>
</tr>
<tr>
<td></td>
<td>TLSTM-static-last</td>
<td>0.9893</td>
<td>0.9984</td>
</tr>
</tbody>
</table>

As it can be observed, the incorporation of T-LSTM layers in the models did not bring any significant improvements to the models. These results contradict the findings of Baytas et al. in [2]. One possible justification for this contradiction is the difference in the task for which the models are developed and the data used. In [2], the aim was to identify Parkinson’s patients, which is a chronic condition with a slow progress. Therefore, the data used for this task consisted of sequences of patients’ hospital visits where the time between each visit can vary from months to years. On the other hand, in this work, the goal was to predict a fast progression condition like septic shock and the data used consisted on sequences of events during a single ICU stay where time intervals vary between a few hours to a few days.

5.2. Unsupervised Approach

As mentioned in the previous chapter, for the unsupervised approach three different VAEs were developed. The encoder of each of the VAEs developed has a similar structure to the supervised models
proposed and it encodes the original data to distributions in the latent space, which has a size of 20 dimensions. One of the hyperparameters that had to be adjusted was the $\beta$ weight of the VAE loss function.

For high $\beta$ values, the data is expected to be concentrated around the origin, since the Kullback-Leibler divergence term dominates the loss function. As the value of this hyperparameter starts to decrease, the encoded data should start to spread out and, since the model is not trained with shock patients, the formation of two clusters would be expected, one for non-shock patients around the origin and one for shock patients. However, according to the results in Figure 2, although some clustering of data can be observed, these clusters do not represent shock and non-shock patients.

Figure 2 represents the results obtained using the model VAE-LSTM-All, however the results from the remaining two VAEs are very similar. Observing the results obtained, the patients’ age and gender are the variables according to which the clusters are formed. Since the effects of age and gender were so dominant, a new set of experiments was performed in which the data used as input did not include gender and age variables. Since the static variables were not included then the models VAE-LSTM-static-last and VAE-LSTM-static-repeat were replaced by a new VAE, from here on called VAE-LSTM-grouped, in which the dynamic features are also grouped in their four categories (vitals, ABG variables, clinical tests and daily variables) but no static data is included. The PCA of the encoded data obtained in this experiment can be observed in Figure 3.

As it can be observed, although there are regions with higher concentrations of shock patients, there are no clear and well distinguished clusters of patients. However, PCA is only a tool to help in the visualisation of the encoded data in a 2D space. Therefore, despite no clear clusters have been found in the PCA, it might be possible to distinguish shock from non-shock patients resorting to clustering algorithms applied directly to the encoded data.
With this in mind, the same three algorithms used in [16], were applied to the encoded data (Table 4). Similarly to the results obtained in [16], the GMM was the better clustering algorithm, however the performance of all clustering algorithms was subpar when compared with the results reported by Ramos. The disparity in performance might be due to the limiting size of the dataset provided by Hospital São Francisco Xavier. Therefore, the same experiments were performed using data from MIMIC-III. According to Figure 4, two clear clusters which represent shock and non-shock patients can be defined. Regarding the performance of the clustering algorithms, once again the GMM algorithm outperformed the remaining ones, reaching values above 0.9 across all evaluation metrics. However, the other two clustering algorithms showed a decrease on the model performance.

These models were then compared with T-LSTM models and, as in the supervised approach, no significant improvements were registered (Table 5). In fact, in some clustering algorithms the performance decreased considerably.

Besides clustering algorithms, the performance of anomaly scores was also explored. By defining an appropriate threshold for each anomaly score, the distinction between shock and non-shock patients can be established reasonably well. The results obtained can be observed in Table 6.

As it can be observed in Table 6, the distance-based scores outperformed the others and all anomaly scores performed better in the latent space than in the feature space. This result was expected since VAE imposes a restriction in the latent space, not in the feature space. Although these anomaly scores could not outperform the clustering algorithms when using data from MIMIC-III, they showed a more consistent performance overall, achieving a relatively good performance even with the small dataset from Hospital São Francisco Xavier. One downside of this approach is that, for the decision of the threshold value, data labels were required and therefore this approach is not fully unsupervised, unlike clustering.

Regarding the use of T-LSTM layers, once again no significant improvement was observed.

6. Conclusions
6.1. Main conclusions
In this work, supervised and unsupervised machine learning approaches for the prediction of septic shock were explored. These models were
Table 6: AUC values of anomaly scores using data from Hospital São Francisco Xavier and MIMIC-III.

<table>
<thead>
<tr>
<th>Dataset</th>
<th>Model</th>
<th>Space</th>
<th>Error</th>
<th>Density score</th>
<th>Bhattacharyya</th>
<th>Mahalanobis</th>
</tr>
</thead>
<tbody>
<tr>
<td>Hospital São Francisco Xavier</td>
<td>VAE-LSTM-All</td>
<td>Latent</td>
<td>-</td>
<td>0.8292</td>
<td>0.8258</td>
<td>0.8222</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Feature</td>
<td>0.6791</td>
<td>0.779</td>
<td>0.7632</td>
<td>0.7845</td>
</tr>
<tr>
<td></td>
<td>VAE-LSTM-grouped</td>
<td>Latent</td>
<td>-</td>
<td>0.7683</td>
<td>0.7782</td>
<td>0.7803</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Feature</td>
<td>0.7657</td>
<td>0.6037</td>
<td>0.6241</td>
<td>0.7644</td>
</tr>
<tr>
<td>MIMIC-III</td>
<td>VAE-LSTM-All</td>
<td>Latent</td>
<td>-</td>
<td>0.9498</td>
<td>0.9454</td>
<td>0.9364</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Feature</td>
<td>0.6877</td>
<td>0.8929</td>
<td>0.91</td>
<td>0.8995</td>
</tr>
<tr>
<td></td>
<td>VAE-LSTM-grouped</td>
<td>Latent</td>
<td>-</td>
<td>0.9179</td>
<td>0.9262</td>
<td>0.9223</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Feature</td>
<td>0.6721</td>
<td>0.8218</td>
<td>0.8181</td>
<td>0.7984</td>
</tr>
</tbody>
</table>

Table 7: AUC values of anomaly scores using T-LSTM models and data from Hospital São Francisco Xavier.

<table>
<thead>
<tr>
<th>Model</th>
<th>Space</th>
<th>Error</th>
<th>Density score</th>
<th>Bhattacharyya</th>
<th>Mahalanobis</th>
</tr>
</thead>
<tbody>
<tr>
<td>VAE-LSTM-All</td>
<td>Latent</td>
<td>-</td>
<td>0.7926</td>
<td>0.7874</td>
<td>0.7917</td>
</tr>
<tr>
<td></td>
<td>Feature</td>
<td>0.766</td>
<td>0.756</td>
<td>0.7675</td>
<td>0.7271</td>
</tr>
<tr>
<td>VAE-LSTM-grouped</td>
<td>Latent</td>
<td>-</td>
<td>0.7623</td>
<td>0.7945</td>
<td>0.7875</td>
</tr>
<tr>
<td></td>
<td>Feature</td>
<td>0.7423</td>
<td>0.5987</td>
<td>0.6169</td>
<td>0.6047</td>
</tr>
</tbody>
</table>

Figure 4: Visualization data without static features from MIMIC-III encoded by VAE-LSTM-All via t-SNE.

then trained and tested with data from two different datasets: Hospital São Francisco Xavier and MIMIC-III. For the supervised approach, three different classifiers were proposed. In both datasets considered, LSTM-static-last was the best model, reaching an AUC value of 0.8784, in Hospital São Francisco Xavier dataset, and 0.9968, in MIMIC-III dataset. Moreover, an importance analysis of the variable groups was also conducted which revealed that the group daily variables include fundamental features for the prediction of septic shock, while the features included in the group vitals are too broad and not specific enough for the prediction of this condition.

In the unsupervised approach, three different models were also developed. All three models are variational autoencoders trained only with non-shock patients. The encoded data was then clustered with the help of three clustering algorithms, K-means, Spectral Clustering and GMM, and the latter performed the best. In this approach, the reduced size of the Hospital São Francisco Xavier dataset had a significant impact in the clustering task. In fact, the best algorithm only reached an AUC value of 0.7686 with data from Hospital São Francisco Xavier but using data from MIMIC-III the best model achieved an AUC value of 0.9576.

Besides clustering algorithms, the prediction of septic shock through the use of anomaly scores was also evaluated. The anomaly scores considered were VAE reconstruction error, Density-based score, Bhattacharyya distance score and Mahalanobis distance score, however none of them could outperform the GMM clustering algorithm when using MIMIC-III data. However, when the models were trained and tested with data from Hospital São Francisco Xavier, their evaluation metrics remained elevated, unlike what happened with clustering algorithms. Therefore, these anomalies scores might be a better criteria to predict sepsis shock since their performance is not impacted by the size of the dataset as much as with clustering algorithms. All these results demonstrated that unsupervised techniques can be a competitive approach to supervised models in the prediction of septic shock.

Finally, models with T-LSTM to account for the irregularity in the time intervals between successive observations in the patients’ timeseries were also evaluated. However, no significant improvements could be registered both in supervised and unsu-
6.2. Limitations and Future Work

Importance analysis of the groups of variables only indicated the groups which had the greatest impact in the model performance, but it could not identify which variables affect and how they influence the classifier decision. The identification of the variables that influenced the model decision and explanation of why the model classified data the way it did holds great interest, especially in the field of medicine where each choice has a great impact on patients’ lives. The use of attention mechanisms might be one of the focus for future investigations with the goal to help enlighten how each variable influences the classifier decision.

In this work, the T-LSTM models registered contradicting results when compared with the results obtained in [2]. As previously mentioned, this contradiction might be due to the different health conditions considered and data used. Therefore, further investigation should be performed regarding the benefits brought by the incorporation of the time intervals information into the LSTM structure.

Another limitation of this work is related with the anomaly scores. The anomaly scores analysed required the use of labeled data for the determination of an appropriate threshold, therefore this method could not be considered fully unsupervised. Since one of the goals in using unsupervised machine learning techniques is to eliminate the need of labeled data, new alternatives to predict septic shock with anomaly scores without the use of labeled data should be explored.
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