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Abstract

The design of a control system based on modern control methods to control flight formations of
multi-UAV quadrotors is presented. A leader-follower methodology is implemented where the leader
has some predefined trajectory and a follower is controlled in order to track the leader keeping a
constant displacement in its reference frame. The formation control system, responsible for the vehicle
formation, considers, at first, only the motion at constant height, and secondly, the three-dimensional
motion. In both cases, the nonlinear control laws are derived based on Lyapunov stability theory
and the Backstepping method. The control laws are validated in simulation resorting to a realistic
environment and vehicle models.
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1. Introduction
Unmanned Air Vehicles (UAVs), which were orig-

inally developed for military purposes, have now
been devoted to a myriad of other uses, ranging
from aerial photography, goods delivery, agricul-
ture, mapping and surveillance, pollution monitor-
ing or infrastructure inspections. When appropri-
ately synchronized, a swarm of UAVs can perform
much more complex tasks with gains in efficiency
and robustness. As an example, [1] describes how
it is possible to deploy two UAVs to cooperatively
carry heavy loads. [2] presents a strategy for area
exploration and mapping carried out by a swarm of
autonomous UAVs. For policing and surveillance
missions in areas where the communication range
is limited, [3] discusses how efficient a network of
UAVs can be in covering the area. For agriculture
applications, [4] delves deeply into the advantages
of using multiple UAVs with distributed control for
better performance.

The examples mentioned apply different concepts
of formation and control techniques. The control
structure can be either centralized or decentralized.
The centralized solutions rely on only one agent per-
forming all computations and assigning the other
agents their respective tasks, which makes them
generally easier to design but more difficult to im-
plement due to the heavy computational burden.
The decentralized solutions break down the compu-
tational burden into smaller problems to be solved
by all the agents, so they are more intricate to de-
sign but their implementation is more reliable and
robust.

The most relevant formation control concepts
are the leader-follower, the virtual leader and the
behavior-based. In the leader-follower case, a for-
mation is achieved when each follower drives into
the desired position with respect to the leader,
which has some known trajectory. In the second
case, the virtual leader describes a reference tra-
jectory and the formation is achieved when all the
vehicles in the swarm follow the leader in a rigid
structure. The behavior-based formation control
approach defines different control behaviors for dif-
ferent situations of interest, as explained by [5].

This work will focus on implementing a leader-
follower strategy where a follower is intended to
chase a leader keeping a constant displacement.

2. Quadrotor Model
Let {I} be an orthonormal reference frame ac-

cording to the North-East-Down (NED) coordinate
system. Let {B} be another orthonormal reference
frame centred at point p. The orientation of {B}
with respect to {I} is given by the Euler angles
λ = (φ, θ, ψ) that represent the rotation about their
respective axes. The rotation matrix from {B} to
{I} is given by an orthogonal matrix

R ∈ SO (3)
∆
=
{
X ∈ R3×3 : XXT = XTX = I3,

|X| = 1} .
(1)

From the definition of R, its derivative is Ṙ =
RS (ω), with ω the angular velocity of {B} ex-
pressed in {B}. Let p be the quadrotor’s position,
v its velocity, m its mass and J its inertia tensor.
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Let also f be the sum of external forces applied
on the quadrotor expressed in {I} and n the sum
of external moments expressed in {B}. For any
θ 6= (2k + 1)π2 ∀ k ∈ Z, the complete dynamics of
the quadrotor is given by

ṗ = v

mv̇ = f

Jω̇ = −S (ω) Jω + n

Ṙ = RS (ω)

, (2)

where S (ω) is a skew-symmetric matrix such that
S (x) y = x× y for any x, y ∈ R3.

3. 2D Formation Control
A trajectory tracking controller is implemented

to make the follower track the leader while keeping
a constant offset in its reference frame. Assuming
the movement at constant height, equation (2) can
be simplified for a purely kinematic model given by

ẋ = u cosψ − v sinψ

ẏ = u sinψ + v cosψ

ψ̇ = r

. (3)

If ∆ = (∆x,∆y)
T

is the desired displacement, R
the 2D rotation matrix, p, c ∈ R2 the follower’s and
leader’s positions, respectively, the position error
can be written as

z1 = RT (c− p)−∆ (4)

and its derivative as

ż1 = RT ċ− v − S (r) (z1 + ∆) . (5)

Consider a Lyapunov function V1 = 1
2‖z1‖2. Its

derivative is

V̇1 = zT1
(
RT ċ− v − S (r) ∆

)
. (6)

Adding and subtracting a term k1‖z1‖2 yields

V̇1 = k1‖z1‖2 + zT1 z2 (7)

where a new error z2 = k1z1 + RT ċ − v − S (r) ∆
was introduced. Let now V2 = V1 + 1

2‖z2‖2 be an
augmented Lyapunov function. Its derivative is

V̇2 = V̇1 + zT2
[
k1ż1 +RT c̈− S (r)RT ċ

−
(

1 −∆y

0 ∆x

)(
v̇

ṙ

)]
.

(8)

If the accelerations v̇, ṙ are considered inputs of the
system, the control law should be(

v̇
ṙ

)
=

(
1 −∆y

0 ∆x

)−1 (
k1ż1 +RT c̈− S (r)RT ċ

+z1 + k2z2) ,
(9)

which is well-defined for ∆x 6= 0. Under this con-
trol law, the error system can be written in strict-
feedback form [6] as{

ż1 = − (S (r) + k1I2) z1 + z2

ż2 = −z1 − k2z2

(10)

and the derivative of V2 becomes

V̇2 = −k1‖z1‖2 − k2‖z2‖2, (11)

which is negative for (z1, z2) 6= 0 if k1, k2 > 0. Thus,
according to the Barbashin-Krasovskii theorem [6,
theorem 4.2], the error system is globally asymptot-
ically stable around the origin.

3.1. Perturbed system
Consider the existence of an unknown external

disturbance d such that

ż2 = k1ż1+RT c̈−S (r)RT ċ−v̇−S (ṙ) ∆+Rd. (12)

Additionally, assume the controller is equipped with
a disturbance estimator d̂ such that(

v̇
ṙ

)
=

(
1 −∆y

0 ∆x

)−1 (
k1ż1 +RT c̈− S (r)RT ċ

+z1 + k2z2 +Rd̂
)
.

(13)

Considering the estimation error d̃ = d − d̂ as an
input to the error system with state z = (z1, z2)

T
,

the error dynamics can be written in state space as

ż =

(
−(S(r) + k1I2) I2

−I2 −k2I2

)
︸ ︷︷ ︸

A

z +

(
02

R

)
︸ ︷︷ ︸

B

d̃, (14)

where 02 is the null matrix of size 2 × 2. Now, we
wish to design an adaptive controller for the esti-
mator d̂. Let V3 : R6 → R be a continuously differ-
entiable Lyapunov function such that V3(0) = 0,
V3(z, d̃) > 0, ∀(z, d̃) 6= 0 and ‖(z, d̃)‖ → ∞ ⇒
V3(z, d̃) → ∞ given by V3 = V2 + 1

2kd
‖d̃‖2. Its

derivative is computed as

V̇3 = zTAz + zTBd̃+
1

kd
d̃T

˙̃
d. (15)

The first term of V̇3 is negative for all z 6= 0 as
it has already been proved the error system con-
verges under the control law from equation (9). As
of the remaining two terms, V̇3 gets negative for all
(z, d̃) 6= 0 if they sum to zero. So,

˙̃
dT = −kdzTB. (16)

If the disturbance is assumed constant, then
˙̃
d =

− ˙̂
d, so the adaptation law for the estimator is

˙̂
d = kd

(
02 R

)
z. (17)
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Now that we have the tracking control and the
disturbance estimation, we must study the stabil-
ity of the system comprised of both the position
error and the disturbance estimation error simulta-
neously. This system is given by(

ż
˙̃
d

)
=

(
A B

−kdBT 02

)(
z

d̃

)
. (18)

Let Ω = {(z, d̃) ∈ R6 : V3(z, d̃) ≤ c} for any c ∈ R+.
The set Ω is compact since V3 is radially unbounded
and, from Lyapunov’s direct method [6, theorem
4.1], it is positively invariant with respect to the
dynamics (18). Let E be the set of all points in Ω
where V̇3(z, d̃) = 0. This set is given by

E = {(z, d̃) ∈ R6 : z = 0}. (19)

Let M be the largest invariant set contained in E.
By LaSalle’s theorem [6, theorem 4.4], every solu-
tion with initial condition in Ω approaches M as
t → ∞. Since for any (z, d̃) ∈ R6 there exists a
c > 0 such that (z, d̃) ∈ Ω, we have that any solution
converges to M . From its invariance and recalling
system (14), we have that, for all (z, d̃) ∈M ,

ż = 0 ⇔ Bd̃ = 04×1

⇔ d̃ = 02×1.
(20)

Therefore, (z, d̃) = 0 is the only element in M and
the system is globally asymptotically stable around
the origin.

3.2. Closed-loop system
After deriving a control law, it is of interest to

study the stability of the closed-loop system, i.e.,
the formation of one leader and one follower. When
the position error is identically zero, z1 = ż1 = 0
and equation (5) becomes

RT ċ− v − S (r) ∆ = 0. (21)

Assuming a general leader’s trajectory ċ =

C
(
cosψc sinψc

)T
, the closed-loop equation can

be expanded to isolate the control variables as(
v

r

)
=

(
C cos (ψ − ψc)− C∆y

∆x
sin (ψ − ψc)

− C
∆x

sin (ψ − ψc)

)
,

(22)
well defined for ∀∆x 6= 0. These equations describe
a nonlinear periodic system with a dynamics for ψ
and output v. The equilibrium points of the system
from equation (22) are

ψ∗ = ψc + kπ , ∀k ∈ Z. (23)

To analyse stability, one can consider infinitesimal
disturbances around these equilibrium points. Let

ψ = ψc + 2kπ + ε , ε > 0. Then, system (22)
becomes

ψ̇ = − C

∆x
sin(2kπ + ε)

≈ − C

∆x
ε,

(24)

which is negative if ∆x > 0. Thus, the system
is asymptotically stable in the vicinity ε > 0 of
the equilibrium points ψ∗ = ψc + 2kπ , ∀k ∈ Z.
Similarly, we can conclude it is unstable in the
vicinity ε > 0 of the equilibrium points ψ∗ =
ψc + (2k + 1)π ,∀k ∈ Z. A phase portrait of the
system when ψc = 0 is represented in figure 1. It
is easy to see that the region of convergence of the
equilibrium point ψ∗ = ψc + 2kπ is

ψ ∈ ]ψc + (2k − 1)π; ψc + (2k + 1)π[ ,∀k ∈ Z.
(25)

Figure 1: Phase portrait of the system ψ̇ =
− sin(ψ).

In conclusion, the follower can have a heading
difference relative to the leader of up to 180◦. The
bigger the difference, the slower is the convergence
to the desired heading. In the limit, if a follower is
set to track a leader describing a linear path, start-
ing in opposite heading, it will not converge.

4. 3D Formation Control

The motion of the quadrotor at constant height
has been studied and a controller for the simpli-
fied model has been derived using the backstep-
ping method applied to the position error. This
method is now used to derive a similar nonlinear
controller for the complete model. The dynam-
ics from equation (2) can be written in a state-
space form by introducing the state vector X =(
φ, φ̇, θ, θ̇, ψ, ψ̇, z, ż, x, ẋ, y, ẏ

)T
and the input vec-
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tor U = (T, nx, ny, nz)
T

, according to [7], as

f(X,U) =



φ̇

aφθ̇ψ̇

θ̇

aθφ̇ψ̇ + bθny

ψ̇

aψφ̇θ̇ + bψnz

ż

g − T
m cosφ cos θ

ẋ
T
mux

ẏ
T
muy

, (26)

with the definitions

ux = cosφ sin θ cosψ + sinφ sinψ;

uy = cosφ sin θ sinψ − sinφ cosψ
(27)

and the constants

aφ =
Jy − Jz
Jx

; aθ =
Jz − Jx
Jy

; aψ =
Jx − Jy
Jz

;

bφ =
1

Jx
; bθ =

1

Jy
; bψ =

1

Jz
.

(28)

The system as it is posed highlights an important
relation between the position and attitude of the
quadrotor: the position components depend on the
angles, however the opposite is not true. The over-
all system can be thought of as the result of two
semi-decoupled subsystems: the translation and the
rotation – for which two controllers are designed
separately.

4.1. Attitude Control
Let zφ = φref − φ be the roll angle error. Let

Vφ = 1
2z

2
φ be a Lyapunov function with derivative

V̇φ = zφ

(
φ̇ref − φ̇

)
(29)

If φ̇ is controlled to be

φ̇ = φ̇ref + kφzφ, (30)

then V̇φ = −kφz2
φ. Let now zφ̇ be the roll rate error

given by
zφ̇ = φ̇− φ̇ref − kφzφ (31)

and the augmented Lyapunov function

Vφ̇ = Vφ +
1

2
z2
φ̇

(32)

with its derivative given by

V̇φ̇ = −kφz2
φ + zφ̇

(
aφθ̇ψ̇ + bφnx − φ̈ref − kφżφ

)
.

(33)

If the control law for nx is chosen to be

nx =
1

bφ

(
φ̈ref + kφżφ − aφθ̇ψ̇ − kφ̇zφ̇

)
(34)

then
V̇φ̇ = −kφz2

φ − kφ̇z
2
φ̇

(35)

which is negative for (zφ, zφ̇) 6= 0 if kφ, kφ̇ > 0.
Thus, according to the Barbashin-Krasovskii theo-
rem [6, theorem 4.2], the roll error system is globally
asymptotically stable around the origin. Following
the same backstepping procedure for the remaining
angular variables, an attitude controller is derived
as

nx =
1

bφ

(
φ̈ref + kφ(φ̇ref − φ̇)− aφθ̇ψ̇

−kφ̇[φ̇− φ̇ref − kφ(φref − φ)]
)

ny =
1

bθ

(
θ̈ref + kθ(θ̇ref − θ̇)− aθφ̇ψ̇

−kθ̇[θ̇ − θ̇ref − kθ(θref − θ)]
)

nz =
1

bψ

(
ψ̈ref + kψ(ψ̇ref − ψ̇)− aψφ̇θ̇

−kψ̇[ψ̇ − ψ̇ref − kψ(ψref − ψ)]
)

, (36)

with gains kφ, kφ̇, kθ, kθ̇, kψ, kψ̇ > 0.

4.2. Position Control
Let zz = zref − z be the altitude error. Let Vφ =

1
2z

2
z be a Lyapunov function with derivative

V̇z = zz (żref − ż) . (37)

If ż is controlled to be

ż = żref + kzzz, (38)

then V̇z = −kzz2
z . Let now zż be the vertical speed

error given by

zż = ż − żref − kzzz (39)

and the augmented Lyapunov function

Vż = Vz + 1/2z2
ż (40)

with its derivative given by

V̇ż = −kzz2
z+zż

(
g − T

m
cosφ cos θ − z̈ref − kz żz

)
.

(41)
If the control law for T is chosen to be

T =
m

cosφ cos θ
(g − z̈ref − kz żz − kżzż), (42)

then
V̇ż = −kzz2

z − kżz2
ż (43)

4



which is negative for (zz, zż) 6= 0 if kz, kż > 0. Thus,
according to the Barbashin-Krasovskii theorem [6,
theorem 4.2], the altitude error system is globally
asymptotically stable around the origin. Following
the same backstepping procedure for the remaining
position variables, a position controller is derived as



T =
m

cosφ cos θ
(g − z̈ref − kz(żref − ż)

−kż[ż − żref − kz(zref − z)])
ux =

m

T
(ẍref + kx(ẋref − ẋ)− kẋ[ẋ− ẋref

−kx(xref − x)])

uy =
m

T
(ÿref + ky(ẏref − ẏ)− kẏ[ẏ − ẏref

−ky(yref − y)])

.

(44)
with gains kx, kẋ, ky, kẏ, kz, kż > 0.

In order to feed the attitude controller with the
reference values for roll and pitch, the definitions
(27) are recalled and written in the following for-
mat: (

ux
uy

)
=

(
cosψ sinψ
sinψ − cosψ

)(
A
B

)
, (45)

where A and B are auxiliary variables defined as

A = cosφ sin θ; B = sinφ. (46)

This system is always invertible for any ψ although
it is highly nonlinear and multiple solutions are pos-
sible. To avoid any singularities and reduce the
computational burden of these calculations, a sim-
plified system is considered under the assumption
that the quadrotor does not perform complex ma-
noeuvres thereby keeping the roll and pitch angles
small enough. In this case, A ≈ θ and B ≈ φ and
the inputs of the attitude controller are(

θref

φref

)
=

(
cosψ sinψ
sinψ − cosψ

)(
ux
uy

)
. (47)

The attitude controller also requires the deriva-
tive and second derivative of the reference Euler an-
gles. These derivatives could be explicitly computed
from systems (45) or (47), however that would
require measurements of the acceleration and its
derivative, which are in all likelihood unavailable.
A numerical differentiation of the reference angles
is suggested by [8] and adapted to

φ̇ref ≈
φref(t)− φref(t−∆t)

∆t
, (48)

θ̇ref ≈
θref(t)− θref(t−∆t)

∆t
, (49)

where ∆t is the sampling period. The second
derivative of the reference angles can be computed
likewise. The controller scheme is shown in figure 2.

Figure 2: 3D controller scheme.

5. Simulation results
Several simulations have been carried out for the

developed architectures. This section presents an
illustrative simulation for both the 2D and 3D con-
trollers, where the physical parameters are shown
in SI units.

5.1. 2D simulation
The simulation consists of a follower tracking a

leader in a circular path. The displacement is ∆ =
(1, 1), the disturbance intensity is d = (1, 1) and
the gains are shown in table 1. Figure 3 shows the
simulation output where the follower converges to a
trajectory where it sees the leader at position (1, 1)
in its reference frame.

2D controller gains

k1 0.5 s−1

k2 0.5 s−1

kd 0.5

Table 1: 2D controller gains.

Figure 3: 2D simulation: position plot.

5.2. 3D simulation
For the 3D case, a complete model simulation

simulation is done for a formation of one leader and
two followers, each of them with equal controllers
as defined in table 2 and departing from the same
place. The heavy quadrotor model developed by [9]
was used. The first follower keeps a displacement
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of ∆1 = (1, 1, 0) m and the second followers keeps a
displacement of ∆2 = (2, 2, 0). To add a little more
reality into the simulation, white Gaussian noise is
added to the sensors of the followers with signal-to-
noise ratio equal to 45 dB. The simulation results
are represented in figures 4 to 9, including state
variables, displacement to the leader and actuation.

Attitude

kφ 1 s−1 kφ̇ 1 s−1

kθ 1 s−1 kθ̇ 1 s−1

kψ 1 s−1 kψ̇ 1 s−1

Position

kx 2.2 s−1 kẋ 0.18 s−1

ky 2.2 s−1 kẏ 0.18 s−1

kz 0.5 s−1 kż 0.2 s−1

Table 2: Controller gains for 3D circular tracking.

Figure 4: 3D simulation: position plot.

Figure 5: 3D simulation: speed plot.

Figure 6: 3D simulation: displacement plot.

Figure 7: 3D simulation: Euler angles plot for fol-
lower 1.

Figure 8: 3D simulation: Euler angles plot for fol-
lower 2.

6



Figure 9: 3D simulation: required thrust.

6. Conclusions
This work proposes an approach to the forma-

tion control of quadrotors by solving the trajec-
tory tracking problem using nonlinear control. The
controller is applied to a leader-follower formation
based on the backstepping method. The 2D con-
troller is kinematic but robust to constant accel-
eration disturbances and the formation stability is
guaranteed. As far as the 3D motion is concerned,
a controller has been developed for a kinematic
and dynamic model and the control laws have been
proved stable.

In this work it is assumed all variables of inter-
est are known by the follower. One topic for future
work can be the estimation of variables unknown
to some vehicles in a larger formation. Another
suggestion of future work can include incorporat-
ing collision avoidance techniques and adapting the
formation framework to dodge uninvited obstacles.
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