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1 Introduction

The conjugacy problem in GL(n,Z) is far from a re-
cent problem. This decision problem consists on try-
ing to answer the following question: given two inte-
ger matrices A, B, when is there an invertible matrix
C such that AC' = CB?

Studying the conjugacy problem in GL(n, K), where

K is a field, amounts to simply discovering the Frobe-
nius Normal Form [Sto98] of the matrices we're trying
to compare and checking if it is the same [DF91]!.

That isn’t the case when we’re considering matri-
ces with entries over a ring which isn’t a field. The
apparent harmfulness that may emanate from consid-
ering matrices over the integers instead of over any
given field is nothing but a mere illusion. This prob-
lem, just like many others that seem absolutely harm-
less at first sight, has survived many years of near-
constant attacks, as it is to be expected of a problem
that’s about answering such an easy to understand
question but hasn’t yet been solved.

Here, when we discuss ”solving” the conjugacy
problem, we mean doing so in an ”elegant” way, from
an aesthetic standpoint. There have been legitimate
solutions of this problem [EHO19], but they have con-
sisted in strenuous algorithms and not in any form of
succinct characterization of the conjugacy classes, for
instance.

Hence, our motivation for this work is mostly try-
ing to pursue more aesthetically pleasing results about
the conjugacy problem in GL(n,Z).

We try to achieve that purpose by studying fields
akin to the fields of p-adic numbers (and the fields
of p-adic numbers as well) and the actions of linear
endomorphisms over modules over their respective
rings of integers, in search of conjugacy invariants.
The hope that there can be elegant results within
these problems arises from works such as [AO81] and
[AO83], which we’ll study later during our work.
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2 The p-adic numbers

We begin by listing all preliminary results we find
appropriate about the p-adic numbers. We do so by
presenting what might be considered a rather short
course on that theme, which will in theory be enough
to easily follow the following chapters.

One might want to take a look at [Cas86] or [Gou91],
which cover all of the standard results we present.

2.1 Absolute Values on a Field
2.1.1 Definitions and basic properties

We start off by defining an absolute value on a given
field. Let RT be the set of nonnegative real numbers.

Definition 2.1 (Absolute value in a field). Let
K be a field. An absolute value on K is a function

|-]: K —R"
that satisfies the following conditions:
o Gwenzx € K, |z|=02=0

o |zy| = |z|-|y|, for all z,y € K (multiplicativ-
ity)

o [z +y| < x|+ |y, for all z,y € K (triangle
inequality)

If K is a field and | - | an absolute value defined
in it, we say (K,|-|) is a valued field. In situations
where it’s obvious to understand which absolute value
we are talking about, we might instead just say that
K is a valued field.

From a valued field (K, |-|) it’s easy to get a met-
ric space when we consider the distance between two
points to be the absolute value of their difference.
More specifically,

d: K x K —R"
(z,y) = [z =y



induces a distance in K and clearly also induces a
topology in K. We’ll be interested in studying these
objects particularly when the absolute values satisfy
an extra condition.

Definition 2.2 (Non-Archimedean absolute value).
An absolute value is said to be non-Archimedean if it
satisfies the ultrametric inequality

|z + y| < max{|z], [y|}
Otherwise, we say it is Archimedean.

Note that the ultrametric inequality, as the name
suggests, is stronger that the metric inequality.

Definition 2.3. Two absolute values | - |1 and |- |2
on a field K are said to be equivalent if they induce
the same topology on K.

2.1.2 Absolute Values in Q

In this chapter we’ll focus on listing all absolute val-
ues on QQ up to equivalence by showing a result known
as Ostrowski’s theorem.

Definition 2.4 (p-adic valuation). Given a prime
p €N, and x € Q, we can write x = p"§ where
ptab. Fized x, n doesn’t depend on the choice of a
and b and we call it the p-adic valuation of x, noted
vp().

In the case of x = 0, we take co as its valuation.

These valuations are, as we’ll now see, precisely
where the other absolute values on Q come from.
Let’s take a look at those absolute values:

Definition 2.5 (p-adic absolute value). Given a prime
p € N, the p-adic absolute value is the function

|-|p:(@—>R+

T = p*vp(x)
Where we consider p—°° to be 0.

Theorem 2.6 (Ostrowski’s Theorem). Let | - |
be a non-trivial absolute value on Q. |- | is either
equivalent to | - |o or to | -|p for some prime p.

2.1.3 Completions

Given a prime p and Q with the p-adic absolute value,
we can take a look at (z,,)nen where z, = Y i p".
This sequence is a Cauchy sequence but it doesn’t
take much effort to notice it doesn’t converge to any
integer or even rational number.

If this space isn’t complete, we can complete it, as
it is widely known (one can check Proposition 6.2.23

in [Mor89] in order to believe this general statement).
However, does this completion have a good enough
structure?

Proposition 2.7. Let Q, be the completion of (Q, |-
lp)- Qp is also a field and |- |, can be extended to Q,.

What’s important to note is that not only do we
keep our field structure when completing @, but also
we don’t even have to extend the image of the ab-
solute value, as for each element of Q, there’s an
element of Q that has the same absolute value.

2.2 The p-adic numbers and other val-
ued fields

2.2.1 Algebra

Definition 2.8 (Valuation over K). A function v :
K — RU{oc} is said to be a valuation if it satisfies,
forallxz,y € K:

e v(z)=00& =0
o v(zy) = v(z) +v(y)
o v(z +y) > min{v(z),v(y)}

This is currently no more than an attempt of gen-
eralizing our well known p-adic valuation. As we’ll
soon be able to see, most of our beloved properties
do not depend on the magic of the prime numbers,
but rather on the behaviour of discrete valuations
over fields.

About that discreteness we just referred, let us
notice that, given a valued field K and its valuation
v, v(K) must be an additive subgroup of R. These
can be of three kinds:

e Trivial, when they’re simply {0}

o Discrete?, when they’re of the form aZ for o €
R\ {0}

e Dense in R

We’ll be focusing on the second case and we’ll omit
the discrete on any description. If at any point we
refer to a valuation that isn’t discrete, it’ll be pointed
out.

Definition 2.9 (Normalized valuation). A valuation
v on a field K is said to be normalized if v(K*) = Z.

2The trivial subgroup is discrete as well, but it seemed le-
gitimate to make the distinction between that and the general
discrete case.



Note that in Q, that was the case of our chosen
valuation, vp,.

Unless we suggest otherwise, from now on we’ll
assume our valuations to be normalized. There will
be a moment when that will not happen but it will
be absolutely clear when that’s the case.

Definition 2.10 (Uniformizer). An element 7 € K
is said to be a uniformizer if v(m) = 1.

In Qp, p was a possible uniformizer, as well as any
other element of Q, that had 1 as its valuation.

Proposition 2.11. Let K be a field with a normal-
1zed valuation v. Then we have that

Ok ={z € K :v(z) >0}

is a subring of K. We call it the subring of integers
of K.

In the p-adic case, we’d be talking about Z,,.

Proposition 2.12. The group of units in O, Ok
is {x € Ok :v(x) = 0}.

This allows us to get the factorizations of the in-
tegers and even the other elements of K.

Corollary 2.13. Let x € K and let @ be a uni-
formizer. Then there’s a unique factorization x =
™ X u, where u € O.

With this corollary in mind we’ll characterize the
ideals of Ok-.

Proposition 2.14 (Ideals of Ok). The ideals of Ok
are {0} and the ones of the form n"Ok, with n a
non-negative integer.

Corollary 2.15. 7Op is the only maximal ideal of
Ok.

As we have a maximal ideal, we can define the
residue field:

Definition 2.16. The fieldrx = Ok /(7Ok) is called
the residue field of K.

For instance, in Q, the residue field would be F,,.

Lemma 2.17. Let p be a prime number, xog € Z,
and (7)ien, obtained from the process above.

z=> rip'
=0

Lemma 2.18. Let z € Q, be such that x = u x p",
for some uw € Z,, and n € Z. If

u=>y rip'
=0

where r; € {0,...,p— 1} for all i, then we must have

T = E rip" Tt
i=0

Lemma 2.19. Let K be a local field, © a uniformizer
and x € K. Let R be a set of representatives of ri
(this is, for each element r+QOk € i, there’s exactly
one element ' € r + Ok in R).

T = E 7
i=n

for somen € Z and (r;)ien.,, such thatr; € R for all
1> n.

We should note that, given a fixed R, this rep-
resentation of elements of K as a Laurent series is
unique (something that can’t be said about the usual
decimal representation of rational numbers, for in-
stance) and that gives us an easy way of counting the
number of elements in a local field. In the case where
rk is finite, which is what we will be considering most
of the time, we must have that the cardinality of K
is equal to 280, the cardinality of the continuum.

And after all we’ve shown and talked about re-
garding the properties and interpretations of valued
fields, our small tour through their most general prop-
erties has come to an end.

2.2.2 Hensel’s Lemma

Hensel’s Lemma is a result about the factorization
of certain polynomials and even about our ability to
find some of their roots in Of.

Theorem 2.20. Let K be a complete discrete valued
field and m a uniformizer.

Let f € Ok[X] be a polynomial. Let gi,h; be
coprime polynomials in Ok [X] such that g1hy = f(
mod ) and g1 is monic.

Then there are g,h € Ok[X] such that g = g1 (
mod 7) and hy = h( mod 7), g is monic and has
the same degree as g1, and f = gh.

Generally speaking, this kind of result will be in-
teresting when trying to find solutions of certain poly-
nomial equations.

As such, we also have a similar result about roots
of some polynomials.

Lemma 2.21. Let K be a complete discrete valued
field and v its normalized valuation function.

Let f € Ok[X] be a polynomial and ' its formal
derivative. If there’s an ag € Ok such that

v(f(a0)) > 2v(f'(ao))

then f has a root a in Z, such that v(a — ag) >

v(f(ao0)) = v(f'(ao))-



And an even simpler corollary that ends up being
used quite often.

Lemma 2.22. Let f € Og[X] be a polynomial and
f' its formal derivative. If there’s an ag € Ok such
that f(ag) =0 mod p and f'(ag) # 0 mod p then
f has a root a in Z, such that a —ag =0 mod p.

Besides being results that are interesting in them-
selves, these are results that can be used at any given
time and that constitute one of the most relevant pe-
culiarities of the p-adic numbers.

2.2.3 Extending absolute values

We might be interested in studying extensions of non-
archimedean valued fields. Specifically, finite and al-
gebraic extensions may appear as rather natural ob-
jects to consider. These extensions will still be non-
archimedean valued fields as well.

First off, let’s define a norm on a vector space over
a (not necessarily non-archimedean) valued field:

Definition 2.23 (Norm on a vector space). Let (K, |-
|) be a valued field and V' a K -vector field. A norm
on V is a function || - || : V — RY such that, for all
v,w eV and A € K:

i) v]|=0c0v=0
i) o+ wl| < |Jvf| + ||wl]

i) |[Av]| = |A]x [vl]
Given a norm on V', we can easily define a metric
given by the distance function d : (v, w) — |Jv — wl|.

Definition 2.24. Two norms || - ||1 and || - ||]2 on a
vector field V are said to be equivalent if there are
positive constants C, D such that, for allv € V,

[lol[s < Cllv]l2 and [[v]]z < Dlfv|lx

Even if they might induce different metrics (by
virtue of being different from one another), two equiv-
alent norms induce the same topology in V. Now for
the result we’re really interested in:

Theorem 2.25. Let K be a complete valued field and
V' a finite-dimensional vector space over K. Any two
norms on V are equivalent.

We now know that, in a finite dimensional K-
vector space (where K is complete), any norm is
equivalent, for instance, to the sup-norm with respect
to any basis of the vector space. And that is a pretty
nice fact to have in mind, as the sup-norm is a rather
simple object to think about.

Proposition 2.26. Let K be a complete valued field,
V' a K-vector field and || - || a norm on V. V is
complete with respect to || - ||.

An absolute value is a norm in itself, so if we can
effectively extend our absolute value on a complete
field to a finite extension of that field, we will have
a norm on that extension. That means that that
extended absolute value will be pretty well behaved
and, most of all, the field extension will remain a
complete field with respect to that absolute value.
This is interesting enough to write a corollary about.

Corollary 2.27. Let K be a complete valued field
and L a finite extension of K. If there is an absolute
value | | on L extending the absolute value on K,
then L is complete with respect to | - |

In addition, we also know that the limit of a se-
quence in L can be found by looking at the sequences
of coefficients for any basis.

Before moving forward and finding this extended
absolute value, there is one thing we might want to
notice.

Corollary 2.28. If K is a complete valued field and
L a finite extension of K, there is at most one abso-
lute on L extending the absolute value on K.

This uniqueness also means that, if we have a fur-
ther extension M and an element of L, we won’t have
a need to distinguish between its absolute value with
respect to L or with respect to M, which is good to
know.

It’s time to finally take a look at this hypothet-
ical extended absolute value. First, let’s introduce
the norm function (unfortunate name, but not to be
confused with a norm on a vector space).

Assume L is a normal extension of K. Then
Np/k : L — K sends « into the product of its conju-
gates, its images by the automorphisms of L that fix
K.

Theorem 2.29. Let (K,|-|) be a complete valued
field and L : K a finite extension with degree n. |- |
can be extended to L uniquely and L in complete with
respect to that extended absolute value. That absolute
value is non-archimedean and is given by

|| = {/|NL/k ()]

This provides us an absolute value on L that ex-
tends the one on K, as well as a valuation that does
the same. However, this valuation isn’t necessarily
normalized.

This concludes our brief introduction to the p-adic
numbers and other similar fields. We can now move
forward onto some other interesting matters.



3 Relevant spaces

Now we’ve finally introduced p-adic numbers and other
general local fields, it might be of interest to intro-
duce the spaces we intend to focus on. These will be,
together with their endomorphisms, the protagonists
of our work.

Without further ado, let us introduce the spaces
we will be focusing on during our work:

QZ;L

o O}, where K is a proper finite extension of
some Zj,

o (Q/Zy)"

o (K/Ok)™, where K is a proper finite extension
of some Z,

These choices aren’t completely arbitrary. First of
all, we should note these are all Z-modules and, more
specifically, O k-modules (for some local field K). Still,
they’re Z-modules, which is of our interest as our
original motivation was studying Z-linear endomor-
phisms.

Of course, it’s important to know which metric or
topology we’ll define in these spaces. We have already
talked about norms and non-archimedean absolute
values but we had not mentioned that a norm based
on a non-archimedean absolute value must not neces-
sarily induce a non-archimedean metric. In order to
actually have a non-archimedean metric, we’ll focus
on the distance induced by the sup-norm induced by
the absolute value on the corresponding field.

3.1 Z; and O%

Even though we’ve split these two cases apart, they
are essentially the same. Hence we’ll use the usual
notation for a generic field K and integer ring O,
with 7 being a uniformizer, just like p is a uniformizer
of Q.

In order to discuss issues regarding these spaces’
topology, we must first have a topology. As such, let
us start by defining a distance in K.

Definition 3.1. Let K be a local field, m a uni-
formizer and q the cardinality of ri. We define the
m-adic absolute value

|- |r: K —R"

—vr ()

T q

o0

where ¢~ s taken as 0.

From this, we can define a distance function in
K.

d: K x K —R"
(z,y) = |z =yl

Now, this distance is simply one of the many dis-
tance functions that induce in the local field K the
same topology as the one induced by m-adic absolute
values, which is precisely the kind of thing we intend
to study.

Definition 3.2. A metric (or, more generally, a topo-
logical) space X is said to be compact if, for all open
covers of X = U;c1 X, there is a finite subset J C I
such that X = UjegX;. A metric (or topological)
space X is said to be locally compact if, for allx € X,
x has a compact neighbourhood.

Theorem 3.3. If K is a local field, K is locally com-
pact and Ok is compact.

Of course, we're interested in studying O% and
not simply Ok, but studying the latter is a relevant
step towards studying the former. Let us consider
the following distance function:

Definition 3.4. Let K be a local field, m a uni-

formizer and n a positive integer. We define d, the

m-adic distance on K™, as the following function:
d: K" x K™ — R"

axn)a (y17 s 7y7l) = iu1<) {|$7 - y1|ﬂ'}

i<n

((1‘1, e
Accordingly, we can also define a ”valuation” on
these vector spaces.

Definition 3.5. Let K be a local field, m a uni-
formizer and n a positive integer. We define vy, the
m-adic valuation on K™, as the following function:

ve s K™ — RT

xp) = inf {vg(x)}

(z1, ..  dof

This distance preserves the ultrametric inequal-
ity as thus seems more appropriate to study than
its archimedean counterparts. It’s also important to
note that it induces the product topology correspond-
ing to the topology we were considering previously on

Taking this into account, let us note the following:

Theorem 3.6 (Finite Tychonoff theorem). Let X7, ...

be compact topological spaces. Then X7 X -+-x X, is
compact regarding the product topology.

Corollary 3.7. If K is a local field and n a positive
integer, O is a compact space.



3.2 (Q,/Z,)" and (K/Ok)™

Just as in the previous section, these two cases are
essentially the same and thus we’ll use the same no-
tation as in that section.

As we’ve already introduced our distance function
for a local field K, now we may be interested in noting
that we’re still able to have a ”well-behaved” distance
function on these quotients.

d: (K/OK) X (K/OK) —>R+

(z,y), if (x —y) € Ok

(z+ O,y + Ok) — { 0, otherwise

This function being well defined depends on effec-
tively d(z+ Ok, y+ Ok) not depending on the choice
of representatives when these two cosets are different.
Besides the distance, of course we also have a
topology to care about: the discrete topology. This is
the quotient topology that comes from the topology
we have in K, as we can see by the following: The
pre-image of any individual point « + Ok is the set
x+ Ok which is, in itself, an open subset of K. Hence
all elementary sets of K/Og are open sets and the
induced quotient topology is the discrete topology.

Lemma 3.8. As additive groups, Ok /(7*Ox) and
(77 *OK)/OK are isomorphic.

We know that K = U;en(m*Of). Consequently,
we have that

(K/Ok) = Uien((n™*Ok ) /Ok)

By taking a look at the statement provided in the
previous paragraph, we can see that

Qp/Z, = 2%—I—Z:a,neN}

This quotient is isomorphic to a certain relevant sub-
set of the rational torus: the p-torsion subgroup of
the rational torus, the set of elements of the ration
torus with a power of p as their additive order.

4 Action of endomorphisms over
p-adic vector spaces

We will now be focusing on some assertions we can
make about linear algebra over the p-adic numbers.
In order to find invariants of any kind, it would seem
useful to shed some light on the dynamics of these
actions by integer matrices.

We’ll be mainly focusing on the previously re-
ferred spaces paired with their respective distance
functions, which we’ve already defined in 3.4.

4.1 (General facts about v, and d

Now, it makes sense to generalise the concept of valu-
ation presented in 3.5 to linear applications over K™.
That is, identifying L£(K™, K™), the space of linear
functions from K™ into itself with M(n, K), the set
of n X n matrices with terms in K, we present the
following definition:

Definition 4.1. Let K be a local field, m a uni-
formizer and n a positive integer. We define vy, the
m-adic valuation on M(n, K), as the following func-
tion:

vr : M(n, K) — RT
inf {Uﬂ(l‘iJ)}

Tn)1<i,j<n 7
(@n)1<iisn 1<ij<n

Remark 4.2. FEven though we’re calling it a valu-
ation on M(n,K), we’re doing so in a somewhat
informal way: after all, M(n,K) isn’t a field. Be-
sides that fact that may seem just a simple detail,
it’s easy to note that this valuation doesn’t satisfy
v (AB) = v, (A) + v (B).

Lemma 4.3. Let A € M(n,Ok) be a matriz such
that v (det(A)) = n X v;(A). There’s a matriz A’ €
GL(n,Ok) such that A = 7~ A" and v, (det(A"))
vr(A) =0.

Remark 4.4. Matrices in GL(n,Ok) must satisfy
this condition. If A € GL(n,Ok), v(det(A)) =0 by
virtue of being in the general linear group.

On the other hand, it’s also clear that v.(A) = 0.
vr(A) >0 as A € M(n,Ok), and v:(A) > 0 would
imply vy (det(A)) > 0, thus v.(A4) = 0.

Proposition 4.5. Let K be a local field, m a uni-
formizer, n a positive integer and A € GL(n,Ok).

If d is the distance function induced in K™ by the
sup-norm regarding the m-adic absolute value, A acts
as an isometry on K™ regarding d.

Corollary 4.6. Let K be a local field, m a uniformizer,

n a positive integer and A € M(n, K) such that v,(det(A)) =

7" (A), B€ M(n,K) . Let we K™.
o v (Aw) = v (A) + v (w).
o v (AB) = v (BA) = v:(A) + v (B).

With these propositions we can conclude that these
choices for distances and valuations do make some
sense, as they showcase some ”good behaviour” for
these operations.



4.2 Dynamics
4.2.1 Periodicity and recurrence

In general, there’s not much to be said regarding a
generic linear application’s periodicity over K or Ok,
but there is something to say about recurrence., de-
riving from its periodicity over finite quotients of O%.

Proposition 4.7. Let K be a local field, n a positive
integer and 7 a uniformizer. If A € GL(n,Ok), we
can say that, for the application of A:

e Any point in (K/Ok)™ is periodic.

o Any point w € K" is recurrent. This is, for any
€ > 0 there’s m € N such that d(w, A™w) < €.

Given a matrix A € M(n,Ok), let us recall that
we’ve defined its m-adic valuation as the minimum
valuation across all of its entries.

Proposition 4.8. Let K be a local field, p the char-
acteristic of its residue field, ™ a uniformizer, A, B €
GL(n,Ok) such that A= B mod 7 and AB = BA.
Let m € N. We can say the following about v, (A™ —

o If (p — 1)ve(A — B) > vr(p), then v (A™ —
B™) = v.(A - B)+v:(m)

o Ifp =2 and vo(A — Id) = 1, then vo(A*™ —
B?™) = vy(A% - B?)+ws(m), and va(A™ — B™)
with odd m is simply 1.

Lemma 4.9. Let K be a local field, n a positive in-
teger, m a uniformizer, A, B € M(n,Ok). If there’s
C € GL(n,Ok) such that AC = CB, then, for all
m €N,

Ve (A™ — Id) = v (B™ — Id)

The statement that motivated the search of 4.8,
which is a widely known lemma, is a result about or-
ders of matrices modulo powers of prime numbers.
That ”original statement” is equivalent to a less gen-
eral version of the previous lemma which we would
directly obtain if we only took into account p-adic
fields (and the respective primes p as their uniformiz-
ers) and not general cases of local fields. That corol-
lary is the following:

Corollary 4.10. Let p be a prime number, A €
M(n,Zy) such that ord(A,p) = t (t is the small-
est positive integer such that A¥ = Id mod p) and
At = p*M + Id, where M € M(n,Z,) is such that
p M and k > 0 is an integer.

o Ifp#2o0rk>1,ord(Ap') =t foralli <k,
while ord(A, p*+t) = tp, for all k >0

o Otherwise, there’s a j > 2 such that ord(A,2') =
2V2 <i < j and ord(A, 2 =241yl >0

Remark 4.11. The parameters t and m are invari-
ant by conjugacy. This happens because they fully de-
pend on the valuation of A* — Id, which is invariant
by conjugacy as well, as we know by 4.9.

4.2.2 Orbits and minimal sets

Definition 4.12. Let K be a field and A € GL(n, K).
The orbit of x through A, noted Oa(x), or simply
O(z) if it’s clear which matrix A we’re referring to,
is the set

{ye K":3t e Z, A'z = y}

Other than the orbits, there are some other sets
(related to them) we may want to introduce:

Definition 4.13. Let K be a field, n a positive in-
teger and A € GL(n,K). If x € K™, its minimal set
by A (noted M s(x) or simply M (z)) is the topological
closure of its orbit by A.

In case this definition isn’t sufficiently clear, what
it means is that, if K is a local field and 7 € K is
a uniformizer, y € K is in M(z) if and only if, for
all positive integers k, there’s an integer ¢ such that
vr(y — Alx) > k. There are still some rather simple
things to say about these sets.

We should note that, under these conditions, the
minimal sets form a partition of K™ consisting of
closed sets that are closed under the application of

A.

Lemma 4.14. Let K be a local field, n a positive in-
teger and A € M(n, K). Each minimal set is closed,
and closed under the application of A. Moreover, the
minimal sets form a partition of O .

This result is the first thing one might think of
when considering minimal sets, but it’s not every-
thing one can prove about them. For instance, we’ll
now state and prove a proposition regarding the car-
dinality of {M(z) : x € K™}.

We’'re interested in introducing a measure in K
(or simply in its ring of integers). We may present a
measure g which is called a Haar measure on O, by
letting po(B(z,q™)) = ¢™, for any z € Ok and m €
Z<p, where ¢ = |rg|(Proposition 13.16 in [Sut19]).

We can extend it to to a measure ppon K", n € N
by letting pu(B(x1,¢™ )X .. X B(xp, ¢™")) = q2=i=1 ",
The existence of this measure isn’t a feat in itself, but
it’s an important step towards our next objective.



Proposition 4.15. Let K be a local field, © a uni-
formizer and n a positive integer, A € GL(n,Ok)
and o its order modulo w. If v (A—Id)(p—1) > v.(p)
and either n > 1 or K isn’t isomorphic to some Qp,
then {M(x) : x € K™} is uncountable.

It’s important to note that, even though the con-
ditions on this proposition might seem strange, they
are satisfied for instance when we’re simply talking
about any Z; with n > 1. Of course, it’s natural
to be curious about the case where n = 1 and K is
isomorphic to some Q,,.

Proposition 4.16. Let p > 2 be a prime number.
There are matrices A € GL(1,Zy) such that, for each
positive integer n, there’s a minimal set with Haar
measure pp],l.

We've finally seen that in dimension 1, there are
minimal sets with positive Haar measure. Now we
can see that the number of minimal sets must always
be countable in dimension 1 over the p-adic numbers.

Proposition 4.17. Let p > 2 be a prime number
and A € GL(1,Z,) such that A is not a root of unity.
{M(z):z € Zy} is countable.

Remark 4.18. In the case where A is a root of unity
of order o, the finitude of its orbits (which must then
be their own closure) implies that there must be an
uncountable number of minimal sets, as 7Z, is un-
countable.

5 Conjugacy problem

Let M (n, R) be the set of n xn matrices over a ring R
and G C M(n, R) a group of matrices. The conjugacy
problem over M (n, R) and G tries to answer if, given
A,B € M(n, R), there is a C' € G such that CA =
BC.

In the case where R is a field and G is the group of
invertible matrices in M (n, R), the problem is solved,
as it amounts to computing the Frobenius Normal
Form of both of them and seeing if they’re the same.
However, in other cases the problem isn’t quite that
simple.

The problem that motivated this work was pre-
cisely the conjugacy problem on integer matrices: find-
ing out if for two matrices A, B € M (n,Z) there is a
matrix C' € GL(n,Z) such that CA = BC.

5.1 Conjugacy problem on p-adic ma-
trices

We may take a look at a theorem from [AO83] which
reduces the conjugacy problem to checking a finite
number of possible candidates for the conjugacy.

Theorem 5.1. Let K be a local field, w a uniformizer,
and A,B € M(n,Ok). If we consider pa g as the
greatest exponent present in the Smith Normal Form
of Cap: X+ AX—BX and X asin??, A and B are
similar over SL(n,Ok) (resp. over GL(n,Ok)) if
and only if there’s a matriz X € M(n,Ok) such that
AX = XB( mod ™) and det X = 1( mod 7™)
(resp. det X £ 0( mod 7)).

One could ask if it was possible to apply some
kind of multivariate version of Hensel’s lemma to the
conjugacy problem. As it turns out, there’s at least
not many reasons to believe that is the case.

First of all, we should actually get a hold of some
actual multivariate Hensel’s lemma [Con20]. In order
to do so, let us define the concepts we’ll be using.

Definition 5.2. Let K be a local field, n a positive
integer and

f:0% = O%
($17""xn) +_> (fl(xl"'"xn)7"'7fn(xl7"'7zn))
Where, for each 1 <i<mn, f; € Og[X1,...,X,].

The Jacobian matrixz and the Jacobian determi-
nant of f are, respectively

Df(x1,...,x,) = (

X, (xl,...,xn)>

1<i,j<n

and
Ji(z1,...,xn) =det(Df(z1,...,20))

Theorem 5.3. Let K be a local field with absolute
value |- |, n a positive integer, d the distance induced
by | -] in K™ and

f: 0% = O%

(1, xn) = (f1(z1, . xn), o fo(Tr, o xn))
Where, for each 1 <i <n, f; € Og[X1,...,Xn]. Let
the Jacobian matriz and the Jacobian determinant of
f be, respectively, Df and Jy. If there’s an ag € O%
such that

d(f(ag),0) < [Js(ao)|?
Then, there’s an a € OF% such that d(a, ag) < |J¢(a)
and f(a) =0.
Remark 5.4. This theorem can be viewed as a gen-
eralization of 2.21, as when n = 1, d(f(z1),0) =
[f(@1)] and [Ty (x1)] = [f'(21)].
This theorem is effectively a multivariate version

of Hensel’s lemma, thus we may consider applying it
to the linear function

Cap:0% = O
X+— AX — XB



Where A, B,C € M(n,Ok) are considered as vec-
tors of length n2. If we try to apply 5.3 to this
function, the computations are quite simple, as, if
C € M(n? Ok) is the matrix corresponding to the
linear application C4 g, we have

DCp(X) = C, Jo, »(X) = det(C)

If A, B have the same characteristic polynomial, the
Jacobian determinant of C'4 p will always be 0, which
won’t allow the inequality d(f(ag),0) < |J¢(ao)|* to
ever be satisfied.

Lemma 5.5. Let K be a field, n a positive integer
and A,B € M(n,K) with the same characteristic
polynomial f. Let C € M(n,K) be the matriz corre-
sponding to the linear map X — AX — XB.

det(C) =0

From this lemma we end up concluding that this
multivariate Hensel lemma doesn’t seem to be of much
use in this problem, as we aren’t under the conditions
that are necessary in order to apply it: the inequality
d(f(ao),0) < |J¢(ao)|? can never be verified.

Noticing this ends up showing that 5.1 is a lot
more than a mere application of the ideas present
in Hensel’s lemma and that tackling the conjugacy
problem must involve new ideas that go beyond the
scope of the most standard results about local fields.

Nevertheless, there’s no need to lose hope in find-
ing results that seem more elegant than reducing the
conjugacy problem to a finite brute force verification.
For instance, we may take a look at the following
theorem present in [AO83].

Theorem 5.6. Let K be a local field and v, its nor-
malized valuation function. Let S(f) C M(n,Ok) be
the set of matrices with characteristic polynomial f
and let § be the discriminant of f. If vz(§) < 1 then
any two matrices in S(f) are similar over SL(n, Ok).

If the characteristic polynomial of an integer ma-
trix is separable, it must have a non-zero discrimi-
nant. Therefore, it must have a finite number of inte-
ger divisors, which means that the conjugacy problem
regarding that matrix is trivial for Z,, for almost all
primes p. This means that two matrices being simi-
lar over Z,, for all primes p is, in fact, a condition far
weaker than we would like it to be, considering our
original aspirations, as it simply corresponds to being
similar over a finite set of finite quotients of Z.

5.2 Bowen-Franks groups

In this section we intend to focus on a certain class of
conjugacy invariants related to the kernels and finite

orbits of an automorphism. In order to notice we're
actually dealing with invariants over conjugacy, we
must first prove the following lemma:

Lemma 5.7. Let K be a local field, n a positive inte-
ger and A, B € M(n,Ok), C € GL(n,Ok) such that
CA = BC. Considering these as endomorphisms of
(K/Ok)™, we know that the kernels of the conjugated
endomorphisms are isomorphic to one another.

This means that, up to isomorphism, the kernels
of endomorphisms of the torus are invariant over con-
jugacy. However, this isn’t everything that can be
said about this line of thought.

Given a matrix A € M(n,Ok) and a polynomial
f € K[X], where f = a, X"+ -+ a1 X + ag we can
easily define f(A) (when f(A) € M(n,Ok)) as the
following endomorphism of M(n, Og): 3.7 a, x A"

Definition 5.8. Let K be a local field, n a posi-
tive integer, A € GL(n,K) and f € Klz] such that
f(A) € M(n,Ok).

The Bowen-Franks group of A regarding f is

BFf(A) = keT(fK/oK (A))

where fx 0, (A) is the endomorphism of K/Of in-
duced by f(A).

The infinite amount of choices for the polynomial
f is precisely what lets us have an infinite amount
of conjugacy invariants - however it might be a good
idea to make sure we're really in the presence of con-
jugacy invariants.

Corollary 5.9. Let K be a local field, n a positive
integer and A, B € M(n,Ok), C € GL(n,Ok) such
that CA = BC, f € K[X] such that f(A), f(B) €
M(n,Ok). BFf(A) and BF¢(B) are isomorphic.

Remark 5.10. We might refer to BFxx_1(A) sim-
ply as BF(A). No confusions should arise, as Bowen-
Franks groups regarding constant polynomials serve
no interest at all.

pera(k) = {z € (K/Og)" : A¥z =z}

Now that we’ve shown that Bowen-Franks groups
are indeed invariants, we're interested in proving an
isomorphism between those groups and some rather
simpler quotients of O%.

Theorem 5.11. Let K be a local field, n a positive
integer, A € M(n,Ok), f € K[X] such that f(A) €
GL(n, K)NM(n,Ok). Then, BF;(A) is isomorphic
to Ok /((f(A)O%).



In order to prove this theorem, we must make use
of the Snake lemma.

Lemma 5.12 (Snake lemma). Let A, B, C, A’, B,
C" be abelian groups. Consider the following diagram

AL B9, ¢ 0
la ) lb | l
0 A B L

where the rows are exact sequences and 0 is the group
with one element. Then there is an exact sequence of
the form

With this in mind, we can now prove the theorem
we’ve stated.
We were only considering Bowen-Franks groups

Proposition 5.16. Let A € M(n,Z) N GL(n,Q).
Let, for any prime number p, |- |. be the p-adic ab-
solute value. Then, we have

@/(Az)) = ] #(2,/(AZ,))

p prime

With this specific Local-global principle regard-
ing the cardinality of a certain Bowen-Franks group
regarding each ring of p-adic integers (and regarding
Z itself) we finish this last section of our work.
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thus the determinant of f(A) must not be 0. With
some help from the Smith Normal Form, we’ll be
able to describe the Bowen-Franks groups we may
encounter.

Proposition 5.13. Let K be a local field, n a positive
integer, ™ a uniformizer of K, A € M(n,Ok) and
f € K[X] such that f(A) € M(n,0k) N GL(n,K).
There are mnon-negative integers iy < ... < i, such
that

BFy(4) = @) O /(7 Ox)
j=1

Besides allowing us to prove this last result, 77
also allows us to quickly count the cardinality of a
quotient Ok /(AOf), which also seems like a pretty
amusing result. We’ll start with a tiny lemma about
counting the cardinality of a quotient of a local field.

Lemma 5.14. Let K be a local field, n a non-negative
integer and w a uniformizer. Let q be the cardinality

OfTK = OK/(’]TOK). Then, #(OK/(’/THOK)) = qn,

Taking this into account, we can now try to prove
our result about counting #(Ok /(AOk)).

Proposition 5.15. Let K be a local field, n a positive
integer, A € M(n,Or) NGL(n, K).

#(Ok /(AOK)) = m

This result, besides being somewhat amusing for
any given case, ends up seeming even more amusing
when we notice that it actually has its own Local-
global principle. Let us show what we mean
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