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Abstract

Detecting automatically fish behaviors can be helpful to monitor fish in tanks, which can save
considerable time for biologists. In this project, we developed a system capable of detecting abnormal

behaviors, feeding periods, and also interesting moments to be analyzed by biologists.

Due to its

importance to Lisbon Oceanarium, we focused on sharks and manta rays. The system relies on video
frames, and fish trajectories which are represented in a features vector format. To detect abnormal
behaviors, we resorted to clustering approaches or a switching vector model, and several classifiers were
trained to detect interesting moments. Additionally, it is possible to define a set of species-specific rules
regarding the extracted features. Feeding periods are detected using a convolutional neural network,
or based on aggregation/motion variability. To evaluate each of the approaches, several metrics are

extracted such as accuracy, precision, and recall.
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1. Introduction

The animal world, namely the aquatic environment,
is based on behaviors within and outside of observ-
able normal patterns. Thus, it is essential to de-
tect and measure these behaviors, in order to help
biologists, both in terms of research and in terms
of control and monitoring. This is the essence of
this thesis, incorporated in the context of the Lis-
bon Oceanarium. Fish behaviors themselves can be
seen with different levels of abstraction. The focus
can be to detect something out of the ordinary or
to detect explicitly known activities such as resting,
feeding, swimming, among others. The abnormal
behaviors can serve as an alarm for something of
interesting to analyze and the known activities can
help to understand fish patterns through the day
(or other levels of granularity).

From the set of observable behaviors, feeding be-
havior is one that stands out. It is considered espe-
cially interesting because of its impact on produc-
tion costs and water quality. Underfeeding leads to
aggressive behavior while overfeeding leads to food
waste (more costs) and the uneaten food/fish fe-
ces interferes with water quality. This activity is
usually controlled based on the observer’s experi-
ence, which may be subjective since many factors
can contribute to fish appetite: physiological, nu-
tritional, environmental.

This thesis is fundamental for the work of biolo-
gists at the Lisbon Oceanarium, as it helps them to
monitor fishes, preventing in advance certain prob-

lems that these species may have in their habitat,
preserving the habitat stability. An abnormal be-
havior can have different meanings: fish disease,
problems in water quality, poor habitat integration,
or poor integration with other species. Whatever
the cause, the traditional way to identify these be-
haviors is based on visual inspection by marine bi-
ologists. This is considered, by many, very time-
consuming, dependent on the biologist’s experience
and also invasive due to the biologist presence. A
possible alternative would be to resort to technology
and install cameras that could record the different
environments, for further analysis. In this case, it
would be possible to continuously analyze, instead
of having to be analyzed in person in the period
of interest. However, the amount of data produced
daily would be huge requiring considerable human
effort to process it, in addition to the storage space
needed to store all the produced videos.

Another aspect to consider is the fact that the
oceanarium, namely the Lisbon Oceanarium, con-
tains several tanks with different species. For this
reason, biologists cannot be present in all the tanks
at the same time. On the other hand, even with sev-
eral installed cameras, the amount of information to
be processed would be substantial and incompara-
ble to the rate at which it is generated. This thesis
also reinforces the additional assistance to biologists
in solving these problems. Hence, a system capa-
ble of helping biologists to monitor fish behaviors is
needed.



Computer science areas, such as computer vision
and machine learning, have evolved in recent years
which allows the implementation of a system in a
cheap way, without requiring more expensive tech-
nology (e.g. acoustic technology). For this reason,
this thesis is motivated by the use of these tech-
nologies at the service of the needs of biologists and
Lisbon Oceanarium, in order to help monitoring the
aquatic environment. Fish habitat may reflect some
challenges, namely: the depth of the tank which
can affect the notion of movement (speed, curva-
ture, etc); species variability, which implies different
abnormality definitions and feeding methodologies;
the size of some tanks, such as the main tank of Lis-
bon Oceanarium, making it difficult for the camera
to cover all its range and consequently limiting the
space in which fish are detected; presence of habi-
tat components such as rocks and fauna, which can
interrupt the fish’s tracking.

2. Objectives

This thesis was implemented in partnership with
the Lisbon Oceanarium. In this institution, as
in many others, biologists analyze the behavior of
species visually in real time. This causes limitations
in terms of time management and it can be subjec-
tive due to the biologist’s experience. For these rea-
sons, the objective is to develop a system capable of
helping biologists, managing to produce a set of key
episodes to be analyzed. This essentially includes
three behaviors: abnormal, interesting and feeding.

One of the factors that can influence the defi-
nition of interesting moments and what might be
abnormal is the species. The variability that exists
in the oceanarium causes difficulties because it is
possible that a given criterion is a factor of interest
for one species but not for another. As a result,
we decided to focus on sharks and mantas due to
the fact that they are considered a focus species for
biologists, and also because they have similarities
in these behaviors. Additionally, they are visually
distinct from the others. These species inhabit the
main tank, which is the oceanarium’s tank with the
largest area, which further enhances the complexity
of the task of analyzing behaviors only using human
vision.

Typically, these focus species do not have major
changes in their movement. For this reason, the
following criteria can be indicators of an episode of
interest: static for a significant time, direction and
speed sudden changes, high speed, too many di-
rection changes, manta rays swimming on the bot-
tom, and sharks aggregation. Figure 1 illustrates
an example of an interesting episode: a shark with
sudden direction and speed change. An identifica-
tion of an episode of this nature, by one of these
indicators, should provide an alert enabling the bi-

ologist to analyze it in more detail. Within the
interesting episodes, a special behavior was defined
as abnormal whose definition is the deviation from
normal considering all the detected samples from a
given species. When compared to episodes of in-
terest, an anomaly is always considered an inter-
esting episode. An anomaly has a more abstract
definition, and therefore has greater episode cover-
age. The purpose of this behavior is to signal be-
haviors that are out of the ordinary, even without
having any of the specific criteria of interest. Like
the episodes of interest, it is very useful in terms of
monitoring species, but also in terms of discovering
more information (research).

Figure 1: Example of an interesting episode: direc-
tion sudden change

Similar to episodes of interest, feeding is also sim-
ilar in these species. During this period, they tend
to aggregate in the feeding area, which does not
normally happen except during this behavior. The
manta rays do not usually frequent the bottom of
the tank, but they are feed in this area through
divers (Figure 2). On the other hand, sharks are
fed through sticks with food at their tip, closer to
the surface (Figure 3).

Finally, in terms of conditions, the system falls
within the computer vision field. Several videos
of the main tank were filmed in the Lisbon ocea-
narium, focusing on these behaviors, and using a
camera placed outside the tank and in a static po-
sition. The developed system was implemented and
evaluated using these videos.

Figure 2: Bottom feeding



Figure 3: Surface feeding

3. Related Work
Previous Projects

Our project is being developed following previous
projects [6, 11]. Castelo et al. explored the problem
of detection, tracking, and classification of aquatic
species within the scope of the Lisbon Oceanarium.
Detection used background subtraction methodolo-
gies. Using the set of blobs identified in two consec-
utive images, the association is made through the
features of these regions, both the position of the
centroid and the predominant colors.

Santos et al. [11] aimed at improving tracking.
The idea was mainly adding robustness to track-
ing problems: color history to overcome histogram
corruption when two fish regions overlap; tempo-
rary tracks, that define tracks with low lifetime, to
avoid noisy tracks propagation; motion prediction,
using Kalman Filter, to recover from missing detec-
tion/associations.

Detection Tracking and Classification

In the [9, 14, 17, 15] approaches, background sub-
traction methods are used. However, an applica-
tion in [9] allows the user to choose the highest
contrast color plane, according to the Red-Green-
Blue (RGB) color plane, instead of using the gray-
scale image. The methods in [17, 15] use the Multi-
Scale Retinex contrast enhancement algorithm be-
fore background subtraction is applied. In [12] and
[1], two different approaches are used to detect fish
present in a given image. The first uses a Gaus-
sian Mixture Model while the second uses a YOLO
network.

Regarding tracking on consecutive images, in [1]
it is used an approach based only on distance, in
[12] the Adaptive Mean Shift algorithm, and the
project described in [7] proposes the innovative idea
of identifying and tracking sharks based only on the
characteristics of their dorsal fine as if it were a
fingerprint. Two convolutional networks (CNN’s)
are used: one that detects sharks present in a given
image and the second that detects the region of the
shark’s dorsal fine, given its bounding box.

Research described in [12, 8, 10] also address clas-
sification. In [12], each fish is represented by a vec-

tor of texture and shape features, and a linear dis-
criminant is used. Following a similar approach, the
project [8] uses the size of the fish together with
the size of the different fines (anal, caudal, dorsal,
pelvic, and pectoral) and a Support Vector Machine
(SVM). Finally, [10] uses deep learning for classifi-
cation between different species. A convolutional
neural network (CNN) is trained using a very large
dataset of sample images for several species.

Abnormal Behavior Detection
In [3], a rule-based method is proposed to filter out
normal trajectories. A series of motion rules are
applied in a cascade form, and the trajectories not
filtered by any rule are considered abnormal. The
method defined in [14], also resorts on motion, but
it aims at detecting special events in schools, in-
stead of focusing on certain fish individually. To
do so, the kinetic energy is calculated and it is ver-
ified if this value is higher than a given specified
threshold. It combines two measures regarding the
motion vectors, the velocity and the direction angle:
Epn = (D+100)% x (—E) where D is the dispersion
regarding the motion vectors and E the dispersion
concerning velocity in relation to turning angle.
The task of detecting trajectories related to some-
thing abnormal can also be seen as a problem of
outlier detection or even a classification problem.
In [12], a clustering algorithm (IKMeans) is applied
over the entire set of trajectories and the clusters
with few samples are considered to be trajectories
of interest (when compared to the total number).
Clustering is also used in the method described in
[4], but to train a hierarchical classifier. The [1]
approach also trains and evaluates various classi-
fiers to classify trajectories as normal or abnormal.
However, what is passed as input in this method
is an image with all the trajectories of the fish de-
tected in a 10s window, instead of motion feature
vectors. Several models were evaluated, namely:
Naive Bayes, K-Nearest Neighbors, Linear Regres-
sion, and a Random Forest.

Activity Recognition
Papadakis et al. [9] developed a system capable of
monitoring a set of fish tanks simultaneously. The
project aimed to observe fish behaviors in the fol-
lowing environment: a net was placed in each tank
to separate its area into two zones, and all fish were
placed in only one of the regions. The tanks had dif-
ferent fish densities and the net in different states.
The focus behaviors were inspection and biting.
The approaches in [5, 13] used an accelerometer
on each fish of interest, and certain activities were
detected based on the collected values. Broell et al
[5] (2013) focused on detecting the following set of
activities: swimming, feeding, and escaping. They
proposed a signal processing system based on the



analysis of time series features, related to the accel-
eration in each dimension. The idea was to identify
which features could have identical values within
the same activity but different between different ac-
tivities. Zhang et al. [13](2019) solves a similar
problem but focuses on activities related to sharks:
swimming, resting, feeding, and non-deterministic
movement. Similarly to the previous method, it
uses time series of the value of the overall dynamic
body acceleration (ODBA). Given a set of example
time series for each activity (2-second segments),
three different models of deep learning are trained,
more specifically convolutional neural networks.

Zhou et al. developed several projects [17, 15, 16]
within the scope of the feeding activity. Initially,
n [17], the goal was to detect the feeding activ-
ity through the analysis of the level of aggregation
of the school, since it is usually higher during this
period. In [15], one more index is used: Snatch In-
tensity of Fish Feeding Behavior (SIFFB). In this
method, it is argued that fish usually eat close to the
surface, and during the feeding period, the surface
texture changes substantially due to the intensive
movements of the fish. Finally, in article [16], an
innovative idea is described to identify the appetite
of the fish present in a given image. A convolutional
neural network (CNN) is trained based on several
images at different levels of appetite.

4. Implementation
Pre-Processing

Trajectories are not perfect. Detection and tracking
algorithms can also have errors. It is possible to
miss the detection of some fish in a given instant,
and it is also possible to fail its tracking especially if
the fishes are very aggregated. In the pre-processing
phase we try to overcome some of these problems.

An interpolation was the applied solution to fill
the gaps that a trajectory may have. Two types
of interpolation were implemented: linear as used
in work [4], and also newton. This is applied for
both axes independently: x position and y posi-
tion. Figure 4 illustrates an example of the ap-
plication of the different methods of interpolation.
The generated synthetic gap is surrounded by red
dots. We can verify how each of the approaches
predicts the missing position points. As expected,
the newton interpolation takes more into account
than the two edge points, since the coefficients are
calculated with Newton’s divided differences, so the
predicted line is not straight. The downside of this
polynomial is the Runge’s phenomenon which can
be slightly attenuated using the nearest points of
the gap as interpolation points.

The trajectory points can have noise due to insta-
bility on the detection task. Most of the time, the
points are characterized by the center of the bound-
ing box detection and this can be noisy because of
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Figure 4: Interpolation methods comparison

the image plane and fish aspect ratio changes. One
of the possible solutions is the application of moving
average techniques to smooth the position time se-
ries. The exponential moving average was the cho-
sen filter, so closer data points can have a higher
impact. Figure 5 also complement this problem in
a trajectory path visualization. The left frame in
the figure draws the trajectory using the original
positions. On the other side, the right frame draws
the trajectory after applying the exponential mov-
ing average filter through the x-axis and y-axis po-
sitions. The trajectory after the filtering process
is significantly more smooth, which will reflect also
on the feature extraction phase, and consequently
in the following behavior detection processes.

1 |81 Original trajectory 81 Filtered trajectory

Figure 5: Filtering illustration: path before and
after the filtering process

In the context of our domain, trajectory segmen-
tation was a block that was essentially used as pre-
processing to identify interesting episodes, so the
different partitions could be classified instead of the
whole trajectory. It is derived from the application
of the Douglass Peucker algorithm regarding the po-
sition, speed, and angle time series of a given trajec-
tory. Figure 6 illustrates a frame with the different
trajectory segments drawn with a different color,
resulting from the trajectory segmentation. Using
this method, we probably won’t cut the trajectory
in the middle of some important moment.

Feature Extraction

Most of the features that are extracted are also de-
scribed in the work in [4]. Overall there are features
related to the motion, fish orientation, trajectory
sparsity, and regions analysis. In total, the follow-
ing features are calculated:

e velocity that can be calculated as v = %7 and



Figure 6: Trajectory segments using position ep-
silon=30, speed epsilon=2 and angle epsilon=50

described as the position variation over time;

e acceleration that can be calculated as a = %

and described as the velocity variation over
time;

e turning angle that can be calculated as 6 =
arctan(p; —pi—1), where p; —p;—1 is the motion
vector;

e curvature that can be calculated as k =

ro 1 ’o
LY V% where ',y and z”’, y are the first
(x/2+y/2)§
and second derivatives respectively;

e centered distance that can be calculated as
cd = d(pt, p), where p; is the position on in-
stant ¢, and p is the mean position of the tra-
jectory;

e normalized bounding box that can be calcu-
lated as nbb = 7, where w and h are the width
and height of the bounding box respectively.

4.1. Anomaly Detection
Clustering-based

This approach follows the logic also used in the work
[4], but instead of using the positioning to group
the trajectories, we use the features described in
the previous section. First, all the trajectories are
transformed into vector format and a clustering al-
gorithm is applied using all these vectors. Looking
at the output clusters, the groups that have few
samples when compared with the total number of
samples, are considered outlier groups. Two dif-
ferent clustering algorithms were applied: KMeans
and DBScan. KMeans has the disadvantage of
needing the specification of the number of clus-
ters, so a specification of a percentage threshold is
needed, to label each cluster as being or not an out-
lier cluster. On the other hand, DBScan has already
the notion of outlier.

Switching Vector Model

The switching vector model was used to model
pedestrian trajectories in work [2]. In this project,
we try to use it to model the fish trajectories. In

summary, it tries to model the different motion vec-
tors for each image plane region, and also the tran-
sition between those fields. The image plane is de-
scribed by a grid of nodes, where each region con-
tains k& motion vectors (as the ones drawn in Figure
7) and a transition matrix. It is essentially charac-
terized by the grid size, the number of fields, and
two parameters that impact the fields update dur-
ing training: J which defines the neighborhood dis-
tance, and « that defines how attenuated distant
vectors are.

In the anomaly detection task, we can specify a
minimum threshold for the joint probability. Given
a new trajectory, the joint probability is calculated
and if its value is lower than the specified threshold
it is considered as an outlier.

Figure 7: First field vectors after training

4.2.
Machine Learning Models

Interesting Episodes Detection

Taking into account all the trajectories, these were
transformed into a vector format and passed as in-
put to a pre-processing pipeline before being trans-
mitted to the model itself. The goal is to be
able to learn interesting trajectories feature pat-
terns, to have the ability to generalize to other not
known trajectory samples. Figure 8 complements
this explanation. We can verify the three described
phases: extraction of features from the trajectory,
vectors pre-processing phase, and finally the model
training phase.

Several models were experimented. We tried
to explore the different classifier families: decision
trees and random forest from a logic perspective,
naive bayes from a probabilistic side, and support
vector machines and k-nearest neighbors from a
similarity view. Relatively to the pre-processing ap-
proaches, several methods were experimented to im-
prove the model performance: normalization, class
balance, principal component analysis, ANOVA fea-
ture selection, and correlation removal. Almost all
these methods are already implemented, so we re-
sorted to the sklearn library which is one of the

known names on the machine learning libraries
field.



fr--~"~"~=="====--- I o b gl B
1 trajectories 1 feature extraction 1 model training 1
1 [ 1 1
1 1 1 1
1 feature 1 1
I T > extraction 1 1
1 1 1 1
1 | 1 1
! | 1 1
1 | 1 transformed 1
1 | feature feature 1
! | feature vectors 1 | pre-processing| vectors 1
f—— . > . . |
! ————— ———»| extraction 1 pipeline 1
1 1
: R 1 Model 1
1 1
: ! 1
| 1 1
feature 1 1
1 ;
T — extraction 1 !
1 1
1
o S 0 J
Figure 8: Machine learning model training process
Rule-based

The rule validation is done through the feature time
series that are extracted from the trajectory: ve-
locity, acceleration, turning angle, curvature, nor-
malized bounding box, and regions information.
Each rule is defined by an interval of values and
a minimum duration. The feature value has to be
within the specified interval for at least n consecu-
tive frames, where n is the specified minimum dura-
tion. When this is detected, a highlight moment is
saved. Figure 9 shows an example of a highlighted
moment detected on the turning angle feature for a
given trajectory, using an interval value of 60 to 120,
which reflects a significant ascent to the surface.

As an additional feature, it is also possible to
specify a single threshold and use a minimum or
maximum function. A single threshold is also what
is needed relatively for region-based features. We
can specify a maximum duration allowed for a given
region. For example, manta rays do not usually
frequent the bottom part of the tank, so we could
specify a rule to trigger an event when that hap-
pens. The same logic can be applied to the transi-
tion between regions.

4.3. Feeding Period Detection
Convolutional Neural Network

Resorting on Convolutional Neural Networks
(CNN) is one of the possible solutions to detect
feeding periods. Using this type of model, the frame
can be directly passed as input. Internally, a fea-
ture vector will be calculated using convolutional
and pooling layers. This vector is then passed to a
set of full connected layers to make the decision of
being a feeding frame or not.

Several training videos were filmed for this be-
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Figure 9: Highlight moment regarding turning an-
gle feature

havior, so all frames from these videos can be used
to train a model of this nature, so it can be able
to learn image patterns for each of the classes. The
work in [16] also uses a neural network, but with
a sensibly different goal: measure the feeding hun-
gry intensity. However, its architecture was used as
baseline for this project.

Motion-based Approaches

The feeding activity is characterized by the change
on motion intensity around the feeding region.
An alternative approach to the machine learning
method is to be able to measure the amount of mo-
tion, and verify if this difference is visible between
the feeding period and the normal period. We im-
plemented two different ways of measuring the level
of motion: apply consecutive frame subtraction and
a threshold binarization to detect the number of ac-
tive pixels (Figure 10); apply optical flow algorithm
and calculate the average magnitude of the vectors
(Figure 11).



Figure 10: Active pixels

Figure 11: Optical flow

Aggregation-based Approach

Similar to the logic around the motion measure-
ment, fishes also tend to aggregate more during
feeding. To measure the level of aggregation of the
detected fishes in a given frame we use the approach
explained in work [17], which applies the delaunay
triangulation on the fish’s centroids that will form
a triangular mesh between those points. However,
we do not take into account fishes that seem to be
far way from the center of mass (median position
of all points). These outlier fishes are considered to
not being interested on the feeding activity, which
can be a motif of alert and a advantage of this ap-
proach. Figure 13 illustrates the resulting mesh and
outlier from the application of this method on the
frame of the Figure 12.

Figure 12: Feeding image Figure 13: Mesh

5. Results
5.1. Anomaly detection DBScan vs KMeans

To choose the best pipeline to be used with DBScan,
a set of experiences using different pre-processing
methods was made. The pipeline with the better
performance considering silhouette metric: a stan-
dard scaler as the normalizer, followed by a feature
selector using the ANOVA f-value and finally apply-
ing the DBScan cluster algorithm. Resorting on this
pipeline, a silhouette of nearly 0.72 was achieved
which was significantly higher than the ones ob-
tained utilizing the other pipelines. Only one out-
lier was detected from the set of trajectories, as we
can see in Figure 14 and 15: a shark that does a
considerable curvature to the bottom and suddenly
changes direction turning back to the origin point
of detection. However, if we relax the e value, more
samples can be seen as outliers but the silhouette
value also decreases.

The DBScan algorithm has the advantage of not
being necessary to specify the number of clusters,

Figure 15: Sequence of

Figure 14: Identified out-frames of the detected
liers using DBScan outlier

unlike the KMeans algorithm. Although it is not
possible to observe a standing out an elbow, a value
of k whose cohesion value starts to stabilize, we
could verify that from a value of approximately
seven clusters the cohesion starts decreasing at a
slower pace. It is possible to visualize the trajecto-
ries from clusters 0 and 2 in Figure 16. As we can
see, there is a very pronounced pattern in each of
the clusters. Group 0 tends to keep the same direc-
tion (constant turning angle) during all the trajec-
tory. This can also be concluded from Figure 17,
which presents the set of features that most differ-
entiate from the other clusters. Group 2 contains
the identified outlier using the DBScan algorithm.
It also contains two additional trajectories which
have the same motion behavior: a sudden direction
change turning back to the origin of the trajectory.
Although these resulting clusters seem to represent
interesting groups according to motion patterns, the
overall performance (silhouette) value was sensibly
0.30, thus we believe that the DBScan algorithm is
more appropriated for the outlier detection task.

1 tajectories cluster 0 - o x 3 trjectories cluster 2 - 0 x

e

Figure 16: Resulting trajectories from cluster 0 and
2 respectively

mean difference

feature

Figure 17: Most characterizing features of cluster 0



5.2. Interesting episodes detection

In the context of Machine Learning, interesting
episodes detection task can be seen as a binary clas-
sification: it is either classified as interesting or not.
Several models, and from different classifiers fami-
lies, were evaluated to verify which one fits better
on this type of data: Support Vector Machine, K-
Nearest Neighbors, Naive Bayes, Decision Tree, and
Random Forest. Additionally, because of the im-
pact that the pre-processing methods and hyperpa-
rameters can have, different pipelines were tested,
and the respective tuning for each model applying
a grid search.

Precision and recall can also have an impact on
the model choice process. In our context, it would
be possibly overwhelming for biologists to analyze
several false positives. However, it can also be a
danger to let some interesting moments pass by. It
is a trade-off that has to be agreed to biologists’
needs. Figure 18 draws the precision-recall curve for
each of the models. This also complements the in-
formation from the previous table and consolidates
the fact that the Support Vector Machine works
better with this data. Table 1 shows the area under
the curve values, which illustrate the models that
have a better precision-recall overall trade-off.
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Figure 18: Precision-Recall curves for the different
Machine Learning models

Model | AUC
SVM 0.89
KNN 0.81
NB 0.8
DT 0.84
RF 0.7

Table 1: Area Under the Curve (AUC) values

Multiple-model and Segmentation impact

The previous evaluation considers models that are
trained using all the samples for both focus species
(shark and manta-ray). This experiment aims ver-
ifying if separating on different models for each

species produces better results. Figure 19 re-
flects the obtained results. Better performance was
achieved modeling using data from both species in-
stead of separating on different models. However,
it was not a significant difference and the model for
manta rays got a better recall value although the
precision has been harmed.

B (‘shark', 'manta-ray’)
- shark
s manta-ray

Figure 19: Models performance modeling by species

Segmentation could also be useful for interesting
episodes identification. The idea was to segment
all the trajectories and to perform classification on
each segment instead of the trajectory as a whole.
The performance difference was similar to the one
observed on modeling by species results: better per-
formance was achieved without using segmentation
but the difference was not significant (Figure 20).
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Figure 20: Model performance using segmentation

Switching Model Adaptation

The models that best fit each of the classes were
used on the interesting trajectories detection task.
Table 2 illustrates the number of correctly classi-
fied trajectories on each group. As we can see, the
results show us a good precision value but a sig-
nificantly low recall value, which means that this
approach gave a considerable amount of false posi-
tives, once the overall accuracy stayed by 58%.

5.3. Feeding Period Detection

Using the model parameters that gave the best per-
formance, in the case of the Convolutional Neural
Network (CNN), and the predefined thresholds in
the case of the motion-based methods, these ap-
proaches were evaluated in a different test set (bot-



group correctly classified

normal 17 of a total of 42 (40%)
interesting | 24 of a total of 29 (83%)
both 41 of a total of 71 (58%)

Table 2: Vector swicthing model evaluation results

tom feeding). Both approaches gave good results
according to accuracy, precision, and recall metrics
having been able to reach 92% and 96% of accuracy
respectively (Table 3). However, the optical flow
method classified most of the frames as non-feeding
frames, which means that the vectors gathered on
the test video had a lower average magnitude than
the one observed on the training video, even on the
feeding period.

Two additional experiences were made: evaluate
the motion-based approach using the region defini-
tion ability and the CNN in a video filmed with a
different camera which was in a different perspec-
tive. As we can see in Table 3, the region was not
the problem for the miss classification of some of
the frames because the same results were sensibly
observed. Also, we can conclude that the initial
trained model to bottom-feeding classification task
could not generalize to another perspective. Con-
trary to what was observed on the optical flow ap-
proach, almost all the frames were classified as feed-
ing frames.

As a final analysis, we also tried to understand
if the errors that we were getting were close to the
feeding state transition. We could conclude that the
errors are scattered through time. The same does
not happen with the active pixels method. When
the feeding period ends, the motion that is detected
does not drop instantly, once the frames that are
still close to this state change are still classified as
feeding frames.

6. Conclusions
Aquatic life has a lot of density. It can be hard for
biologists to track all the fish activity. Traditionally,
it is made by visual inspection, and that requires
the biologists to spend considerable time analyzing
fishes, and it can be subjective to biologist experi-
ence. In this project, we focused on abnormal be-
haviors, feeding periods, and interesting moments
of sharks and manta rays, due to their importance
to Lisbon Oceanarium. Keep track of abnormal be-
haviors can be mainly important to conclude about
diseases, water quality problems, or poor habitat
integration. Additionally, feeding can also impact
water quality, and it is important to control food
waste that can lead to costs or underfeeding that
can lead to aggressive behaviors.

In this project, it was developed a system capa-
ble of detecting these behaviors in the main tank

of the oceanarium, and as described, focusing on
sharks and manta rays. To detect abnormal and in-
teresting moments we extract several features from
each fish trajectory and we try to model this kind
of behavior through machine learning models, and
a switching vector model. Additionally, the system
also has the ability to define a set of rules based
on those features. Relatively to feeding, there are
several factors that can describe this behavior: we
can define a threshold according to aggregation or
motion variability, or try to model feeding frames
patterns through a convolutional neural network.

Overall the system achieved good performance
metrics. The detected outlier seems to also cor-
respond to an interesting moment, given its sudden
changes in direction, but it would be good to have
a more robust set of trajectories. In terms of its
evaluation, a clustering algorithm based on density
is considered more appropriate for this task. Re-
garding interesting moments, all the training mod-
els round the 80% of accuracy. The usage of seg-
mentation or multiple-model training did not make
any significant difference in terms of achieved re-
sults, and the switching vector model adaption ob-
tained poor results regarding this task. Finally, for
the feeding behavior, convolutional neural networks
could model feeding image patterns and achieved
90% of accuracy. The motion approach, based on
active pixels identification, also obtained results in
the excellent range (96%). On the other hand, us-
ing optical flow to this effect was noisier decreasing
this value to only 40%.

There are several topics that could be explored
in the future. One of them could be focusing on the
clustering approach, but using a fish trajectories big
data dataset. Additionally, all the methods suffer
from image plane dependency and camera perspec-
tive, especially for the trajectories definition which
is a sequence of 2D position points. Another future
problem could be focusing on fixing or decreasing
this dependency. Results coming from the convolu-
tional neural network approach can be hard to un-
derstand, it would be also interesting to try to un-
derstand what image patterns, and image regions,
are characterizing each of the classes. Finally, it
would be extremely useful to develop an applica-
tion to be used by biologists.
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