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Abstract—During human-robot interactions, robots may break
social norms (Social Norm Violations - SNV) or perform erro-
neous behaviours due to sensor and actuator errors, and software
issues (Technical Failures - TF). If robots are unaware of these
errors, the interaction may become unpleasant or even risk user
safety. While interacting, humans show various types of social
signals that translate their inner state, which is concurrently
estimated by other humans that detect social norm violations and
react to them. To detect social errors and classify them as Social
Norm Violations or Technical Failures, we propose to rely on Eye
Gaze, Head Movement, Facial Expressions (Actions Units), and
Emotions, as seen by the robot, along with the recent actions of
the robot. We propose a two step cascaded decision, where the
first step is to detect if an error occurs, followed by the error type
classification (SNV vs. TF). We perform an extensive study of the
various options on input data and classification algorithms, using
a game-based scenario with a humanoid robot. We focus on Vizzy
robot and in a dataset where Vizzy individually interacted with 24
participants in a block assembly game, where it had two moods.
The “good” mood would help the participants win the game. The
“bad” mood would be rude, causing social norm violations, and
would clumsily destroy the assembled blocks, causing technical
failures, and making the participant lose the game. Regarding
the impact of input data, we observe that: (i) emotions improve
the error detection step but not the error classification step, and
(ii) the actions of the robot improves both error detection and
error classification. Regarding the learning algorithms, Random
Forest achieves the best performance both in error detection and
error classification. The usage of the median filter on the error
classification result increased the performance of Random Forest
to 79.63% mean accuracy.

Index Terms—Social Signals, Human Robot Interaction, Error
Detection, Error Classification

I. INTRODUCTION

Robots are becoming part of our daily life and will interact
with us in many tasks. However, interaction failures can
happen, either caused by a malfunction, Technical Failure
(TF), or by a misunderstanding of the social conduct by the
robot, Social Norm Violation (SNV) [1]. Robot mistakes lead
to a loss of user trust [2] and can endanger humans. Thus,
robots must have the ability to verify and correct their actions.
Our goal is to build an automatic error detector and classifier
that interprets human reactions, allowing robots to understand
if something went wrong during interactions. We focus on
signals that a mobile social robot can capture using its onboard
sensors. Eye gaze, head movement, and facial expressions
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Fig. 1: Vizzy interacting during a cognitive board-game

(Action Units (AU)) are the most relevant signals supported by
the literature (section II). We will also study whether emotions
and information of the recent actions of the robot (context) are
informative features that improve the proposed error detector
and classifier.
We focus on one-to-one human-robot interactions during zero-
acquaintance encounters. We will be using the dataset obtained
by Avelino et al. [3] for our experiments.
The remainder of this paper is structured as follows. In sec-
tion II we briefly overview past works on automatic detection
of human-robot interaction failures, as well as works that
analyse relevant features for this task. Section III presents
our methodology and the proposed pipeline for automatic
error detection and classification. Then, section IV sets up the
experiments to evaluate the proposed algorithm. It describes
the tests to compare our solution against the baseline and to
analyse the contribution of distinct features and classifiers.
Afterward, we analyse the results in section V, finishing with
conclusions in section VI.

II. RELATED WORK

A. Human-Robot Interaction errors

Several studies of how people react when dealing with
robots have emerged in the last decade, more specifically,
when dealing with erroneous robots [1]–[8]. These studies
analysed the different modalities of reactions of people, during
experiments where they had to perform a certain task, such as
cooking or building something [4]–[6]. They identified that
the most relevant signals emitted by the participants during
the experiments were gaze shifting, head movements, facial
expressions, and speech.
Emotions are part of both human-human and human-robot
interactions. Some studies noticed how people changed their
mood/emotions throughout the experiments with erroneous
robots, [6], [5], however, as far as we know, no work has
yet used emotions for error detection. As such, we decided to
analyse and use emotion recognition for our error detection
problem.
Most emotion studies consider six basic classes: happiness,
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Fig. 2: Proposed System

anger, disgust, fear, sadness, and surprise, [9], and the main
features used for the recognition from images are the facial
expressions, [10], [11]. Facial expressions can also be trans-
lated into action units - AU, actions of group or individual
facial muscles, and some studies aim to associate specific
action units to a corresponding emotion, more specifically the
six basic ones [12], [13], [14], [15]. We intend to explore the
usage of AU to obtain emotions, to have a simple and efficient
emotion recognition algorithm.

B. Automatic detection of interaction errors

Kontogiorgos et al. [7] used a Random Forest (RF) with
gaze, head movement, and speech as features for error detec-
tion, and concluded that head movements and gaze were the
most relevant features when a user is dealing with a humanoid
robot. Furthermore, they highlight the importance of contex-
tualization when assessing the response of the participants
to robot failures. Trung et al. [8] used Naive Bayes (NB),
and K-Nearest Neighbour (KNN) classifier with head and
shoulders 3D position, for error detection and classification.
They noticed that the KNN achieve high scores when having
already some examples from the user. On the other hand,
NB dealt better with new participants. They advise splitting
the classification into two steps, first identify if an error had
occurred, and then classify it as a SNV or TF.
Building upon these works, we are going to use features that
were mentioned as relevant by the state-of-the-art interaction
studies, but, as far as we know, have not yet been used for error
automatic detection, such as facial expressions, emotions, and
context of the interaction in the form of the most recent actions
of the robot.

III. METHODOLOGY

A. Proposed algorithm

Our main goal is to build an algorithm to detect error
situations and classify them as SNV or TF. We propose the
pipeline in Figure 2. Our algorithm detects and classifies errors
frame by frame and following Trung et. al. [8], does it in
two steps. First, a Random Forest error detector uses robot
context features, gaze features, head pose, facial action units,

and emotions. If an error is detected, an error classifier, which
is also a Random Forest model, uses all the previous signals
except emotions to classify it as SNV or TF. Otherwise, the
algorithm outputs the ”No error” label. A median filter is also
used on the error detector. With the filter we can make sure
that miss-classified errors or no error frames can be corrected.
Our shortest reaction has the duration of around 2 seconds,
as such we decided that the window of the filter is about 30
frames, which is equivalent to one second.

B. Feature extraction

To obtain eye gaze, head, and facial information from the
participants we used OpenFace [16], an open-source facial
behaviour analysis tool capable of facial landmark detection,
head pose estimation, facial Action Units recognition.

To detect emotions, we propose a method that uses facial
action units [15]. This way, we can use OpenFace to com-
pute all head and face signals, with reduced computational
requirements, since there is no need for an additional machine
learning algorithm to obtain emotions. More specifically, we
average the specific action units for each emotion, defined by
Ekman et al [15], and select the emotion with the highest
value. The neutral emotion is selected if the highest value is
not above a previously defined threshold. We call this method
AverageAU or avgAU.

The actions of the robot consist of the current action,
which consists of movement (Boolean) and speech (Boolean),
last performed action, which can be move, speech, or
move&speech. And time since the last action, which is mea-
sured in seconds.

IV. EXPERIMENT SETUP

In this section, we describe a set of experiments to evaluate
the proposed solution. To do so, we compare its performance
against distinct combinations of classifiers and input features,
where we use the accuracy and F1 score and check for
statistically significant differences.
To compare the proposed algorithm with other algorithms, we
use the Wilcoxon test [17], a non-parametric test that does
not assume any properties regarding the distribution of the



variables in analysis, and also the Student’s t-test [18]. The
Wilcoxon test is used, over the t-test, when the distribution
of the difference between the means of two samples cannot
be assumed to be normally distributed. To test for normality,
we used the Shapiro test [19]. These hypothesis tests will
tell us if there is a statistically significant difference between
the algorithms: if p-value is smaller than 0.05, then there is
a statistically significant difference between the algorithms.
Students t-test is said to be more reliable than Wilcoxon test
when the assumption that the data has a normal distribution
is assured [20].
Size effect is also used in some experiments when a statistical
significant difference is achieved to evaluate the magnitude of
the difference. We use the Cohen’s d size effect [21]. If the d
is below 0.2, then the size effect is small, if it is between 0.2
and 0.8 is considered medium, above 0.8 is considered large.

These experiments also allow us to study the impact of the
input features in the overall performance of the algorithm,
allowing us to test the following hypotheses:

Hypothesis 1 (H1): Adding Facial Action Units to the litera-
ture base feature vector (head, gaze) will significantly improve
a) error detection and b) error classification.

Hypothesis 2 (H2): Information of the current action of the
robot significantly improves a) error detection and b) error
classification.

Hypothesis 3 (H3): Temporal information of the actions of
the robot significantly improves a)error detection and b) error
classification.

Hypothesis 4 (H4): Emotion information of the user signifi-
cantly improves a) error detection and b) error classification.

In addition, we also perform a set of experiments to evaluate
the proposed emotion detector, averageAU, and validate its use
over alternative methods. Due to the widespread use of facial
half masks due to the COVID-19 pandemic, we also test the
emotion detector algorithm in masked faces.

A. Dataset

We use the dataset of Avelino et al. [3], obtained in human-
robot interaction experiments with the social robot Vizzy [22].
The dataset consists of an experiment where 24 participants
individually interacted with Vizzy in a block assembly game.
For 11 of those participants, the robot was programmed to
generate both SNV (arrogant and grumpy behaviour) and
TF (destroy the block assembly). For everyone, a video was
captured from a camera on the robot.
To annotate the error and error type of the dataset, we analysed
the reactions of the users, and labelled the beginning of an
error as soon as we detected a reaction and the end of the
error when the reaction started to fade. Errors were classified
as SNV or TF depending on the action of the robot. In the
dataset of [3], the majority of speak actions were SNV, while
most move actions were TF. There were also some speak
actions where the voice of Vizzy failed a bit and confused

the participants, those were considered as TF. On figure 3 we
show the annotation of error and error type of a video from
Avelino dataset, where we note that the dataset is unbalanced,
since the number of no error frames is significantly higher
than the number of error frames (SNV and TF).

Fig. 3: Error and error type annotation, blue line is the error
(bool), orange shade is Social Norm Violation, green shade is
Technical Failure

B. Proposed error detector and classifier

We start by showing the results of our proposed solution,
which is using Random Forest with head, gaze, AU, emotions
and actions of the robot, fig. 2, and compare it to the features
used in previous automatic error detector works, [7] [8], which
used head and gaze features. First, we detect if an error has
occurred with the error detector, if so, then the error type
classifier is used. Furthermore, we compare the usage of the
proposed algorithm with and without a median filter on the
error detector.
This is a multi-label problem with Error, SNV, and TF labels,
and tested in an imbalanced dataset, so balanced accuracy and
hamming loss are used for the experiments.

C. Error detection

Based on the previous automatic error detector works [7]
[8], we compare RF with NB, and KNN in our problem. As
planned, we start with the detection of the error, and then the
classification of the error in SNV or TF.
An initial experiment was performed to understand which
method to use for the balancing and splitting of the data.
Regarding the balancing method, we tested under-sampling,
and over-sampling, where we over-sampled the true error
frames, by horizontally flipping the video recordings of the
dataset.
For the splitting of the data, we used the train test split
method from sklearn1, and a random selector of 25% of the
videos of the dataset of Avelino et al. for the test set.

1) Naive Bayes Vs Random Forest Vs KNN: Random Forest
is compared with Naive Bayes and K-nearest Neighbour, used
by Trung et al. [8], all tuned with the proposed combination
of features.

2) Outlier detection: The response from the participants
can be considered as a deviation from the regular behaviour.
In figure 4, we present a graph showing the distribution of
the percentage of each emotion for error and no error cases.
We can see that there is a spike of happiness. With this in
mind, we decided to try to use outlier detection algorithms to

1https://scikit-learn.org/stable/modules/generated/sklearn.model selection.
train test split.html



Fig. 4: Distribution of emotions on No error and error situa-
tions during training and testing set

identify these mistakes and compare them to Random Forest.
We focused our attention to outlier detector methods that
are frequently used by the community: Isolation Forest [23],
Local Outlier Factor (LOF) [24] and Minimum Covariance
determinant (Elliptic Envelope) [25].
For these experiments, we used all the dataset, which is
imbalanced, and as such used balanced accuracy and f1 score.
Domingues et al. [26] performed a comparison study on
various outlier detection algorithms, where they concluded that
Isolation Forest achieves better results in efficiently identifying
outliers while showing excellent scalability on large datasets.
Local Outlier Factor (LOF) reached the lowest performance.

3) Different combination of input features: In this section
we show the experiments where we compare the different
combination of input features to evaluate the impact they have
in the system.
We compare the addition of the action units, to the head
and gaze features, that were used in previous automatic error
works. These three features together form what we usually
call the base features, since these are the features that were
classified as the most relevant for error detection in the state-
of-the-art studies. Then, we compare the addition of emotions
and actions individually, and finally add both.

Finally, we reach our proposed combination where we
add temporal information to the actions of the robot. More
specifically, besides having the current action, we added the
last action performed and the time since the last action. The
idea is that some reactions have a delay, so they happen when
the action of the robot is over, by having the information of the
last action as well as the time since it happened, we provide
the algorithm with a more detailed situation.

An additional experiment was performed to verify if the
remaining features provided by openFace would significantly
improve our algorithm. For the facial expression, we used
the action units provided by openFace, however, it does also
output2 landmark information regarding the eye region, face,
and parameters of the rigid face and non-rigid face.

We also test how the error detector behaves only with
features that can be captured from a user that is using a half-
face mask.

4) Usage of Emotions on Error detector: A further exper-
iment to compare features was done, where we verify if the

2https://github.com/TadasBaltrusaitis/OpenFace/wiki/Output-Format

addition of emotions and/or actions helps or not the algorithm.
Since what we use is a random selector of the videos that goes
for the test set, in each run that we did, different videos were
used for training. For this experiment, we decided to perform
10 sets of experiments, wherein each we would perform 25
runs. In each set, we obtained the number of runs that the
combination that achieved better results, which was chosen as
the one with the highest score when the McNemar test was
below 0.05. The McNemar hypothesis test tells us that one
algorithm makes more mistakes than the other, if the p-value is
below 0.05, and if it is above then the algorithms fail similarly.
For this experiment, we used the students t-test, when the
data follows a normal distribution, and the Wilcoxon test to
evaluate each set, and finally the entire 10 sets of experiments.
We perform these two hypothesis tests because it is said that
the t-test is more reliable than the Wilcoxon test, when the
assumption that the data has a normal distribution is assured
[20], which we verify by using the Shapiro test, so we decided
to explore this in this experiment.

D. Error Type classifier

The classification of the error as a TF or/and SNV is a
multi-label classification problem, since at a certain time both
types of errors could have happened, and as such, an instance
can be assigned with both. For these experiments, since we
are dealing with a multi-label problem, we use accuracy and
hamming loss.
We start by comparing Random Forest with Naive Bayes, and
K-Nearest Neighbour. Then, we test different combinations of
features. A similar experiment performed in the error detector
is also conducted to verify if the addition of emotions and/or
actions improves the algorithm.

E. Emotion recognition

To evaluate the proposed emotion recognition method, aver-
ageAU, we perform three experiments. First, we compare the
combination of AU proposed by Ekman et al. [15] with other
combinations proposed by Ghayoumi et al. [12], Lucey et al.
[14] and Karthick et al. [13], as well we test several thresholds
for the neutral emotion. In the second experiment, we compare
AverageAU with DeepFace [27] and Efficient CNN [28]. In the
third, we test the applicability of our algorithm when dealing
with people using half-face masks.

1) AU combinations: First, we try several combinations of
AU for each emotion, proposed by various works (see table I),
as well as various thresholds for the neutral emotion. A new
combination is also proposed, which we called mixedBest,
which usages the best combination for each emotion achieved
by the methods of the other works, according to the experi-
ments performed. The experiment uses the CK+ dataset [14].

2) Emotion recognition evaluation: We compare our pro-
posed method, AverageAU, with two already built emotion
recognition algorithms, DeepFace [27] and Efficient CNN
[28]. To compare the three emotion algorithms, we used two
representative cases of the dataset of Avelino et al. [3]. A girl



TABLE I: Correspondence of AUs to emotions
Method Anger Disgust Fear Happy Sad Surprise
Tautkute et al. [29] 4, 5, 7, 23 9, 15, 16 1, 2, 4, 5, 7, 20, 26 6, 12 1, 4 15 1, 2, 5, 26

Ghayoumi et al. [12] 2, 4, 7, 9, 10, 20, 26 2, 4, 9, 15, 17 1, 2, 4, 5, 15, 20, 26 1, 6, 12, 14 1, 4, 15, 23 1, 2, 5, 15, 16, 20, 26
Ekman et al. [15] 4, 5, 7, 23 9, 15, 16 1, 2, 4, 5, 20, 26 6, 12 1, 4, 15 1, 2, 5, 26
Lucey et al. [14] 4, 5, 15, 17 1, 4, 15, 17 1, 4, 7, 20 6, 12, 25 1, 2, 4, 15, 17 1, 2, 5, 25, 27
Karthick et al. [13] 4, 5, 7, 23, 24 9, 17 1, 4, 5, 7 6, 12, 25 1, 4, 15, 17 1, 2, 5, 26, 27

(Data1) whose facial expressions are visible, and a boy with a
beard (Data7), (see fig. 5). These cases were chosen because
they are representative of unambiguous (Data1) and harder to
notice emotions (Data7).
An additional experiment is performed where we test the

(a) Data1 sample (b) Data7 sample
Fig. 5: Avelino et al [3] dataset images

algorithms using the CK+ dataset.
3) Emotion Algorithm on faces with half masks: To under-

stand if it is possible to acquire emotions when people are
using half-face masks, using the CK+ dataset, we remove the
AU that are covered by the mask, and use the action units of
the upper part of the face.

V. RESULTS

In this section, we present and discuss the results obtained
throughout our work.

A. Proposed pipeline evaluation

We show the results of the proposed error detector and
classifier method and compare it the results of Random
Forest using head and gaze features, Fig. 6. The statistically
significant difference is represented with: * == p<0.05, ** ==
p<0.01, *** == p<0.001, **** == p<0.0001.
As we can see, the proposed error detector and classifier
algorithm achieves a higher accuracy score of 72.77% while
the method that only uses head and gaze features achieved
57.21% with a statistically significant difference. Our method
also achieves a lower hamming loss than the other algorithm.
Cohen’s d size effect was also used, achieving a large size
effect of 5.24, meaning that the difference achieved has a large
magnitude.
As such, our solution achieves better results in detecting and
classifying an error than the one using only head and gaze
features, features used in previous error detector works.

On figure 7 we show the results of our proposed method
with and without a median filter on the error detector. The
addition of the median filter increased the performance of the
algorithm from 72.26% to 79.63% average accuracy, with a
large size effect of 2.27.

Fig. 6: Comparing the proposed algorithm with the features
used in previous works. ↑ - higher scores are better; ↓ - lower
scores are better

Fig. 7: Comparing the proposed algorithm with and without
median filter. ↑ - higher scores are better; ↓ - lower scores are
better

B. Error detector

In this section, we show the results from the experiments
related to the error detector.

Regarding the balancing methods, both under-sampling and
over-sampling achieved similar results in terms of accuracy
and F1-score, so the following experiments were done using
the data augmentation method. As for the splitting methods,
the one from sklearn achieved results of around 98% mean
accuracy and F1-score, and the random selector achieved
results between 72% and 75%. The reason that the method
from sklearn achieves such high results in our case, is probably
since distinct samples of the same video may appear during
training and testing, while with the random selector we make
sure that the participants in the testing set were never seen
before.
With this experiment, we may hypothesize that the algorithm
can detect error situations correctly if it has dealt with the
person before. Nonetheless, the following experiments are



done using the random selector.
1) Naive Bayes Vs Random Forest Vs KNN: On figure 8, we

show a violin plot with the results of the comparison between
the three classifiers.

Regarding KNN, it proved to be computationally costly
for our algorithm. Random Forest took around 10 seconds
to fit and predict the entire dataset, while KNN took around
100 seconds. Nevertheless, Random Forest achieved the best
results, being statistically significantly different according to
the Wilcoxon test from Naive Bayes and K-Nearest Neighbour.

Naive Bayes Random Forest KNN
Classifier
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Fig. 8: Random Forest Vs Naive Bayes Vs KNN

We can then conclude that for our problem Random Forest
performs the best, out of all three methods.

2) Outlier Detection: In table II we show the results when
comparing the different outlier detectors. Isolation Forest was
the outlier detector with the highest score, with a statistically
significant difference from the other two methods, as well as
the most computationally efficient, being the fastest on our
dataset.

TABLE II: Comparing different outlier detectors

Outlier
Detector

Balanced
Accuracy F1 score Features Hypothesis

Mean SD Mean SD p-value
Isolation Forest(1) 74.51 2.64 50.28 4.54 (1) Vs (2) 5.96e-8
Local Outlier
Factor(2) 53.31 3.68 23.70 3.40 (1) Vs (3) 1.49e-6

Elliptic
Envelope(3) 69.43 5.65 41.54 7.05 (2) Vs (3) 5.96e-8

In the next experiment, we compare Random Forest with
Isolation Forest. Random Forest performed the best, table
III, achieving 79.75% balanced accuracy with a statistically
significant difference from Isolation Forest with a balanced
accuracy of 74.74%. Cohen’s d size effect achieved a value
above 0.8, meaning that Random Forest achieves a statistically
significant different result from Isolation Forest, with a large
size effect.

TABLE III: Random Forest Vs Isolation Forest

Algorithm
Balanced
Accuracy F1 Hypothesis

test Size Effect

mean SD mean SD p-value Cohen’s d
Random Forest 79.75 3.49 61.57 3.88 6.10e-5 1.47Isolation Forest 74.74 3.36 51.84 4.35

Even though Isolation Forest achieves lower scores over
Random Forest, as an outlier detection method it has an
advantage over Random Forest, that it should be capable of
detecting new types of reactions to mistakes, that Random

Forest has not seen/trained yet. In figure 9 we show such
example with a violin plot, where we removed the TF frames
from the training set of Random Forest, and see that in this
case, Isolation Forest outperforms the previous method.

Fig. 9: Remove TF error, * == p<0.05, ** == p<0.01, ***
== p<0.001, **** == p<0.0001

However, this advantage of the outlier detector when dealing
with new errors can also be a disadvantage. During the
experiments, we noticed that the Isolation Forest does not
deal as well as Random Forest with interactions where no
error occurs. From figure 10 we can see that Random Forest
achieves a statistically significantly higher score than Isolation
Forest when the test set only has no error situations.

Fig. 10: No errors, * == p<0.05, ** == p<0.01, *** ==
p<0.001, **** == p<0.0001

So, for the error detector, the results confirm that Random
Forest, as proposed, achieved better results.

3) Different combination of input features: We proceed to
check how the AU influences the algorithm, table IV. From
the table, we conclude that the addition of AU improved the
algorithm in detecting an error, with a statistically significant
difference. With this we verify the hypothesis H1a).

TABLE IV: Addition of action units

Features Accuracy Wilcoxon F1 Wilcoxon
Mean SD p stat Mean SD p stat

Head, Gaze 58.96 3.64 1.73e-6 0.0 53.80 6.01 1.92e-6 1.0Head, Gaze, AU 70.63 6.00 68.40 7.89

In table V we can see that, while the addition of emotions
did not achieve a statistically significant different performance,



p-value above 0.05, the addition of action as well the addition
of both the previous features, caused an improvement of the
algorithm, when comparing with the base features, with a
statistically significant difference.
From this experiment, we can conclude then that the addition
of actions of the robot help Random Forest in detecting error
situations, which confirms hypothesis H2a).

TABLE V: Comparing different combination of features

Features Accuracy Wilcoxon F1 Wilcoxon
Mean SD p stat Mean SD p stat

Base 72.67 5.34 70.96 6.65
+Emotion 72.62 5.34 0.7 214 70.90 6.66 0.7 214
+Action 72.94 5.28 0.017 166 71.27 6.57 0.018 168
+Action
+Emotion 72.79 5.25 0.035 187 71.11 6.54 0.030 182

The experiments performed so far were done using data
obtained from the camera in Vizzy. However, during the
experiments of Avelino et al. [3] a laptop was also present.
This laptop was used to show the game score to the participant,
and was also an interaction point of the experiment, even
so, that some participants reacted to the mistakes of Vizzy
facing the laptop. As such, we decided to perform the previous
experiments but now adding the data obtained from the laptop
point of view. In table VI we present the results, and we can
see that with the addition of the laptop view, the addition of
emotions and the addition of both new features, achieve a
statistical significance difference, improving the algorithm.
TABLE VI: Comparing different combination of features,
laptop and Vizzy view

Features Accuracy Wilcoxon F1 Wilcoxon
Mean SD p stat Mean SD p stat

Base 70.01 3.02 67.95 4.01
+ Actions 70.19 3.05 0.098 152 68.14 4.04 0.15 163
+ Emotions 70.56 2.88 0.003 90 68.63 3.78 0.0028 87
+ Actions
+ Emotions 70.47 2.84 0.0023 84 68.50 3.73 0.0024 85

The main goal of this work is to analyse data of people
interacting with social robots, in our case Vizzy. As such, the
following experiments will focus on the usage of the Vizzy
dataset angle alone, and the usage of the Vizzy dataset with
the Laptop angle as an addition.

In table VII we show the results of the experiment to
add temporal information. We first compared the addition
of the last action to the previous features, achieving better
performance with a p-value below 0.05. Then, we added the
time since the last action which also provided a statistically
significant different performance. In the last row, we test if
the time since the last action achieved a significantly different
result from adding only the last action, which it did.
As such, we conclude that the addition of temporal features
improves the algorithm, verifying hypothesis H3a).

The algorithm using all features (head, gaze, AU, emotions,
actions) plus the landmarks achieved a mean accuracy of
69.34%, table VIII, lower than the usage of the base plus
actions and base plus actions and emotions, and is also sta-
tistically significantly different, a p-value below 0.05. Besides
not being as efficient as the other algorithms, it is also more

TABLE VII: Addition of temporal actions

Features Accuracy Wilcoxon F1 Wilcoxon
Mean SD p stat Mean SD p stat

+ Actions
+ Emotions(1) 73.43 6.61 71.84 8.04

(1) + lastAction
(2) 74.71 6.04 2.15e-5 21 73.38 7.24 2.16e-5 26

(2) + t lastAction
(3) 75.85 5.80 1.24e-5 20 74.62 6.93 1.97e-5 25

(2) Vs (3) 0.00066 67 0.0014 77

computationally expensive since it increased the number of
features from around 60 to 700, making it impractical to use
in real-time.

TABLE VIII: Random Forest error detector, with eye and
facial landmarks

Features Accuracy F1 score Features Wilcoxon
Mean SD Mean SD p stat

All + Landmarks (1) 69.34 3.88 67.88 4.82 (1) Vs (2) 1.73e-6 0.0
+Actions(2) 75.78 3.16 75.20 3.66 (1) Vs (3) 1.73e-6 0.0
+Action
+Emotions(3) 75.96 3.23 75.40 3.72 (2) Vs (3) 0.086 138.0

4) Error detector for people with mask: In table IX we
show the results from the experiment, where the use of Gaze,
Head, and Actions achieved a mean accuracy of 72.18%, a
lower score when comparing with the use of the total features
used by the algorithm, (2) and (3) from the table, but still an
efficient algorithm.

TABLE IX: Error Detector with Features ready to deal with
people with masks

Features Accuracy F1 Features
Wilcoxon
Accuracy

Mean SD Mean SD p stat
Gaze, Head, Actions (1) 72.18 4.25 71.39 4.73 (1) Vs (2) 1.73e-6 0.0
Base +Actions(2) 79.86 3.06 79.57 3.32 (1) Vs (3) 1.73e-6 0.0
Base + Actions
+Emotions(3) 80.13 2.88 79.86 3.10 (2) Vs (3) 0.026 124.0

5) Usage of Emotions on Error Detector: Regarding the
usage of features, with the previous experiments, we could
conclude that the usage of action helps the algorithm. How-
ever, when comparing the addition of emotions to the base
plus actions, generally a statistically significant difference is
not achieved. But in certain runs, a statistically significant
difference was obtained.
The results are shown in table X and from it, we can see that
in each run, base plus actions plus emotions generally has
the highest number of runs where it is best. Looking at the
10 sets, in four of those both Wilcoxon and t-test had values
below 0.05, with the usage of emotions and actions achieving
the highest value, the rest 6 sets no statistically significant
difference was achieved. When evaluating all the mean values
from the 10 sets, both hypothesis tests achieved p-values below
0.05, with the overall highest mean achieved by base plus
actions plus emotions, this verifies the hypothesis H4a).

So, we can conclude that using Random Forest with action
units, head movement, and position, gaze shifting, actions
of the robot and emotions achieves the best performance
in detecting an error in our dataset, which confirms all the
hypothesis written before H1 - H4.



TABLE X: Comparison between combination of features, with
Vizzy dataset

Set of 25
runs

Actions + Emotions (1)
Score Actions (2) score Wilcoxon t-test hypothesis test

for all 250 runsmean SD Runs mean SD Runs p-value p-value
1 79.99 3.21 13 79.77 3.41 3 0.11 0.30

wilcoxon:
0.027
t-test:
0.016
(1):

79.99
(2):

79.80

2 79.28 3.36 9 79.10 3.64 3 0.12 0.16
3 81.00 3.58 10 80.61 3.73 4 0.0094 0.0091
4 79.63 4.01 9 79.58 4.26 9 0.69 0.78
5 79.74 3.09 9 79.27 3.35 4 0.0027 0.0045
6 79.35 3.33 11 79.11 3.45 4 0.03 0.045
7 80.15 3.11 13 80.06 3.48 9 0.38 0.66
8 78.79 3.19 17 78.44 3.51 3 0.022 0.043
9 81.95 3.19 8 82.18 3.40 8 0.34 0.17
10 79.99 3.07 16 79.89 3.41 7 0.31 0.54

C. Error Type Classifier

In this section we present the results for the error type
classifier

1) Random Forest Vs Naive Bayes Vs KNN: We compare
Naive Bayes, and K-Nearest Neighbour with Random Forest,
using the base plus actions features, figure 11.
Random Forest achieved the highest scores on accuracy mean
score, and the lowest on hamming loss, with a statistically
significant different result from the other two algorithms.

Naive Bayes Random Forest KNN
Classifier
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Fig. 11: Random Forest Vs Naive Bayes Vs KNN

We can reach the conclusion that Random Forest achieves
the best performance for our error type classifier.

2) Different combination of input features: In table XI
we verify that the addition of the action units improved the
algorithm when comparing with the features used by the
previous automatic error detector studies ( [8], [7]). This
confirms the hypothesis H1b).
TABLE XI: Compare the addition of Action Units, Vizzy angle

Features Accuracy Hamming
Loss Features Wilcoxon

Mean SD Mean SD p stat
Head and Gaze (1) 59.90 9.80 0.27 0.073 (1) Vs (2) 0.0001 5.0
Head, Gaze and AU(2) 64.11 10.0 0.24 0.073

In table XII, all the additions to the base features achieved
a statistically significant difference with higher accuracy and
lower hamming loss. The addition of actions increased the
most performance of the algorithm.
We can conclude then, that the actions of the robot help
the algorithm in classifying the type of error, confirming the
hypothesis H2b) and H3b).

3) Usage of Emotions for Error Classifier: Throughout the
error classifier experiments, there was not a clear observation if
the addition of emotion to the actions improved the algorithm.
So, in this section, we present an experiment like the one
before, where we perform 10 set experiments, each constituted

TABLE XII: Random Forest classify error type, combination
of features

Features Accuracy Hamming
Loss Features Wilcoxon

Mean SD Mean SD p stat
Base (1) 62.23 9.13 0.244 0.068 (1) Vs (2) 8.86e-5 0.0
+Actions(2) 74.56 8.47 0.136 0.045 (1) Vs (3) 0.033 48.0
+Emotions(3) 63.09 9.35 0.239 0.068 (1) Vs (4) 8.86e-5 0.0
+Action
+Emotions(4) 74.63 8.73 0.136 0.046 (2) Vs (3) 8.86e-5 0.0

(2) Vs (4) 0.68 94.0
(3) Vs (4) 8.86e-5 0.0

by 25 runs. As we can see from table XIII, the usage of base
plus actions more frequently achieves the highest accuracy
scores with a statistically significant difference. The overall
hypothesis test also achieved a p-value below 0.05, with the
best performance achieved by the base plus actions of 75.48%
accuracy. This negates the hypothesis H4b).

TABLE XIII: base + actions Vs base + actions + emotions on
Vizzy angle

Set
of 25
runs

Actions +
Emotions(1) score Actions (2) score Wilcoxon t-test hypothesis test

for all 250 runsAccuracy Accuracy
mean (SD) mean (SD) p-value p-value

1 74.58 (7.98) 75.43 (7.90) 0.00055 0.00058
wilcoxon:

0.0019
t-test:
0.014
(1):

74.65
(2):

75.48

2 73.79 (8.62) 74.20 (8.54) 0.027 0.016
3 75.52 (7.60) 76.15 (7.58) 0.01 0.008
4 74.12 (10.99) 74.47 (10.96) 0.28 0.22
5 72.18 (9.55) 72.93 (9.69) 0.0009 0.0002
6 76.05 (8.28) 76.86 (7.96) 0.0002 0.0003
7 73.28 (8.33) 73.51 (9.07) 0.24 0.44
8 77.02 (9.11) 77.80 (9.19) 0.0037 0.0079
9 75.82 (6.93) 79.03 (6.94) 0.011 0.009
10 74.20 (9.04) 74.46 (9.43) 0.29 0.30

In conclusion, to classify the error into TF and SNV, the
usage of head, gaze, action units and actions performs the
best in our dataset. This confirms all the hypothesis written
before, except for the H4b) since emotions does not help in
classifying an error.

D. Emotion Algorithm

In this section we show the results for the emotion algo-
rithm.

1) AU combination: For all combination sets, having a
threshold below 0.5 demonstrated poor performance in de-
tecting neutral faces. With thresholds above 1, the methods
considered most emotions as neutral. As such we decided to
compare the methods with a threshold of 0.8.
From table XIV we notice that the combinations of Ghayoumi
et al. and Lucey et al. have an overall worst performance.
Tautkute et al. and Karthick et al. achieved the worst in
detecting fear. MixedBest has a poor performance in detecting
anger. Ekman et al., the proposed combination, achieved high
accuracy with the lowest being on fear, nonetheless is the
combination that offers the most balanced scores.

TABLE XIV: Comparing averageAU methods with threshold
0.8

Method(%) Anger Disgust Fear Happy Sad Surprise Neutral Overall
[12] 20.0 16.61 33.6 98.55 38.57 89.16 74.44 59.14
[14] 6.67 0.0 44.0 99.7 7.14 90.84 68.89 52.78
[29] 37.33 82.71 8.0 100.0 63.57 87.95 74.44 73.64
[15] 37.33 82.71 26.40 100.0 63.57 87.95 72.22 74.92
[13] 24.89 85.08 11.2 100.0 68.57 80.72 75.56 71.25

mixedBest 15.11 83.05 52.0 100.0 68.57 92.53 67.78 75.23



Ekman et al. [15] performed the best from the various
combinations, as such, as it was proposed, in the following ex-
periments we use this combination for the averageAU method.

2) Emotion recognition evaluation: With the AverageAU
method established, we proceed to compare the three available
methods with the experiments using the dataset from Avelino
et al [3].
On table XV averageAU performed the best in all conditions.
For data 1, all methods achieved over 80% accuracy. Aver-
ageAU performed best, with an accuracy of 94.3%. For data
7, Efficient CNN [28] performed the worst while AverageAU
performed the best, with 13.74% and 75.42% accuracy, re-
spectively.
Since Efficient CNN was unable to deal with the bearded
example (figure 5b) and was outperformed by all the other
algorithms, we argue that it is not suitable for our application.
Regarding deepFace and averageAU, they both have similar
performances.

TABLE XV: Experiments on Avelino dataset sample, for
emotion algorithm

Data SNV TF Efficient CNN DeepFace avg AU
1 Happy, Surprise 83.5% 88.35% 94.3%
7 Happy, Surprise 13.74% 54.7% 75.42%

1 Happy, Surprise Happy, Surprise,
Neutral 86.19% 88.04% 88.5%

1,7 Happy, Surprise Happy, Surprise,
Neutral 66.85% 81.06% 84.34%

To have a further comparison between deepFace and aver-
ageAU we use the CK+ dataset [14]. The results are presented
in table XVI. AverageAU performed the best in all emotions
with an overall accuracy score of 74.92%, while deepFace had
an overall accuracy score of 31.0%. A statistical significance
test was performed using McNemar test, having a p-value
below 0.01.

TABLE XVI: Experiments on CK+ dataset
Method(%) Anger Disgust Fear Happy Sad Surprise Neutral Overall
DeepFace 23.11 6.4 8.8 83.48 21.43 12.29 62.22 31.0
avgAU 37.33 82.71 26.4 100.0 63.57 87.95 72.22 74.92

Since averageAU performed the best both on our experiment
in the dataset of Avelino and on CK+, we use this algorithm
to classify emotions on our dataset.

3) AverageAU on faces with half masks: We show the
results of the averageAU when capturing the emotions of
people using masks. In table XVII we present the action units
from the Ekman correspondence that can be used.

TABLE XVII: Ekman AU from superior part of the face (covid
Ekman)

Method Anger Disgust Fear Happy Sad Surprise
Ekman 4, 5, 7 9 1, 2, 4, 5 6 1, 4 1, 2, 5

In table XVIII we show the results. It is hard to identify fear
with only the upper part of the face, however, the algorithm
was able to identify the rest of the emotions. This shows that
with the AU visible when a person is using a half-face mask,
it is possible to identify emotions, except for fear.

TABLE XVIII: Results of covid Ekman on CK+ dataset
Method(%) Anger Disgust Fear Happy Sad Surprise Neutral overall
covidEkman 36.0 94.58 0.0 89.28 52.86 83.13 88.88 71.38

However, the action units used previously were obtained
with openFace with images of people not using masks. For
the averageAU we need the AU to be reliable, which is not
the case when openFace deals with people with masks.

We performed an experiment where we tried to acquire the
same action units but now adding a face mask to the images.
The resulting action units were different, as well the results
of the averageAU, table XIX.

TABLE XIX: CK+ masked, avgAU result
Method(%) Anger Disgust Fear Happy Sad Surprise Neutral overall
Ekman Covid 1.5 100.0 0.0 0.0 0.0 5.07 0.0 20.6

A reason for the difference of the action units is that
OpenFace uses specific facial landmarks to align the face and
to normalize it to compare to a neutral position, [30]. The
masks hide some of those landmarks. The facial landmarks
are also used to obtain geometry and appearance face features,
to then classify action units.

VI. CONCLUSIONS AND FUTURE WORK

In this work, we proposed an algorithm that detects and
classifies error situations during one-to-one human-robot in-
teractions in a controlled environment. The proposed pipeline
uses facial and head features extracted from image frames of
a robot onboard camera and information of robot actions. The
proposed pipeline achieved significantly higher results when
using the proposed set of features, which includes head, gaze,
AU, emotions, and actions of the robot, than with features
used in past works, that used head and gaze features [7], [8].
With an average accuracy of 72.77%, our algorithm showed
promising results in the evaluation dataset. The usage of a me-
dian filter showed an improvement in the performance of the
algorithm, with an average accuracy of 79.63%. Further tests
validated the use of Random Forest models to detect errors and
classify them with the proposed set of features. These results
are obtained from an exhaustive study of the combination of
several input features and classification algorithms. We want
to stress the following results from the components of the
pipeline:

• Random Forest classifiers work better on both error
detection and error classification;

• Action units and robot context improve in a significant
manner the performance of both error detection and error
classification;

• Emotion features improve the performance of error de-
tection but not error classification;

• The emotion recognition algorithm proposed in this work
outperforms state-of-the-art methods in the case of our
dataset. In addition, our method is computationally effi-
cient when compared to deep learning-based methods.

We obtained promising results using the Isolation Forest algo-
rithm, which is able to cope with mislabeled data while hav-
ing similar performance to the conventional Random Forest.



Future works should study these findings in detail. In future
works, we intend to perform actual human-robot interaction
studies to test our algorithm in real-time, making the robot
react to error information. Moreover, we will explore more
contextual information, for instance age or culture, as well as
temporal image and action features. Finally, we also intend
to evaluate the proposed emotion recognition algorithm in
more challenging scenarios, such as dealing with multiple
participants simultaneously.
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