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Abstract

The use of Augmented Reality (AR) in the medical field has been vastly studied and developed in
the last decade to help healthcare professionals in surgical matters. However, limited evidence has been
shown for the use of AR in breast reconstruction surgeries using deep inferior epigastric perforators
(DIEPs). Such surgeries heavily rely on the use of computed tomography angiography (CTA) for preop-
erative imagery and, for professionals to make use of this data, a time-consuming manual task has to be
performed. The purpose of this work is to understand if AR can aid users during the pre-operative and in-
traoperative processes of breast reconstruction surgeries using DIEPs, namely in locating the perforators
and their tracing process, by reducing surgery time and increasing user satisfaction and communication.
To validate these hypotheses, BREAST FLAPPAR - a user-centered ecosystem composed of AR sys-
tems, a report, and a data visualization for the operating room screens - was proposed. This prototype
was designed to assist professionals during these procedures, relying on data from CTA imagery used as
input for the AR systems and allowing surgeons to analyze crucial information in a simpler way than be-
fore. Informal observation and co-design sessions were conducted, together with a user study with seven
specialists in this type of surgery to test the ecosystem. The results obtained indicate a reduction in the
tracing process time of up to 95% and an overall 88% positive feedback in the satisfaction questionnaires.
With these results, we can conclude that the ecosystem proposed can reduce surgery time and is useful
for breast reconstruction surgeries using DIEPs.
Keywords: Augmented Reality; Deep Inferior Epigastric Perforator Flap; Breast Reconstruction.

1. Introduction

To perform microsurgery, in particular breast re-
construction using deep inferior epigastric perfo-
rators (DIEPs), all planning is crucial to increase
the intervention’s success and reduce possible er-
rors [7]. It is important to acknowledge the fun-
damental role that preparation has on the surgery,
together with the important role Computed Tomog-
raphy with Angiography (CTA) scans play in this
process [3]. Several methods have been previ-
ously developed for this type of surgery, such as
using a Doppler ultrasound to identify perforators.
Despite being helpful in this type of surgery, such
technologies do not allow surgeons to obtain key
information regarding perforators, leading to the
widespread adoption of the CTA scan in breast re-
construction surgeries using DIEPs - a gold stan-
dard for this type of surgery [3]. The current model
requires professionals to perform a slow manual
task, consisting of tracing on the patient’s skin the
possible perforators’ location using conventional
markers and a ruler to use information obtained

from the CTA scan. Two professionals are usually
required to perform such task, with one surgeon
reading the information from a non-graphical re-
port and the other performing the tracing process.
The lack of graphical elements and well-though
data encoding presented in the current report, to-
gether with the iterative and long-lasting process,
makes this task unnecessarily hard, leading to ex-
tended surgery time and subjectivity in the trac-
ing process [1]. As the need for technological ad-
vancements increased within free flap transplan-
tation, many systems focused on aiding the sur-
geon’s navigation throughout the surgery were de-
veloped [2]. Throughout the years, a vast num-
ber of new technological systems have been de-
veloped within the different areas of medicine, with
one area - breast reconstruction - standing out.
The systems developed for this particular area over
the years have achieved great results and have
been quickly adopted by surgeons, even if facing
some limitations. The main objective of this work
is to verify if the use of an Augmented Reality (AR)
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ecosystem, together with a redesigned medical re-
port, can help identifying and locating perforators
in breast reconstruction surgery using DIEPs, ulti-
mately aiming to reduce surgery time by eliminat-
ing manual tasks and creating a semi-automatic
pipeline. Bearing this in mind, BREAST FLAPPAR
was developed. These systems are capable of dis-
playing vital information, allowing surgeons to an-
alyze information about the identification, location
and key characteristics of the perforators in a sim-
pler way than before. A visualization where sur-
geons can instantaneously obtain qualitative and
quantitative information through data encoding and
graphical elements was also developed. This visu-
alization will simultaneously be used to augment
the patient space and as a relevant graphical (in-
fovis) element to improve medical report reading.
The ecosystem is composed by several elements,
including a Spatial Augmented Reality (SAR) sys-
tem that is able to project vital information regard-
ing perforators on top of the patient’s abdomen, a
Mobile-AR application for iOS devices that allows
professionals to analyze the same data directly on
the patient’s abdomen or any other surface, and
an Optical See-Through Augmented Reality (OST-
AR) system that merges CTA scan’s data with a
surface scan of the patient’s skin, allowing health-
care professionals to analyze this vital information
hands-free.

2. Related Work
Augmented Reality (AR) in medicine [8] fulfills the
need to visualize and analyze medical data simul-
taneously with the patient and within the same
space. This need drove professionals to build Med-
ical AR systems such as ARM-PS [7] - a system
that aims at being a simple mobile AR system that
allows users to superimpose virtual information as
a dissection route map, simply using their smart-
phones. To do so, the user needs to upload the
three-dimensional imagery obtained from the CTA
into the AR app, and by opening the camera, the
virtual scene will be superimposed over the real-
world. Furthermore, to increase the system’s ves-
sel location accuracy, the superimposed images
are fixed to certain anatomical parts of the patient
such as the umbilicus. To verify the accuracy of
the ARM-PS, a study was conducted where the
authors compared the results obtained from the
system with the results obtained from a traditional
handheld Doppler, using data from thirty patients
and sixty inguinal areas. With this study, a corre-
lation of 100 percent with the ARM-PS drawings
and the location of the vessels and lymph nodes
was identified. The authors were also able to verify
that the flap harvest time, using ARM-PS, was 72
minutes, while the harvest time without using this
new technology was 90 minutes, leading to an av-

erage time of harvest decrease of 20 percent. By
defining a dissection route map in an easy, non-
invasive, and more accurate way, ARM-PS is able
to reduce surgery time while improving operative
results, leading to a decreasing donor site morbid-
ity.

Similarly to ARM-PS [7], another medical AR
system [4] was developed, overlaying a vascular
map on top of the patient using the CTA collected
data in order to help guide surgeons prior to and
during the perforator flap transplantation proce-
dure. This new system was developed using AR-
ToolKit, with the authors using screw-fixation mark-
ers as tracking tools for the system instead of us-
ing the umbilicus as an anchor to place the vir-
tual scene. This method assures the fixation of
the marker throughout the surgery, allowing pro-
fessionals to trust the imagery projected and to not
worry about possible displacements of the mark-
ers. The study conducted to understand the im-
pacts of such technology within this surgery con-
sisted of projecting the navigation system on top of
an animal and measuring the system error. By an-
alyzing the results obtained from this study, the au-
thors were able to validate the success of the navi-
gation system in identifying and projecting the cor-
rect caliber and location for each perforator. Fur-
thermore, the navigation system obtained a mean
error value of 3.474 mm ± 1.546 mm regarding the
perforators’ location. Even though further improve-
ments and clinical trials need to be made, these ini-
tial prototype results validate the advantages that
an AR navigation system can bring, such as pre-
cise navigation information displayed in real-time
that allows a rapid and safe dissection of the perfo-
rators during a flap transplantation surgery.

It is important to explore other technolo-
gies within the Milgram’s reality virtuality contin-
uum [6] beyond the Mobile-AR technologies ex-
plored above, such as see-through AR. Gijs Lui-
jten [5, 9] developed a see-through AR system,
using Microsoft’s HoloLens, that allows users to
identify, locate and understand the intramuscular
course of the perforators and epigastric arteries,
which are crucial to the success of this medical
procedure. By extracting data collected from the
patient’s CTA scan, and by using a marker placed
on the abdominal nevi as a landmark for the sys-
tem, the author was able to register an anatomy
hologram for each patient, that can be used prior to
and during the procedure. To guarantee the correct
visualization throughout the procedure, real-time
patient tracking can be obtained from the quick
response marker attached to the abdominal nevi.
The accuracy of this HoloLens system has been
tested by conducting a study with twenty patients
and two observers. From the 961 accuracy mea-
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surements conducted, 70 percent were below the
clinically relevant threshold, meaning that the mar-
gin of error was less than 10 mm. Despite the
limitations related with perceiving the depth of the
hologram, the results obtained lead to the conclu-
sion that a see-through AR system can be useful to
display a patient’s relevant anatomy for the free flap
harvest procedure, leading to a more intuitive and
accurate way compared to the regular model. It is
also important to refer that further improvements
and studies should be conducted to show that a
system such as the one presented can be used to
improve perforators localization and identification,
and ultimately lead to a decrease in surgery time
and in complications associated with this surgery.

As for SAR systems that help DIEP identification
during a breast reconstruction procedure, a new
system [3] was developed that allows users to vi-
sualize superimposed virtual images over the pa-
tient’s abdomen. By using a video projector, in-
formation such as intramuscular course, perforat-
ing locations, and subcutaneous branching can be
displayed prior to the surgery in order to provide
visual aids to the user. Similarly to other AR sys-
tems such as ARM-PS [7], the umbilicus was used
as an anchor for the superimposed images to guar-
antee their correct placement. To verify the accu-
racy of this new system, a study with nine patients
was conducted, verifying the validity of the pro-
jected data collected from the three-dimensional
reconstruction of the CTA by comparing it with
data collected using a Doppler. Preliminary results
showed that, by using Doppler ultrasound, 88 loca-
tions were marked, whereas the new system pro-
jected information regarding 100 perforators. More
importantly, from the 34 perforators transplanted,
the Doppler and the new system were able to find
19 and 29 locations, respectively. By comparing
both methods, it is clear that the new system adds
more important information to the users, such as
intramuscular course and subcutaneous branch-
ing, while decreasing surgery time. Furthermore,
by analyzing the study’s results, the projection sys-
tem was able to accurately identify more perfora-
tors than the Doppler. However, it is also impor-
tant to mention that this system contains some lim-
itations when it comes to the operator dependent
method, which might lead to unaligned results [3].

3. Methodology

BREAST FLAPPAR is an ecosystem that was built
to help surgeons and healthcare professionals in-
volved in breast reconstruction surgeries using
DIEPs. To reach the final visualizations, several
tasks have to be performed, particularly in obtain-
ing and manipulating the data. The first step in
obtaining the data is to get preoperative imagery

to access the location and information regarding
the patient’s perforators. In order to get this data,
a CTA scan of the patient is performed, allow-
ing us to obtain important information about the
perforators such as location, caliber, intramuscular
course, and subcutaneous course.

After obtaining the information generated by the
CTA scan, this data will be used as input for the
AVAOFF - an automatic system that analyzes the
CTA scan’s output and obtains crucial information
regarding perforators. This system can fully elimi-
nate the need for a radiologist team to perform the
manual task of analyzing the CTA scan’s results.
AVAOFF’s output is an XML file containing infor-
mation regarding the patient’s skin, fascia, umbili-
cus, and perforators. This file contains relevant in-
formation regarding to the perforators such as cal-
iber, intramuscular and subcutaneous course, as
well as its location. This information is cleverly de-
scribed within XML tags and each entry of the file,
inside the tags, corresponds to the location of a
single point. This information allows us to accu-
rately trace a three-dimensional detailed model of
the patient’s anatomy.

To obtain the 3D model, we need to convert this
input information into 3D data. To perform such
task, we developed a parser that starts by sepa-
rating the data using the XML tags within the file,
allowing the parser to generate specific meshes
for each object. Each XML code line inside a tag
is then converted into a point within a specific 3D
mesh, allowing the creation of a complete 3D ob-
ject representing a part of the patient’s anatomy.

A python script was also created to define
the umbilicus as the center of the model. The
AVAOFF’s XML output file defines the origin of the
data as a point of the patient’s anatomy that is not
easy to detect using only the human eye. We de-
cided to perform this translation in order to facilitate
the calibration of the AR systems.

After performing some manual adjustments to
the parser’s output, the final 3D model (Fig. 1) is
obtained, which will be used as input to all AR sys-
tems within BREAST FLAPPAR. This model con-
tains a well-thought visualization composed of dif-
ferent elements such as the patients abdomen,
umbilicus and perforators, allowing healthcare pro-
fessionals to analyze this information efficiently
and effectively.

For enhancing the visualization, and for calibra-
tion purposes, the OST-AR and Mobile-AR sys-
tems require as input the result of a merger be-
tween the 3D model and a surface scan. This sur-
face scan contains the patient’s body between the
neck and the hip line, and is obtained by the doc-
tors using a 3D scanner, particularly the Creaform
go scan 3D. The result of the merging process can

3



Figure 1: Blender dashboard during the 3D model’s manual
adjustments.

Figure 2: Visualization obtained after the merger between the
3D model and the surface scan, using Blender.

be visualized in Fig. 2.
The first AR system that we will approach in this

work is the SAR system, which is able to project
a well-thought visualization on top of the patient’s
abdomen (Fig. 4), allowing the surgical team to ob-
tain an enhanced visualization containing informa-
tion regarding the patient’s anatomy, particularly
the patient’s perforators. This system allows all
participants within the Operating Room (OR) to vi-
sualize the information displayed on the patient’s
abdomen, instead of limiting the visualization to the
person who is holding or manipulating the device.
To calibrate this system, the user needs to position
the circle projected on top of the patient’s umbilicus
and align the curved lines with the patient’s silhou-
ette. By following these steps, the system assures
that both the positioning and the depth of the pro-
jection are perfectly aligned with the patient. These
elements allow professionals to intuitively under-
stand how to align the visualization with the pa-
tient’s body, but also to re-align during surgery if
needed.

The second system within BREAST FLAPPAR’s
ecosystem is the Mobile-AR - an iOS applica-
tion that allows healthcare professionals to analyze
the patient’s anatomy and important surgery infor-
mation using only a smartphone, particularly, an

Figure 3: SAR system projecting the visualization during a sim-
ulated procedure.

Figure 4: User’s visualization of the Mobile-AR system.

iPhone. This system was created to be used in the
OR and during the preoperative process, providing
the user with an almost instantaneously automatic
calibration that can be made on top of any flat sur-
face or even on top of the patient’s abdomen during
surgery.

The portability of such a system should be val-
ued since we are allowing professionals to prepare
for a complicated surgery without the need for a
special room or advanced equipment. By using this
system, the team is able to perform the preopera-
tive process in an innovative way. They are able to
simultaneously be in any comfortable place chosen
by them and still possess all the equipment needed
for this process. Furthermore, this system assures
that everyone in the team visualizes the same in-
formation as their peers, leading to an increase in
communication between the team members.

The final AR system within BREAST FLAPPAR
is the OST-AR system - an AR system made
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for surgeons to use during breast reconstruction
surgery using DIEPs, using a smartphone and the
Aryzon’s headset. The visualization contains the
3D model explained above, as well as a 3D surface
scan for increased visualization quality and calibra-
tion purposes. This scan creates a 3D mesh of the
patient’s body between the neck and the hip line.

Figure 5: Participant using the OST-AR system to perform a
task during a simulated procedure.

During surgery, this system should be used by
the surgeon as it provides a hands-free visualiza-
tion that does not interfere with the normal surgery
processes and tasks.

To calibrate the system, the user needs to align
the model with the patient, which should be done
by aligning the virtual body displayed in the head-
set with the patient’s real body. The surgeon can
move the model by using the touchscreen on the
smartphone to manipulate its position and rotation.
After the alignment between the model and the
patient is completed, the model will be anchored
in that position throughout the surgery. The final
step in this process is to place the smartphone in-
side the headset and the visualization will appear
instantaneously. After this process is completed,
the surgeon will be able to visualize the informa-
tion three-dimensionally anchored to the patient’s
body.

BREAST FLAPPAR also contains a report to be
used during the pre-operative process, and a data
visualization created for the OR’s screens. Both
data visualization elements contain important infor-
mation about the patient, the perforators obtained
from the automatic system (AVAOFF), and any ob-
servation/comments from the automatic system.
This information about the perforators is within an
easy-reading data table which contains the loca-
tion, caliber, intramuscular course, and subcuta-
neous orientation. Furthermore, a data glyph was
also added to each table entry, representing in a
graphically way the relative location of each per-

forator. A graphical visualization representing the
location of the perforators was also added in a
very similar way to the visualization displayed by
the SAR system. The graphical elements added
to the data analysis tools within BREAST FLAP-
PAR assure a coherent experience between these
elements and the AR system, leading to a seam-
less transition between elements within BREAST
FLAPPAR’s ecosystem.

4. Results & discussion

A user study was conducted to understand if
the proposed ecosystem can enhance the pre-
operative and intraoperative space. In this study,
the main goal was to verify how helpful our work
is regarding breast reconstruction surgery using
DIEPs. This study was separated into two differ-
ent phases, and took place in a simulated OR.
The first focused on the pre-operative elements of
our ecosystem, i.e. the report re-design and the
Mobile-AR system, and was conducted during a
pre-operative process using real patient’s data. In
this phase, we asked the users to perform some
normal activities of this process using the elements
within BREAST FLAPPAR developed for this pur-
pose. After the users concluded this process,
they were asked to fill in a satisfaction question-
naire, as well as answering open questions regard-
ing their experience during a semi-structured inter-
view. The second phase focused on the surgery,
where the remaining elements of our work were
tested, mainly the visualization developed for the
OR screens, the SAR system, and the OST-AR
systems. This phase was conducted during a sim-
ulated surgery with the same data used in the
pre-operative study phase. Similar to the initial
phase, we asked the participants to perform spe-
cific tasks, and after the conclusion of these tasks,
they were asked to fill in a satisfaction question-
naire and answer some open questions during a
semi-structured interview as well.

This study was conducted with 7 specialists with
high experience in breast reconstruction surgery
using DIEPs, being 71,4% male and 28,6% female.
The participants have experience with breast re-
construction surgery with, on average, 13 years
of experience, participating in over twenty surg-
eries, and regarding breast reconstruction using
DIEPs, all participants have on average eight and
half years of experience, with 71,4% having par-
ticipated in over twenty surgeries, and 28,6% on
less than ten surgeries of this kind. Regarding the
users’ experience with AR, 28,6% have experience
with Mobile-AR, 42,9% with OST-AR, and 28,6%
with SAR. The rest of the participants do not have
experience with AR. Furthermore, 2 users (28,6%)
have experience with OST-AR in pre-operative pro-
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cesses, and 1 participant (14,3%) have experience
with OST-AR during an intraoperative process. The
remaining participants do not have experience with
AR in pre-operative or intraoperative processes.

4.1. Results
In our satisfaction questionnaires, we asked partic-
ipants to answer each statement presented with a
6-level Likert scale, ranging from 1 (Strongly dis-
agree) to 6 (Strongly agree). The results obtained
in the satisfaction questionnaires can be analyzed
in Fig. 6. The report section of the results ob-
tained in this questionnaire showed us that the ma-
jority of the participants, in all statements, slightly
agreed, agreed, or strongly agreed, particularly on
average the participants answered positively for
81.63%. 85% of the participants answered that
this report contains the most important informa-
tion for the surgery and its preparation. These
results allow us to understand that the report is
useful when it comes to presenting and identifying
the most important information to the pre-operative
and intraoperative process. Furthermore, this re-
port also provides an easy-to-understand analysis,
while also improving communication between team
members.

Regarding the data visualization created for the
OR screens, similar positive results were obtained,
where 97.62% of the answers were positive (4 or
higher). Even though the same data and graphical
elements are present in both the report and this
data visualization, the latter scored significantly
higher - all of the participants agreed or strongly
agreed with 5 out of 6 statements presented.

In the Mobile-AR section of our satisfaction
questionnaires, the answers were overall positive
(87.76%). According to the results obtained, the
participants believe that this system is particularly
useful when it comes to the analysis of the patient’s
anatomy and its perforators, since 100% of the par-
ticipants answered with agree or strongly agree to
this statement. Furthermore, the 85% of the par-
ticipants believed that this system is useful for the
pre-operative process.

Similar results were also verified in the SAR sec-
tion of the satisfaction questionnaire. In this sec-
tion, 97.96% of the results were positive. More im-
portantly, 100% of the users answered with a pos-
itive score for 6 out of the 7 statements presented.
Furthermore, the users believe that this system is
easy to learn, and is useful to the intraoperative
process, since for both statements, 100% of the
participants agreed or strongly agreed.

The last system approached in the satisfaction
questionnaires was the OST-AR system, and ob-
tained 75.71% of positive answers - the lowest
score within our ecosystem. Nonetheless, the ma-

jority of the participants answered positively for all
the statements, even if some statements obtained
divisive answers, particularly when it came to how
easy is it was to use the system, where 29% of
the participants strongly disagreed that the system
was easy to use.

After the satisfaction questionnaires, the partic-
ipants also took part in a semi-structured inter-
view were they were able to express their opinions
and provide us important feedback regarding the
elements that compose BREAST FLAPPAR. The
feedback obtained in this part of our study regard-
ing the report and the data visualization for the
OR screen was very similar since both these el-
ements contain the same information and graph-
ical elements. Participants stated that the analy-
sis of the information presented in both of these
documents is very easy, and in the case of the re-
port, better than the previous version. They have
also mentioned that the use of graphical elements
in both these elements improves significantly the
data analysis, mainly since it provides the users
with an efficient and quick way to obtain insights re-
garding the location of the perforators. Both these
elements also received suggestions for improve-
ment, mainly graphical changes in the interface
presented. The changes suggested by the partici-
pants mostly represent the addition of small graph-
ical elements such as the patient’s silhouette in
the representation of the perforators and the ad-
dition of labels in each point represented. Regard-
ing the data glyph presented in each entry of the
data table, some participants suggested that the
line should be removed and replaced by a single
point, since it can be misunderstood by the course
of the perforator.

For the Mobile-AR system, the feedback was
mainly positive, especially regarding on how easy
it is to calibrate, use, and visualize the informa-
tion presented in the system. The possibility to
visualize advanced vascular structures within sec-
onds with just a smartphone, as well as the re-
duction of the time spent during the pre-operative
process, represent some of the feedback obtained.
Following these ideas, the participants also stated
that they did not felt any difficulties using the sys-
tem and that they believed this system comple-
ments, helps, and should be used during the pre-
operative processes. Two participants also sug-
gested a change in the system, particularly the ad-
dition of the patient’s fascia into the 3D model visu-
alized.

When it comes to the SAR system, similarly to
the results stated in the section above, the feed-
back obtained was very positive. The participants
stated that the system provides the user with a
quick calibration and easy-to-understand interface,
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Figure 6: Results of the satisfaction questionnaires for each element of the BREAST FLAPPAR’s ecosystem.

allowing a fast and simple tracing process. It was
also stated this system complements the intraop-
erative space, and can and should be part of this
process. Some changes were also suggested, par-
ticularly the addition of a section of the patient’s
muscle, for surgeons to understand how easy is to
harvest a specific perforator. Furthermore, the par-
ticipants also suggested to place the projector on
the ceiling to increase the visualization’s stability.

For the OST-AR systems, most participants par-
ticipants started this part of the interview by ex-
plaining the problems they felt while using the sys-
tem. They explained that the calibration of this
system was hard, and re-calibration was needed
in some situations. Furthermore, during the task,
some visualization problems appeared to some
participants such as flickering of the virtual scene,
which according to the participants was uncomfort-
able, and in some particular situations a duplication
of the virtual scene. Nonetheless, the participants
also gave us positive feedback, mainly regarding
the visualization where they stated that it contains
the most important information while being easy
to analyse, and also the importance of having a
hands-free system.

Finally, the participants were also asked to ex-
plain what system they liked the most, and in what
scenario. The vast majority of the participants an-
swered with the SAR system for the intraopera-
tive process and the Mobile-AR system for the pre-
operative process. Some participants only men-
tioned the SAR system in this question.

4.2. Discussion
As explained in section above, all the elements
achieve positive results for every statement pre-

sented during the satisfaction questionnaires, par-
ticularly, the overall score obtained in the satisfac-
tion questionnaires was 88.14% positive answers -
a significantly high score for BREAST FLAPPAR.
As stated previously the element in our ecosys-
tem that scored the lowest was the OST-AR sys-
tem, achieving 75.71% of positive answers. On
the other hand, the SAR system achieved 97.96%
of positive answers - the highest score obtained
within BREAST FLAPPAR’s elements. Regarding
the feedback from the semi-structured interviews,
we can understand that participants provided us
with mainly positive feedback and comments. Fur-
ther improvements were also suggested mainly re-
garding the addition of graphical elements such as
a legend for each point in the report and data vi-
sualization, or the patient’s fascia in the Mobile-
AR system. These suggestions are important and
can be implemented in the systems to increase the
quality of the interface presented.

It is also important to mention that some partici-
pants, while performing the task related to the OST-
AR system, found some issues mainly related to
the calibration process and visualization. In some
cases, the system needed recalibration if the user
moved, leading to the need to re-calibrate the sys-
tem, sometimes more than once. In some cases,
it was also difficult to align the virtual scene with
the real scene, making this process harder than
needed. We believe that the calibration issues
found during this procedure arose from the OR
lights. Regarding the problems found in the visu-
alization, some participants mentioned some flick-
ering in the virtual scene, and a few experienced
a duplication of the virtual scene. Even with these
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problems, the participants believe that this system
is helpful to the surgery, and represents a good way
to visualize the patient’s anatomy to obtain insights
for, and during the surgery.

These results allow us to conclude that the ele-
ments within BREAST FLAPPAR’s ecosystem are
useful and should be added to the current pre-
operative and intraoperative processes.

During the tasks performed by the participants,
no usage errors were found, although two par-
ticipants struggled to understand the data glyph
present in the report and data visualization, ask-
ing for help to understand this data encoding el-
ement. Furthermore, in the report, some partici-
pants struggled to understand the orientation of the
graphical element.

Regarding the impact on surgery time, during
our user tests, the participants took on average 12
seconds for calibration and 47 seconds for the trac-
ing process using SAR system. With the OST-AR
system, the participants spent on average 3 min-
utes in the calibration and 1 minute in the tracing
process. Without using one of our AR systems,
this process in a surgery lasts between 15 to 20
minutes, meaning the SAR system can achieve the
same result in just 5% to 6,7% of the time usu-
ally spent. Regarding the OST-AR system, it rep-
resents between 20% to 26,7% of the time spent.

Furthermore, the vast majority of the partici-
pants found the SAR system to be the most helpful
amongst the AR systems. By comparing the aver-
age time spent in calibration and tracing processes
between the SAR and OST-AR systems, we can
state that the SAR system represents the fastest
choice for this task.

5. Conclusions
Our work intends to verify if an AR ecosystem
can complement and enhance the current model
of performing a breast reconstruction surgery us-
ing DIEPs, mainly when it comes to improving the
manual tracing process and reducing surgery time.

The design process of BREAST FLAPPAR was
always user-focused. To assure that our work
fulfills the needs of healthcare professionals who
will use these systems, we conducted an obser-
vation session of a breast reconstruction surgery
to better understand their needs and its environ-
ment, which combined with our literature review,
allowed us to define our initial ideas on how the
prototype should be. After gather some more in-
formation, we conducted co-design sessions cre-
ating an iterative design process always with the
help of our users, to reach the best possible so-
lution to their needs. In these sessions, we re-
ceived feedback on our prototype, as well as im-
portant suggestions that directly influenced the fi-
nal product. A user study was conducted during

a simulated pre-operative and intraoperative pro-
cess with a real patient’s data to directly evaluate
our ecosystem in a closest as possible real-life sce-
nario. These tests were conducted with 7 special-
ists, which were asked to perform specific tasks
and then asked to fill questionnaires, participate in
semi-structured interviews, and providing us with
feedback and comments, allowing us to evaluate
our work. The results stated in the previous chap-
ter allowed us to understand that our AR systems
are helpful to this surgery, and can also validate our
hypothesis since it decreases surgery time and in-
creases user satisfaction. Furthermore, it was also
stated that BREAST FLAPPAR, through well-tough
interfaces and data-encodings, increases the effi-
ciency and communication between the members
of the team, verifying our last hypothesis.

To conclude, after performing an analysis on the
current market needs and by taking into considera-
tion the results from the user study, we strongly be-
lieve that BREAST FLAPPAR is a next-generation
system, ready for the future and to overcome any
challenges that medicine might face over the next
decades.

5.1. Future Work
Even though our work achieved remarkable re-
sults, there is still margin for improvement. Fur-
ther studies should be conducted to gather more
participants data. Regarding our SAR system, fur-
ther improvements should be made, mainly by fix-
ing the projector in the OR ceiling to increase sta-
bility. When it comes to our Mobile-AR system, the
first limitation arises from being an iOS-only appli-
cation. This application should also be made avail-
able to other operating systems, mainly Android.
For the OST-AR system, further research should
be conducted to mainly to understand if other tech-
nologies, such as the Microsoft’s HoloLens, can
achieve better results. A study to understand if
AR markers improve the stability of the visualiza-
tion should also be conducted. Finally, we be-
lieve that these systems can be applied to other
medical procedures such as other breast recon-
structive surgeries, other reconstructive flap-based
surgeries, and even other types of medical proce-
dures where it is helpful to visualize a virtual scene
containing the patient’s anatomy on top of the pa-
tient.
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