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Abstract

The objective of the present thesis is to assess the possibility of a more accurate and trustful method-

ology regarding the annual energy production estimation of a floating wind turbine. The conventional

approach is to integrate the turbine’s power curve along a given Weibull wind distribution. The alternative

proposed involves the use of numerical simulations with the OpenFAST code. Furthermore, an economic

sensitiveness analysis is performed, with a suitable model from WavEC.

An introduction to the renewable energies field is presented, which ends tilting towards a discussion

on present challenges and endeavours regarding the wind power industry. Special focus is attributed to

its floating offshore sector.

The numerical tool is explored through the analysis of the set of modules that constitute it. The

goal is to reach a more accurate and confident framing of the final results through the evaluation of the

computer-implemented models and assumptions considered. Following, consistency tests are carried out

in order to numerically check the model’s validity.

Finally, the energy topic is dealt with and compared for the two suggested approaches. An economic

analysis aiming at assessing the LCOE’s sensitiveness to some determining factors is also presented.

Such study also allows an insight into the relevance of the numerical approach proposed.

Keywords: Renewable energies, energy production estimation, floating wind turbines, numerical

methods, economic analysis
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Resumo

O objectivo desta tese é o de aferir a possibilidade de tornar o cálculo da energia produzida anualmente

por uma turbina eólica flutuante mais fidedigno. Ao método mais convencional de integração da curva

de potência da turbina numa dada distribuição de Weibull de vento propõe-se uma alternativa baseada

em simulações numéricas realizadas com o código OpenFAST. Procede-se, também, a uma análise de

sensibilidade económico-financeira recorrendo a um modelo disponibilizado pelo WavEC.

Apresenta-se uma introdução ao panorama das energias renováveis, convergindo numa mostra e

debate dos actuais desafios e desenvolvimentos relacionados com a indústria eólica, com especial foco

no sector marı́timo flutuante.

Procede-se a uma análise da ferramenta numérica através do estudo dos vários módulos que a

constituem. Trata-se duma avaliação dos modelos implementados e hipóteses consideradas, a fim de

obter um enquadramento dos resultados finais mais preciso e, por isso mesmo, mais confiante. Acto

contı́nuo, testes de consistência são feitos a fim de consolidar a validade do modelo usado.

Finalmente, a problemática da energia é abordada e comparada, recorrendo aos dois métodos em

diálogo. De seguida, apresenta-se um exercı́cio de análise económica pretendendo aferir a sensibilidade

do custo de energia em relação a alguns factores determinantes. Este permite também avaliar a

relevância da abordagem numérica proposta.

Palavras-chave: Energias renováveis, estiamtiva de produção de energia, turbinas eólicas

flutuantes, métodos numericos, análise económica
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Chapter 1

Introduction

1.1 Socio-economic and political framework on renewable energy

Undeniably, environment awareness and a responsible energetic resource exploration,commercialization

and utilization is on the forefront of the global political, social and economic agenda. International groups,

organizations, institutions as well as governments are increasingly more committed to take serious action

in regard to a clean energy transition, to replace fossil fuels and to preserve earth’s fragile equilibrium.

Many protocols have been signed, such as the Kyoto protocol, 1997 and the Paris Agreement, 2016,

though many others have preceded these. The means to pursuit their goals have started to come

into action. The European Union, for example, has established a 32% renewable energy target for

2032, with a possible increased revision of that value, due to the expected decrease in the cost of

renewable technologies [1]. At the same level, civil societies are more and more conscious about the

issues raised by disordered, simply cost-driven answers to societies energetic demands. By pressuring

their representatives and leaders not to ignore such problems, they constitute themselves as important

change-drivers.

Moreover, factors such as economy, social justice and social well being, among others, also play a

role in this discussion, thus broadening it far from a simply ”ecological” (in the strict meaning of the term)

frame.

In order to fulfil the above mentioned long-term objectives, the interest in renewable sources of energy

has boosted enormously. Specially after the oil shortages of the 1970’s, wind energy appeared as a

strong appealing alternative for the oil-dependent economies. Thus, wind-powered energy increasingly

became an important electricity source. For example, in the U.S.A., the share of electric energy generated

from wind increased from around 1% in 1990 to almost 7% in 2018. China has currently the world’s

largest wind electricity generation capacity [2]. In Europe, in 2018, 14% of the energetic demand was met

by wind energy [3].

Figure 1.1 presents the generalized world trend concerning renewable power installed capacity is

presented. As it can be seen, both onshore wind as well as solar photovoltaic have soared their numbers

while the other technologies have more or less kept their capacity. An important remark is due to offshore
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wind. Barely neglectful in the first decade analysed, it has dramatically soared in less than ten years.

Indeed, a growth of over thirteen fold took place from 2008 to 2017 [4].

Figure 1.1: Renewable installed capacity growth in [5]

1.2 Offshore wind energy

A technological overview and an acknowledgement of the state of the art of the offshore wind industry is

presented in this section.

1.2.1 Technological framework and state of the art

With regard to extracting energy from wind power in offshore conditions, there are two possibilities: either

through bottom-fixed turbines or by means of a turbine coupled to a floating structure which is kept in

place with a mooring system. The main constraint that defines which of these two is used is water depth.

In fact, sea bed-attached structures cannot be used in waters deeper than about 40 to 50m [6]. However,

the average depth of installed structures is much lower: Indeed, for farms under construction in 2018,

it was 27,1 m [7]. This already represents an increase, if compared with an average depth of 16 m for

turbines operating in 2013 [8]. On the other hand, floating devices can be used in water depths of up

to 300 m, having the potential to reach up to 700 m [8]. Naturally, the deeper and farther away from

the coast the wind farm is set up, the more expensive it will tendentiously be (as there are other factors

driving cost). As an example, the average distance of operational wind farms from shore in 2013 was of

only 29 km [8].

Figure 1.2 presents an overview of the main configurations of turbine foundations for offshore wind.
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Figure 1.2: Typical offshore wind structures in [6]

As it may be seen in the graph that follows, the average rated power (as well as height and all other

dimensions, consequently) has been steadily increasing for the last 20 years, reaching a value of 7 MW.

The biggest turbine in the world to be deployed offshore, the V164-8.8 MW from MHI Vestas Offshore

Windhas been connected in 2018 [7]. A 10 MW from MHI Vestas turbine is already available for sale [9].

Figure 1.3: Yearly average of newly installed offshore wind turbine rated capacity (MW), in Europe, in [7]

At present, the mainstream turbine concept being used is a upwind three-bladed rotor. Two-bladed

variants as well as downwind systems are being studied as potential alternatives, although there are

almost no such wind turbines being used [10]. They have some advantages: theoretically, downwind
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rotors do not need a yaw mechanism as they weathervane alone. The rotor, as it has less restriction

on bending deformation, can be made lighter and thus, cheaper. The setback is that the shade from

the tower influences negatively the wind field from which the rotor extracts energy [11]. An interesting

example of such concept is provided by X1 Wind which is developing a disruptive floating wind system

[12]. As far as two-bladed wind turbines are concerned, they present two main advantages: they have

one less blade, thus reducing the material involved and the cost of manufacturing. Their assembly is also

easier when compared with the three-bladed standard (this is especially relevant for offshore sites) [10].

Nautica Windpower is an exemple of a company developing a two-bladed downwind solution [13].

Nowadays, most of the offshore wind energy is extracted using turbines attached to the sea bed. In

fact, there was in Europe, in 2017, a total installed capacity of 16387 MW [4] (regarding offshore wind).

Not a single MW came from a commercial FOWT (floating offshore wind turbine). If pre-commercial

FOWT’s are taken into account (30MW Hywind project and 25 MW WindFloat Atlantic, with commissioning

dates of 2017 and 2020, respectively [14]), they would still represent less than 0,5% of the total capacity

installed at sea.

However, floating offshore wind is increasingly looked upon as a potential alternative, as much of the

world wind resources are located in areas only accessible to such concepts. This also brings up new

challenges and difficulties that are to be discussed later.

1.2.2 Discussing onshore, bottom-fixed and floating offshore wind

There are a lot of important reasons for offshore wind to become a very attractive source of energy, not to

say almost mandatory if Europe and other countries are to achieve its ambitious clean energy goals. A

brief discussion between onshore and offshore wind, followed by the pros and cons of FOW and BFOW

is presented in this section.

Pros and cons of onshore and offshore wind

First of all, offshore wind is stronger, more constant (both in intensity and in direction) and less turbulent

than onshore [15]. This has dramatic implications, if taken into account that wind power is proportional to

the cube of wind speed and that turbines are optimized for a given wind speed. Thus, the more constant

the wind speed is, the more efficient will be the turbine assigned to a specific site. These two factors alone

(increased intensity and constancy) are very much the main drivers for developing offshore solutions.

In fact, this is what is driving the industry to increasingly build turbines with higher rated power for the

offshore market.

For instance, in 2018 the average onshore wind capacity factor was of only 22%, while offshore wind’s

was around 37% [3].

Offshore wind has a much smaller negative social, cultural and environmental impact (in some cases

visual hazards are absolutely eliminated). Though care is obviously needed when assessing offshore

projects (specially for wildlife-related issues), the benefits when compared with the onshore industry are

patent. In fact, Denmark conducted an environmental assessment in two of the biggest offshore wind
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farms in the world [16] and [17], proving many concerns related with such projects are not considerable.

Although the report is cautious as to the long-term solidity of its remarks, it even noted beneficial outcomes

from the wind farms due to reefs growth around the structures.

Another important advantage over onshore wind is the vast area availability. Although this pro is

specially patent in FOW, to some extent it is also true for BFW: Onshore wind is limited to very specific

sites such as big plains, deserts or mountains. As far as the optimization of farms layout in mountains

is concerned this is an huge setback. Indeed, each turbine location is very limited to the mountain

shape, not being possible to dispose them solely based on a wind direction/optimal production criteria.

Wake problems are thus much more prone to affect onshore wind farms energy outputs than offshore

deployments.

Other relevant factor is electricity offer/production-demand phase. This point is somehow dependent

on geographical and meteorological conditions of each site. Nevertheless, offshore wind blows stronger

during the day matching high demand from the the network and consumers. On the other hand, onshore

wind is more intense at night, when electric demand is lower, thus complicating its use [18]. Moreover, in

many coastal cases where the majority of the global population lives, the proximity to major electrical

network lines represent another advantage, as that part of the infrastructure is already set up.

One of the downsides of offshore wind, however is its cost. More robust structures, more complex

installation, more hazardous operating and maintenance conditions make the LCOE of offshore wind

less competitive than onshore. BFOW’s LCOE is currently, in average the double of onshore wind’s

[19]. However, due to improvements in technology, know-how and optimizated procedures, it’s expected

that the LCOE of BFOW will be less than that of onshore wind, in a few years [20]. As far as FOW is

concerned, the costs are still much higher, not being yet commercially competitive. The cost drivers are

manifold and site-dependent, having many influential factors. The scope of this brief discussion is merely

to assess the current general cost situation, and not to deeply evaluate specific cost-related factors of

both technologies (such as grid connections, distances, logistics,...).

Finally, there’s an important point to underline which is the experience and expertise gained throughout

the years. The first onshore wind electricity generators were set in the end of the 19th century, more

than 100 years ago...[21]. The first offshore wind farm, on the contrary, has been set in 1991, less than

30 years ago. It has only been decommissioned in 2017 [22]. It doesn’t exist any commercial FOWF at

present. This figures, by themselves, indicate the difference regarding industrial experience between

the different solutions. This raises issues concerning lack of experienced human resources. However

successful some offshore wind concepts might have already proven, they still lack the same degree of

confidence and trust, built upon decades of industrial involvement, studies, research and improvements,

that the onshore concepts enjoys.

Motivation for FOW

All that has been previously described,though in relation to offshore wind as a general field, applies

to FOW in particular. The questions is: why, then, is there any interest in FOW if it’s more expensive,

technically more complex and risky? There are, indeed, advantages and there is a need to study, develop
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and invest in floating concepts.

Firstly, FOW permits a much higher flexibility regarding the site choice as the depth constrain is

very much weakened (this is important because many zones can be critical in regard to some factors:

fisheries, ecology, ship lanes,...). Some wind farms are set very far away from the coast (what increases

the costs and complexity of the project, regarding production, installation and maintenance) because the

near-to-coast sites are not suitable for BFOW. If FOW was to be used, then the distance between the

farm and the onshore power station could be much shorter, reducing costs. In some countries, FOW

might even be the unique solution due to deep sea beds (as in Portugal). This issue, wind vs depth, will

be explored later.

Figure 1.4: Potential for floating offshore wind in [14]

As can be seen in figure 1.4, the vast majority of offshore wind potential is located in sites for which

BFOW is neither technological nor economical viable. Thus, opening an opportunity window for FOW,

which is the only concept that might unlock those huge energy resources, is a necessary condition if wind

is to play an important role in the future’s global energy mix.

1.2.3 FOW challenges and drawbacks

As with almost all renewable energy solutions, predictability and readiness to produce is a major concern.

Wind is perhaps the most affected technology in this respect. In fact, as wind is not controllable, it is

difficult to perfectly match production offer with demand, leading to restrictions regarding the potential

extent of eolic share in a nation’s energy mix and challenges to manage the installed capacity [23]. There

are meteorological forecasts to help managing wind power production but even these are not 100%

trustful, leading to difficulties and eventually some randomness (having said this, the offshore wind is

still better than onshore, as concluded previously and increased number of turbines and geographical

dispersion tends to damp this variability concern!). Low capacity factors also constitute an important

setback (the reasons for such low capacity factors, are different from those of conventional power plants:

they are dependent on wind availability, while conventional power plants have barely no restrictions but

for their operators’ strategy and will).

But certainly the most challenging issue concerning FOW is its cost. FOW is in its infancy and

therefore currently has high costs, particularly for early prototype and pre-commercial arrays. However,
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(a) BFOW wind LCOE’s evolution (b) Solar PV LCOE’s evolution

Figure 1.5: Comparison of offshore wind and solar PV’s LCOE reduction, from [19]

early prototypes do not reflect the true costs that can be expected with mass deployment, once designs

have been optimised to reduce structural weight, introduce novel component technologies, improve

installation methods, adopt serial fabrication processes, and benefit from scale effects more generally

[24].

In fact, another difficulty in the upcoming years is related with competitive renewable energy sources,

mainly solar PV. In fact, solar PV’s LCOE, as per 2017, is 40% cheaper than offshore wind’s [19]. But

even more suggestive than present day LCOE’s is their evolution.

This figures doesn’t mean offshore wind industry has not the capacity to reduce the costs involved in

its power production, but simply that it is behind solar PV industry. Nevertheless, as the world is urging

for new renewable energy sources, such competitive lag might be crucial for the long term development

and growth of the offshore wind business. And a LCOE’s reduction is always a consequence of more

investment and trust, what shoes an inclination of renewable energy investors towards such technology,

strengthening its growth momentum.

Although this is expected to change in the future, as previously stated, the current ”status quo” makes

the concepts too expensive to be economically attractive and draw investors.

Due to a lack of experience, operational proofs and certainties, this technology is looked as finan-

cially risky and very expensive, and government subsiding mechanism to launch floating projects are

scarce(which is what is needed in a fresh industry to launch it) [24]. This prevents its growth, minimizing
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companies interest and will to invest, what again slows down the business emergence. Hence, it’s

necessary a political compromise and a stable regulatory framework while keeping and increasing the

existing funding. All in all, the investment risk drives off public and private funding.

There are risk and concerns related to the environment. These are, nevertheless, expected to be less

important than on BFOW and onshore wind (due to the higher freedom in choosing the FOWT’s placement,

allowing to pick less fragile and susceptible zones). The potential environmental problems are related

with increased noise levels, risk of collisions, changes to benthic and pelagic habitats, alterations to food

webs, and pollution from increased vessel traffic or release of contaminants from seabed sediments.[8]

1.2.4 Growing trend and the sector’s dynamism

In fact, although there are not fully commercial projects on the run, many countries are investing in

pre-commercial/research endeavours, many of them being multi mega-watt. If taken into account how

recent these are, and how there was not almost any multi mega-watt and multi-turbine floating wind farm

a few years ago, the growth is particularly striking. To illustrate such claim, figure 1.6 provides some of

the most important FW projects to come into existence in the following years, in Europe.

Figure 1.6: Some pre-commercial floating wind projects announced in Europe

An important measure of how close new concepts are from being commercialized is given by TRL.

For values higher than 8, the technology is deemed ready for operations [14]. Figure 1.7 presents the

TRL evolution for the main different types of floating substructures. It demonstrates the fast pace at which

the models are becoming mature.
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Figure 1.7: TRL evolution, with projection, for the main floating wind substructures concepts, in [14]

Although the costs of floating wind turbines are still not enough appealing for investors, there’s a cost

downward trajectory expected. In fact, the same trend that was experienced by onshore and bottom-fixed

wind should be experienced by floating. Until 2050, floating costs are expected to decrease up to 38%

[14], with even greater reductions possible. The economy of scale factor is to play a big role in this path

towards cheaper floating units, as patent in figure 1.8.

(a) Capex Evolution (b) Opex Evolution

Figure 1.8: Expected cost reduction with increased production scales, in [24]

In figure 1.9, the way the LCOE of onshore wind has evolved throughout the years might cast some

light on how drastic the reduction of costs can be. This is a strong argument supporting the optimistic

atmosphere surrounding the industry growth. What is more, it strengths governments, R&D groups and

companies quest and decision to transform FOW into a feasible and luring reality.
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Figure 1.9: The global weighted average levelised cost of electricity of onshore wind, 1983-2017, in [19]

Furthermore, what happened some years ago with the oil and gas industry, can also be repeated

with offshore wind. After going from fixed-platforms to floating-platforms, to obtain access to greater oil

reserves, the industry was able to reduce its costs per barrel produced. By going into floating platforms,

stronger and more reliable wind resources are available, what can possibly bring the LCOE down. This

trend is depicted in figure 1.10.

Figure 1.10: Improvement in cost competitiveness in North Sea oil production, in [24]
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1.3 Objectives

• Assess the relevance and explore the advantages of a simulation-based method (present approach)

to estimate the AEP of a FOWT. To calculate the difference between the conventional (wind turbine

power curve integrated in a wind distribution) and present approaches.

• To understand which are the main mechanism affecting power production in a floating situation.

• Perform a sensitivity analysis of the LCOE of a FOWT and evaluate the relevance of the first

objective, as well as of other key cost drivers.

1.4 OC4 semisubersible model

In the present work, simulations and assessment of technical and economic aspects of the semisub-

mersible floating system designed for OC4 project, phase 2 are performed. A brief description of the

model, its details and characteristics, as well as the tools used for attaining the above-mentioned goals

constitute the focus of this section.

OC4 was a project with the objective of comparing simulations tools in order to validate and verify

their correctness in grasping reality. In phase 1 tests were performed at 1/50th scale in a wave basin

under combined wind/wave loading for three different floating concepts (one of them corresponding to

the model used in phase 2), representing the design space of FOWT. Phase 2 comprised the simulation

of a semisubmersible concept designed for the DeepCWind project. The turbine used was the offshore

5-MW baseline wind turbine from NREL [25]. The option utilized in this work is precisely such model:

NREL’s baseline wind turbine, described in figure 1.11, attached to the DeepCWind floating substructure,

represented in figure 1.12 .

Figure 1.11: Resumed NREL’s 5MW baseline properties

In regard to the floating substructure, the three outer columns are ballast filled. The amount of water

utilized can vary, in order to face the specific dynamic needs of each operational conditions.
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(a) DeepCWind semisubersible and NREL’s 5MW baseline
turbine design

(b) DeepCWind semisubersible detailed design

Figure 1.12: DeepCWind floating substructure

(a) Main mooring system characteristics (b) Individual mooring line scheme

Figure 1.13: Mooring system implemented in the model utilized

Each mooring line is attached to one of the main columns in an underwater fairlead. A description of

the mooring system characteristics is patent in figure 1.13.

More detailed information regarding the model, its characteristics and properties, as well as control

and moorings issues, can be found in [25] and [26].
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Chapter 2

Model mathematical formulation

This chapter presents an introduction to the code used in this thesis. More specifically, an overview

of the physical and mathematical formulation, with its details, principles, limitations and validity of the

OpenFAST (which stands for Fatigue, Aerodynamics, Structure,Turbulence)code and its coupled modules

is done. OpenFAST code is the outcome of several improvements and modifications of an older code,

called simply FAST, developed at NREL. It’s constituted by different modules, that can be coupled to each

other to enable simulations of HAWT’s and its analysis, providing aero-hydro-servo-elastic solutions. To

better express the interconnection of the different modules and the basic principles of OpenFAST, figure

2.1 provides the code’s interdependencies and organization. The different modules can be seen written

in blue. Although the image refers to the FAST v8 organizational layout (last version before the creation

of OpenFAST), it still represents OpenFAST’s, as the differences between them are not at this level. From

now on, FAST and OpenFAST will be used indiscriminatingly to refer the code used in the present work.

In case any important difference arises, it will be properly made noticeable.
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Figure 2.1: FAST v8 and OpenFAST modularization scheme from [27]

The most important modules are identified:

• AeroDyn

• HydroDyn

• ServoDyn

• ElastoDyn

• MoorDyn (chosen among the three displayed options)

• InflowWind

2.1 AeroDyn v15

A brief description of Aerodyn v15 module follows.

AeroDyn v15 is a time-domain wind turbine aerodynamics module that has been coupled into the

FAST code from version 8 onwards (thus including OpenFAST). It’s a multi-physics engineering tool to

enable aero-elastic simulation of horizontal-axis wind turbines.

Aerodyn can assume a one, two or three bladed rotor, always atop a single tubular tower. When

AeroDyn is coupled to OpenFAST, AeroDyn receives the instantaneous (possibly displaced/deflected)

structural position, orientation, and velocities of analysis nodes in the tower, hub, and blades. It receives

also the freestream wind velocities at those same nodes.

Aerodyn is divided into four sub-modules:

• blade airfoil aerodynamics
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• blade rotor wake/induction

• tower influence on the wind close to the blade nodes

• tower drag

All other effects are not yet taken into account: nacelle, hub, and tail-vane wind influence and loading,

aeroacoustics, and wake and array effects between multiple turbines in a wind plant.

As far as aerodynamic loads are concerned, calculations are based on the principle of actuator lines

which approximate 3D flow around a body with a set of 2D flows at cross sections. The distributed

pressure and shear stresses are approximated by lift forces, drag forces, and pitching moments lumped

at a node in a 2D cross section. Then, analysis nodes are distributed along the length of each blade

and tower, the 2D forces and moment at each node are computed as distributed loads per unit length,

and the total 3D aerodynamic loads are found by integrating the 2D distributed loads along the length.

The drawback of this approach is that it is only trustful when applied to slender bodies. Furthermore, the

model cannot capture 3D behaviour. Then, it is either neglected or taken into account separately, through

corrections inherent in the model (e.g., tip-loss, hub-loss, or skewed-wake corrections) or in the input

data (e.g., rotational augmentation corrections applied to airfoil data). More information on actuator line

theory can be found in [28] and [29].

As far as the grasping of the wake effect is concerned, Aerodyn uses a methodology based on the

Blade Element/Momentum theory via induction factors. This model is similar to Rankine-Froude ”actuator

disk”. Though, it has an improvement that consists in that it takes into account the angular momentum of

the rotor. For the sake of this momentum conservation, it’s necessary that a tangential component of

wind downstream of the turbine arises, thus making the model more realistic. It also has some empirical

corrections for cases where the model is not suitable per si. Moreover, drag is taken into account in the

calculations.

The influence of the tower on the wind local to the blade is based on a potential-flow (for upwind

rotors)and a tower shadow model (for downwind rotors). The potential-flow model is the analytical

potential-flow solution for flow around a cylinder to model the tower effect on upwind rotors.

The wind load on the tower is based directly on the tower diameter and drag coefficient and the local

relative wind velocity between the freestream (undisturbed) wind and structure at each tower analysis

node (including the effects of local shear, turbulence, and structural motion, depending on features

enabled). The tower drag load calculation is quasi-steady and independent from the tower influence on

wind models.

Most of the information in this section comes from [30], which describes the technical aspects of

the implementation, operationalization, mathematical and physical assumptions and constraints behind

Aerodyn module. More details on previous version of it can be found in [31]. For more detailed insights,
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these two documents are recommended.

2.2 HydroDyn v2.03

A special attention is dedicated to this module as it is responsible for the main object of study of the

present work: wave dynamics and loadings. Such relevance is also justifiable due to the more complex

nature of the physics behind this topic which demanded an increased effort and time allocation in its study

and comprehension. This section naturally draws much of its content from the HydroDyn user guide and

manual [32], though many other resources have been used.

HydroDyn is a time-domain hydrodynamics module that has been coupled into the FAST (progressively

adapted to its new versions, including OpenFAST) wind turbine CAE tool to enable aero-hydro-servo-

elastic simulation of offshore wind turbines. It applies to both bottomed-fixed and floating substructures.

The primary HydroDyn input file defines the substructure geometry, hydrodynamic coefficients, incident

wave kinematics and current, potential-flow solution options, flooding/ballasting and marine growth, and

other auxiliary parameters.

When HydroDyn is coupled to FAST, HydroDyn receives the position, orientation, velocities, and

accelerations of the substructure at each coupling time step and then computes the hydrodynamic

loads and returns them back to FAST. At this time, ElastoDyn assumes for a floating platform that the

substructure is a six DOF rigid body. Moordyn also receives the information provided by Hydrodyn and

returns its own output, thus contributing for the overall dynamic.

2.2.1 Floating platform kinematics

Firstly, the model used for the platform and its kinematic is explained. In Hydrodyn, the floating structure

is considered to be a rigid body with 6 DOF’s. It’s such a rigid body, when compared with turbine’s blades

and tower, that it makes unnecessary to account for hydro-elastic dynamics. The turbine is assumed

to be fixed to the floating structure and both the CM and COB are assumed to lie in the centerline of

the undeflected tower. External loads on the platform are applied on the platform reference point, which

is defined by the axes (x,y,z), defined in figure 2.2 (they coincide with the inertial reference frame axes,

defined by (X,Y,Z), when the platform is undisplaced. X-axis is the nominal wind direction (wind direction

of zero).Y-axis is lateral to the left when looking downwind. Z-axis is directed upwards being zero-valued

at SWL. The tower is assumed to be rigidly cantilevered to the support platform.

16



Figure 2.2: Floating platform DOF’s, from [31]

2.2.2 Loads and hydrodynamic modeling

The basic equation describing the forces acting on the floating platform is:

Fplatf = Fhydro + Fmoorings + Faero (2.1)

Computer simulation programs incorporate a combination of wave kinematics and hydrodynamic

loading models. In reality, hydrodynamic loads arise from the pressure integration over the wetted surface

of a body. Such loads can be divided into the following categories:

• Linearized radiation, arising from added mass and wave damping coefficients.

• Linearized excitation force obtained from Froude-Krylov (due to unsteady pressure field generated

by undisturbed waves.) and diffraction forces (accounts for the body effect on the incoming waves)

• Linearized hydrostatic restoring due to the balance between buoyancy and weight

• Non-linear viscous drag

For the present work, choices were made in the scope of Hydrodyn modelling possibilities, which

results in the approximations used here. Thus, a brief overview on what is behind the Hydrodyn model

used in this thesis (some features available, as were not used, are not described).

The so called ”true linear hydrodynamics model” or potential flow theory, to which is added a non-linear

viscous drag corrective term enhancing the model capability to capture the influence of incident-wave

kinematics, sea currents and platform motions.

The potential-flow solution is applicable to bodies that are large relative to a typical wave wavelength.

The hydrodynamic coefficients required by Hydrodyn are frequency dependent and must be provided

before-hand. For this purpose, a frequency-domain panel code must be used (e.g., WAMIT, which was
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the one used in this work). The potential-flow theory linearises the hydrodynamic problem by splitting it

into three non-correlated different problems [33]:

• Linearized radiation

This problem deals with the loads originated by the motion of the floating structure in its 6 DOF’s

in the absence of any incoming waves. The loads result from the radiated waves by the structure

motion. This includes a damping component corresponding to wave radiation that extracts energy

from the oscillating body and another component related to the added-mass (which introduces more

inertia due to the water moved as a consequence of the body displacement).

The equation describing the instantaneous radiation forces acting on the platform is:

Frad = −A∞(w)q̈(t)− FRD (2.2)

Where A is the hydrodynamic added-mass matrix, FRD is the radiation memory-effect force and q(t)

denotes the complex displacement vector. The second term on the right hand side of the equation,

is obtained from a convolution integral in time in order to capture the displacement memory effects.

The integrand includes a matrix called wave-radiation-retardation kernel, Ki,j(t) that accounts for

the hydrodynamic force in i direction, resulting from a unit impulse in j direction, at a time t. It is also

dependent on the displacement velocity of the body, q̇.The kernel is obtained through the cosine

transform of the 6x6 frequency-dependent hydrodynamic damping and added mass matrix from the

radiation problem and decays to zero after a short time. Here’s the integral form:

FRD =

∫ t

0

K(t− τ)q̇(τ)dτ (2.3)

Where τ is a dummy variable with the same units as the time variable t.

The convolution integral implies an assumption of linearity. In fact, superimposition of the radiation

problem means that a complex and varied impulse situation is equal to the sum of each of the

individual impulse that constitute it.

• Linearized excitation

This problem is connected with the loads arising from an incident wave and its scattering, considering

that the floating body is fixed at its mean position. In other words, excitation force is the sum of

Froude-Krylov (due to unsteady pressure field generated by undisturbed waves.) and diffraction

forces (accounts for the body effect on the incoming waves). The underlying equation for a single

Airy linear wave (single amplitude, frequency and wavelength) is:

Fexc = Awavee
iwt ∗ f̂exc(w, β) (2.4)

Being Awave the wave amplitude, w the wave frequency and f̂diffraction is the complex wave

excitation force per unit wave amplitude, obtained from WAMIT. This approach implies that the
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excitation force is linearly proportional to the wave amplitude and that the wave-excitation force from

multiple superimposed waves is the same as the sum of the wave-excitation forces produced by

each individual wave component. It also uses waves modeled with Airy wave theory in which waves

are assumed sinusoidal, what is progressively less accurate as waves become higher. Moreover,

the equation also implies that the forces are independent of the platform motions, underlying its

decoupling from the radiation problem. As a consequence, it brings a small displacement condition

for the substructure, if the results are to be taken as accurate.

• Linearized hydrostatic

Related with the floating platform volume immersed, as describe by Archimedes principle, it is

simpler than the two phenomena already described, but hydrostatic force is nevertheless at the

core of a floating structure concept. Naturally, this is dependent on the platform displacement, as it

changes both the volume submerged as well as the COB. On the other hand, neither outgoing nor

incoming waves have influence on hydrostatic loads. This is mathematically described as:

Fhydros = ρgV0 − Chydrosq (2.5)

Where V0 is the displaced volume of water at the platform undisplaced position and Chydros is the

linear hydrostatic-restoring matrix from the effects of water-plane area and the COB. It is responsible

for the change in hydrostatic force and moment due to the platform displacement from its at-rest

position. The generic formulation of the matrix is as follows:

Chydros =



0 0 0 0 0 0

0 0 0 0 0 0

0 0 ρgA0 0 −ρg
∫
A0
xdA 0

0 0 0 ρg
∫
A0
y2dA+ ρgV0zCOB 0 0

0 0 −ρg
∫
A0
xdA 0 ρg

∫
A0
x2dA+ ρgV0zCOB 0

0 0 0 0 0 0


(2.6)

Where zCOB is the body-fixed vertical location of the center of buoyancy of the support platform.

• Non-linear viscous drag

Regarding the nonlinear viscous-drag term mentioned previously, a corrective term from Morrison’s

equation has been added into Hydrodyn. Morrison equation has several handicaps and limitation to

handle alone a floating platform hydrodynamic problem. It assumes a cylindric-shaped platform

(many platform concepts do not comply with such assumption), which affects the accurateness

of the added-mass matrix. It also has a long-wavelength approximation, in order to ignore the

diffraction problem with which it cannot deal. It assumes very small vertical displacements, as the

wave-radiation drag term is ignored. For practical purposes, Morrison equation must be integrated
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along the floater draft, what requires the use of the strip theory. It further includes more limitations,

as the flow for each strip is considered independent from the others.

Nevertheless, the nonlinear viscous drag term has been included (by assigning an effective platform

diameter, D) due to the importance of this source of drag in the general platform dynamics and

damping. The equation, for a given instant t, depth z and DOF direction i is:

dF viscousi =
1

2
CDρDdz[vi − q̇i]|vi − q̇i| (2.7)

where CD is the normalized viscous drag coefficient, v is the undisturbed fluid velocity. This is valid

for Surge, Sway, Pitch and Roll. As a cylinder is axisymmetric the Yaw moment is zero and as

Morison equation doesn’t apply to vertical movement, the heave force is also zero. For the complete

nonlinear viscous force, it’s necessary to integrate the equation through its entire draft.

Although the Hydrodyn version used in this work can model second-order wake kinematics to be used

with strip theory, and second-order diffraction loads for the potential flow theory, they were not used. For

the scope of this work, the approach based on the linearised potential flow with the nonlinear viscous

drag term was found sufficient.

As a final note, Hydrodyn can still be ”manually” hydrodynamically adjusted or tuned. It is done in

the ”Platform Additional Stiffness and Damping” matrix, that allows the user to include extra damping,

stiffness and pre-loads. An example is given in the Hydrodyn file attached.

2.2.3 Wave Kinematics

Regarding wave kinematics, Hydrodyn can model regular (periodic) or irregular (stochastic) and short-

crested (wave energy is spread across a range of directions) or long-crested (unidirectional) waves.

Waves were treated using first-order (linear Airy). In the case of regular waves, the free-surface elevation

is given by:

η(x, t) = Acos(kx− wt) (2.8)

Where A is the wave amplitude, ω is the wave angular frequency, g is the gravitational constant and k is

the angular wave number given by:

k =
2π

λ
(2.9)

This theory can describes how the undisturbed fluid-particle velocities and accelerations decay

exponentially with depth. In the case of irregular or random waves, linear Airy theory is also used but a

myriad of wave heights and frequencies are superposed, as determined by a given wave spectrum. The

water depth is assumed the same throughout all simulation, with a value of 200m, to ensure a valid deep

water assumption:
d

λ
> 0, 5 (2.10)
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Where d stands for water depth and λ for wavelength. The dispersion relation is patent in equation 2.11,

that permits to calculate a wave wavelength, given its period.

ω2 = gktanh(kd) (2.11)

If within the deep water regime, equation 2.11 reduces to:

ω2 = gk (2.12)

The chosen depth (200m) also safeguards the linear wave theory that imposes a limit on wave height

regarding the water depth, as patent in figure 2.3.

Figure 2.3: Range of applicability of linear wave theory, in [34]

Figure 2.3 is important as it provides the criteria that guarantees that the wave parameters used in the

simulations are within the limits of the Airy wave theory assumptions.

Although Hydrodyn is able to integrate current and its effects, this capability was not used in the

present work.

2.2.4 WAMIT

Although WAMIT has not been directly used in this work, this program was of the utmost importance

for the successful realization of the simulations. In fact, it has provide the linearised hydrodynamic and

hydrostatic coefficients, which Hydrodyn uses as inputs in order to solve the linearised hydrodynamic

problem. It is for this reason that a resume of this software is presented.

Much of the information present in this chapter is based on the WAMIT 7.3 User’s Manual [35]
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WAMIT is a radiation/diffraction program developed for the analysis of the interaction of surface waves

with offshore structures being based on a three-dimensional panel method.

A panel method is a numerical scheme that solves the Laplace equation for linear, inviscid and irrota-

cional flows. The underlying base is the principle of superimposing surface distributions of singularities

(that are solutions to the above-mentioned equation) over small discretized portions of the surface being

studied. This singularities include sources, sinks, doublets and vortices. In order to shape the solution to

a desired body geometry, boundary conditions are imposed at points of the panels [36]. They are called

control points, while the points defining the panel shape/limit are the panel joints. There is an option in

WAMIT to choose either a low-order panel method or a more sophisticated higher-order panel method.

Regardless of the differences implemented, their basic operating principle is the same. LOM represents

the body surface as a set of flat quadrilateral panels and the solutions for the overall velocity potencial and

sources strength are approximated by constant values on each panel. On the other hand, HOM uses more

complex and approximated strategies to define the body geometry, namely B-spline approximations and

explicit analytical formulae, among others. The velocity potential is represented continuously throughout

the body. As a result, the solution becomes more accurate and with less unknowns although the linear

system of equations is not so well-conditioned. For a deeper comparison between both methods, see

[35].

Figure 2.4: The semisubmersible platform discretized with a panel method

WAMIT assumes the flow to be potential, free of separation or lifting effects. A harmonic time

dependence is adopted. Also, The free-surface condition and body-boundary conditions are linearized

(what allows the decomposition of the velocity potential into the radiation and diffraction problem). This

first-order analysis is what has been used for this work.

Mathematically, the problem description becomes:

Laplace equation:

∇2Φ = 0 (2.13)
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Kinematic bottom boundary condition:

∂Φ

∂z
= 0 at z = −d (2.14)

Kinematic free-surface boundary condition:

∂Φ

∂z
=
∂η

∂z
at z = η(x, t) (2.15)

Dynamic free surface boundary condition:

∂Φ

∂t
+ gη = 0 at z = η(x, t) (2.16)

For the present work, the complex potential is:

Φ = ΦR + ΦE (2.17)

where ΦR is the radiation velocity potential and ΦE is the excitation velocity potential.

ΦR = iw

6∑
j=1

ξjϕj (2.18)

where ξj represents the complex amplitude of the body oscillatory motion and Φj stands for the

unit-amplitude radiation potentials

ΦE = ΦI + ΦD (2.19)

where ΦI is the complex potential of the incoming wave and ΦD is the complex potential from the

diffracted wave.

When the potential functions are known, the first order hydrodynamic pressure distribution can be

calculated. Then, the fluid forces are computed by integrating the pressure over the wetted surface of the

body. For calculating the hydrostatic restoring matrix, the matrix patent in equation 2.6 is used.

These internal calculations and steps are merely a way of reaching the final goal of WAMIT. Its role is

to output files containing the information required by Hydrodyn to solve the set of linearized equations

described in section 2.2.2:

• the hydrostatic restoring matrix

• the frequency-dependent hydrodynamic added mass matrix and damping matrix for all modes

• the frequency- and direction-dependent wave excitation force vector per unit wave amplitude

2.2.5 Assumptions

A short resume of the main assumptions and limitations of the Hydrodyn model is given.
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• Apart from the corrective nonlinear drag term, the fluid is assumed to be inviscid, incompressible

and irrotacional

• linearisation of the wave kinematics implies that the waves amplitudes must be much smaller than

their wavelengths and the water depth. The velocity potential must satisfy Laplace equation. As a

consequence, steep and breaking waves are out of scope of the model.

• linearisation of the hydrodynamic problem demands small platform translational displacements com-

pared to its size. Regarding rotational motion, angles exceeding 20º lead to loss of accurateness.

• superposition of irregular sea states permits random seas to be treated as a sum of linear Airy

waves. Considering stochastic waves as long-crested, simplifies the diffraction problem.

• no second order forces and wave kinematics were included and neither potential loadings arising

from VIV nor current effects on the radiation and diffraction problems were considered as well.

2.3 Elastodyn v1.03

Elastodyn is a structural-dynamic model for HAWT. It has structural modules for the tower, platform,

nacelle, drivetrain and rotor. Rotor blades can be imported using Beamdyn, for a more complex model

than Elastodyn, but this option has not been used in this work. Following the new modularization

framework adopted with FAST v8, it is a callable module, independent from the FAST driver code. The

inputs ans outputs are presented in figure 2.5.

Figure 2.5: Elastodyn’s inputs and outputs, from [37]

Regarding the Elastodyn model, it comprises a total of 16 DOF’s plus the 6 DOF’s associated with the

platform displacements and rotations. See figure 2.6.

The main Elastodyn’s assumptions and limitations, are:

• Bernoulli-Euler beam theory is applied for the rotor blades, which implies there’s no shear deforma-

tion as well as axial or torsional deformation.

• Beams are considered to be made of isotropic material and without mass or elastic offset

• Small tower and beam deflections areassumed. Other DOF’s have no relevant limitations, as full

nonlinearity is included.
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Figure 2.6: Elastodyn’s DOF’s, from [37]

• Platform DOF’s are subject to the constraints already described in Hydrodyn’s section, i.e., small-

angle assumption for rotational components.

2.4 Moordyn

Moordyn is an open source lumped-mass mooring line discretized model. In this work, it has been

coupled within OpenFast’s framework.

Moordyn can incorporate:

• line interconnections

• clump weight and floaters

• different line properties

Regarding the internal physical model, it accounts for:

• internal axial stiffness and damping forces

• weight and buoyancy forces

• hydrodynamic forces from Morison’s equation

• vertical spring-damper forces from contact with the seabed

• wake kinematics (from Hydrodyn) interactions with the mooring lines
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Figure 2.7: Moordyn’s discretized model structure, from [38]

Each line has a set of defined properties. These include: length; diameter; density; Young modulus.

In order to model the ends of each line there are two options: fixed connection, which is used to the

anchor point and vessel connection, which is used as the fairlead. As the names indicate, one is fixed

and the other moves accordingly to a given outside program.

Regarding the load-displacement relation, the model used is non-linear. In fact, this feature is very

important. In the case the displacements of the substructures increase away from the undisplaced

position, important non-linearities arise and a non-linear model is needed to capture them and accurately

simulate the behaviour of the structure. The extent to which this happens and the relations between

restoring forces and moments and the platform displacement is made clear in figure 2.8

(a) Schematic drawing of a single mooring line (b) Loads and mooring line displacement relation

Figure 2.8: Overview of the geometric and kinematic implementation of one mooring line for the OC4
semisubersible platform, from [25]

2.5 ServoDyn v1.05

A conventional variable-speed, variable blade-pitch-to-feather control configuration has been adopted in

this module. For such choice, two basic control systems are applied: a generator-torque controller for the

under-rated wind speed regime and a blade-pitch controller for the over-rated wind speed range.

In figure 2.9, the black, optimal line is for the optimized TSR value. There are five different areas in

the figure above. Each one is defined for a specific objective. Region 1 is where turbine extracts energy

from the wind to accelerate the rotor before producing any power. In region 2, the control strategy aims at

optimize the power production, by keeping an optimal TSR, for a given wind condition. For region 3, the
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Figure 2.9: Torque-versus-speed response of the variable-speed controller, from [31]

goal is to extract the turbine rated power (in this case, 5MW) by holding the generator torque inversely to

the generator speed, as becomes evident from the equation:

Pext = Tgenwgen (2.20)

For calculating the exact extracted power, it is necessary to introduce efficiency parameters and other

sources of loss. Still, the approximate relation is valid for the scope of this brief discussion.

Then, there are the two intermediary regions, that simply serve as transitional areas between the

main regions. The first intermediary region sets the lower limit from which the turbine starts to extract

power. The second intermediary region has the characteristic slope from an induction machine.

Figure 2.10: Sensitivity of aerodynamic power to blade pitch in region 3, from [31]

From the onset of region 3, the second control strategy comes into effect. Indeed, the blade-pitch

angle command are calculated through a proportional-integral control on the difference between the rated

generator speed (1174 RPM) and the filtered actual generator speed. Figure 2.10 shows the effect and

sensitivity of the blade-pitch role on controlling the aerodynamic power and keeping the rotor rated speed

for varying wind speeds.

From the analysis of figure 2.11, it is very clear how the two control principles act in the different

regions. Region 3 start is very clear as this is marked with the beginning of the blade pitch rotation.
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In region 2 it is also possible to confirm generator-torque controller presence, as TSR is kept constant

at an optimized value. Altough region 1 is not represented, it can be inferred, as no power production

arises before wind speed reach the 3m/s lower limit, while at that value the shaft is already rotating at a

considerable rotational speed. The power curve also shows a typical behaviour, with 5MW as its rated

capacity. Such power is produced when wind velocity reaches about 11.4m/s and ends when it overtakes

25m/s which are, respectively the turbine’s rated and cut-out speed.

(a) Power curve and other parameters (b) TSR, blade-pitch and other parameters

Figure 2.11: Steady-state responses as a function of wind speed, from [26]

All in all, the practical result agree pretty much with what was expected from the model implemented.

Nevertheless, there’s a drawback regarding this model: it cannot account for blade-pitch actuator dynamic

effects, when the control of the turbine is done through that approach.

2.6 InflowWind

InflowWind is the module used for processing wind-inflow that has been coupled into the FAST version

8 and is used in this work. It is the module that specifies all characteristics of the wind flow with which

the turbine will interact. In other words, depending on the selected wind type, it details the wind speed,

direction, wind profile shape, turbulence parameters, among other.
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Figure 2.12: The global coordinate system used in InflowWind, from [39]
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Chapter 3

Validation and consistency tests

In this chapter, the main goal is to better understand and validate the behaviour of the simulated floating

wind turbine through a series of simulations that focus on key aspects of the structure dynamics. Thus, it

has both an academic and learning interest as well as a more practical objective. In practice, a series of

simple tests of increasing complexity are performed. This enables a checking procedure to detect where

eventual errors or unexpected behaviours occur. In other words, if this part was skipped, final simulations

were run, and problems arose, it would be very difficult to track them. Thus, such methodology provides

more trust regarding the validity of the final results.

The path is loosely based on the methodology followed on [40]. However, not all tests were performed

as only a few of them have been found relevant for the scope of this analysis. Moreover, a few load cases

outside of the scope of the above mentioned task were run.

Regardless of that, a image with the full list of the load cases run in OC4 Phase II is displayed:
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Figure 3.1: OC4 Load Cases Full List in [40]

3.1 Static Equilibrium

This is the first and simplest load case run. It is characterized for not having neither wind, waves nor

current. It was run and everything was as expected: no relevant translational or rotational movements

were detected. Basically, the platform stands floating. No images of the simulations are shown due to

very simple and static nature of them.

3.2 Dynamic Tests

3.2.1 Decay Tests

Next, decay tests have been run for the 6 DOF’s of the rigid floating structure ,i.e.: Surge, Sway, Heave,

Roll, Pitch and Yaw. For Surge, Sway and Yaw two different offsets are tested.

All of these tests were undertaken with only the platform and moorings DOF’s enabled, accordingly

with the OC4 load cases specifications. This means that all of the floating substructure DOF’s were turned

on (Surge, Sway, Heave, Roll, Pitch, Yaw) but all the others were not. For Surge and Sway two different

simulations are considered: one with a 50m offset and other with a 5m offset, as patent in figures 3.2a

and 3.2b.

The first checking procedure is to see whether the results obtained in this free-decay test match those

that arose from the OC4 project . To do so, an analysis of the mean motion frequencies of the 6 rigid
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(a) Surge. Blue line: 50m; red line: 5m (b) Sway. Blue line: 50m; red line: 5m

(c) Heave (d) Roll

(e) Pitch (f) Yaw

Figure 3.2: Set of decay tests for each platform DOF

body DOF’s being studied, has been performed, through an average calculation. Results are presented

in table 3.1.
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DOF’s Surge

(5m)

Surge

(50m)

Sway

(5m)

Sway

(50m)

Heave Roll Pitch Yaw

Freq.

[Hz]

0.0088 0.0090 0.0088 0.0090 0.0577 0.0391 0.0391 0.0125

Table 3.1: Platform responses’ natural frequencies, as calculated in this work

In figure 3.3, the natural frequency data regarding the rigid platform DOF’s is presented (each column

refers to a specific code). In this task, many codes were used to validate each other. As can be stated,

although there are some minor oscillations, they all have a high level of concordance:

Figure 3.3: Rigid Body Natural Frequencies in [40]

The following table presents the values from one of the codes used in the study, ”Wavec2Wire”, which

is a good representative of the mean value. The exact frequency values might be found here [41]

DOF’s Surge Sway Heave Roll Pitch Yaw

Freq. [Hz] 0.0088 0.0088 0.0580 0.0395 0.0395 0.0120

Table 3.2: Platform responses’ natural frequencies, as calculated per ”Wavec2Wire” in the OC4 task

The conclusion is that the results obtained in the scope of this thesis match pretty much the ones

provided in the report. Again, this reinforces the solidity of this preliminary tests. There is, nevertheless,

small differences in frequency regarding Surge and Sway, when subject to different offsets.

Two cases were run for Surge as well as for Sway: one with a initial displacement of 5m and the other

of 50m. The ideia is to check the differences and evaluate the evolution of both cases. The reason why

two different offsets were chosen is connected to the different nature of the restitution force. In fact, Surge,

Sway and Yaw are the only DOF’s where there is not any restoring force except from the moorings. All of

the stiffness of the ”restoring spring” comes from the mooring lines, when in the others it’s a combination
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of both mooring lines and hydrodynamics. This applies too for the damping: in the three cases mentioned,

there is only viscous drag while for the others wave radiation also plays a role. So, by running these two

cases it is possible to confirm what has been previously stated in section 2.4, i.e. the nonlinear nature of

the mooring line restitution relation. In this case, the difference arises due to the first complete oscillation,

which has a higher frequency than the average. In fact, if the first oscillation was not taken into account,

the average frequency would be the same both in the 5m case as in the 50m case (as the following

oscillations are already considered to be small). This behaviour is due to the nature of the mooring lines

force-displacement relation which is not linear, as described previously. In fact, as the moorings used

are catenary, their behaviour is more complex than that of a simple cable stretching and unstretching.

Still, to some extent, it has a qualitatively similar behaviour to the simple cable. This means that for big

displacements, a second order trend becomes important and thus the system overall ”stiffness” is no

longer independent of the displacement, increasing faster when compared with a linearized model. This

affects the system’s frequency as stated in the following equation:

ωn =

√
k

m
(3.1)

ωd =
√

1− ξ2ωn (3.2)

The reasoning is the same as for the simple pendulum case which requires a small oscillation condition

for vibrating at a constant frequency [42]. So, these two different offsets in the Pitch and Roll decay tests

show how the results are matching what was expected according to the mooring line model.

Another important conclusion to be drawn from this tests regards the viscous-drag force component

of the model. In fact, in the Surge and Sway decay tests the nonlinear nature of the drag force is evident.

In fact drag force is, per the definition:

D =
CdragU

2Aρ

2
(3.3)

By checking the plot of the platform velocity in the x direction (Surge), it is clear how the initial speed in

the 50m case is much larger than in the 5m’s and how fast it slows down until both cases display the same

average speed. Indeed, drag force is proportional to square of the platform speed, which explains the

large decrease in its modulus. Of course, such energy dissipation also affects the amplitude of Surge (the

mechanism regarding Sway is analogous), thus explaining its initial large damping, followed by an almost

damping-free oscillation. So, thanks to these decay-tests, it is possible to confirm a correct utilization of

the viscous-drag term from Morison equation.
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Figure 3.4: Surge velocity for the 5m and 50m cases

3.2.2 Coupling analysis

Regarding the interconnection of the platform DOF’s a coupling analysis has been performed, using data

from the decay tests of the section 3.2.1 (the 50m offset case was chosen for Surge and Sway, while

for the other DOF’s the normal 5m offset case was chosen). The most important cases are shown. The

major dependencies were found to be the dependence of Pitch with Surge; Roll with Sway and of Sway

on Surge (unilaterally). Both Heave and Yaw couplings are absent from figure 3.5 as both are negligibly

small.
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(a) Surge (b) Sway

(c) Pitch (d) Roll

Figure 3.5: group of DOF’s coupling to a set of individual DOF’s

Almost all of the phenomena observed in figure 3.5 can be explained in regard to the excitation and

radiation hydrodynamic coefficient matrices. First of all, it’s patent how some entries of the matrices

are null. Moreover, each DOF is only coupled to two other DOF’s. In figure 3.5a, only Pitch and Heave

are coupled to Surge. In figure 3.5c,only Surge and Heave are coupled to Pitch. If it was not for the

unexpected Surge movement in figure 3.5b, the same would happen there, as well as in figure 3.5d,

but with a different set of DOF’s. So, another conclusion is that there are two groups of coupled DOF’s.

Group A constituted by DOF’s 1, 3 and 5. Group B constituted by DOF’s 2, 4 and 6. Each group is not

influenced by the other. By observing figure 3.5 again, it is noticeable as the effect 1 has on 5 is exactly

the symmetric of the effect 2 has on 4. Another remark is that among each group the coupled intensity

between different DOF’s varies. For example correlation between 1 and 5 or 5 and 1 (they are the same)

is always larger than any correlation with 3. The same happens for the other group: 2 and 4 or 4 and 2 is

always greater than any correlation involving 6. It’s explained why both Heave and Yaw coupling graphs

are not significant. The most interesting is that all these differences arise directly from the hydrodynamic

matrices. A sample of those matrices is available in the appendixes.

Arguably the less expected coupling is Surge oscillation in figure 3.5b. This is so because the norm is

to have a mutual influence between two DOF’s. In this case, that does not happen, as Sway’s response
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in Surge free-decay test is null. The reason behind this uncorresponded relation is the asymmetry about

the yy axis of the floating platform as already shown. So for Surge, as the xx axis is symmetric, there’s

no Sway coupled to Surge. On the other hand, as the set up and arrangement of the mooring line is

asymmetric regarding yy, a Surge displacement takes place in the Sway free-decay test. As members

from the two mentioned groups are excited, than all DOF’s are coupled, leading to the two more chaotic

characteristics of figures 3.5b and 3.5d.

All in all, this analysis permitted to identify two sources of DOF’s interconnection. One arising from

the model hydrodynamic coupling characteristics, very well defined in the matrices. A second one, whose

cause is the asymmetry in the mooring lines layout.

3.2.3 High and low frequency tests

In this subsection, a series of tests involving two different kinds of waves are presented. Neither current

nor wind are enabled. Also, in this load cases, the enabled DOF’s were increased (with respect to the

decay tests). Now, the support structure DOF’s were enabled. This means that the tower is flexible, being

able to bend in two directions (fore-aft and side-side) and with two modes. By using these simple wave

cases and enabling all possible DOF’s, the present simulations are increasingly closer to the final ones.

Two simulations are carried out: with a low-frequency and with a high-frequency regular waves. The

objective of these load cases is to assess if it platform behaves as expected in such conditions. This

means, accompanying the wave elevation in the low frequency case (0.02 Hz) and remaining still when

subject to a high frequency wave (0,5 Hz). The waves kinematic were modelled using airy wave theory, to

describe regular waves with a wave amplitude of 3m.

(a) High frequency = 0,5 Hz (b) Low frequency = 0,02 Hz

Figure 3.6: Wave elevation (blue line) and Heave response (red line)

The results presented in figure 3.6 confirm the expectations, what further strengthen the confidence in

the model. In fact, regarding the Heave response, in case (a) the platform stands vertically quiet, while in

(b) it follows exactly the wave elevation (except for the transition initial phase).
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3.2.4 JONSWAP spectrum tests

In this subsection the simulations carried out involve the use of the two different JONSWAP spectrum.

The test is relevant as can be compared with load case 2.2 and 3.2 from [40]. LC 2.2 has been modelled

exactly as prescribed in [40]. LC 3.2 is almost similar but for the fact that the inflow wind is taken to

be steady instead of turbulent. Still, as the results present in figure 3.7 and 3.8 show, the responses

assessed are pretty much the same (between OC4 LC 3.2 and what is modelled in this work). So, LC

3.2 will be dealt indiscriminately, not taking into account the small difference in the wind modelling. The

responses presented in figure 3.7 correspond to the more relevant ones. The other responses (Sway, Roll

and Yaw) were not strongly influenced by these LC’s, so were left out. The fore-aft tower displacement

response is included due to its influence in the generated power. By its turn, it is displayed to capture the

raw difference between the power generated by a floating and a fixed turbine. For the sake of comparison,

the average value of Surge and Pitch are represented in the graphs as a straight line. Moreover, a ”fixed

turbine” case (all platform DOF’s are disabled) has been introduced for allowing a better comprehension of

the effect of the JONSWAP spectrum and the wind-induced loads in relation with the more common case

of a fixed wind turbine, for a given wind condition (in this case, the rated wind speed Urated = 11, 4m/s).

This is done as a preliminary approach as this topic will be addressed more carefully afterwards. In figure

3.7e, the fixed turbine case as well as the fixed turbine and rigid turbine (tower DOF’s are disabled) cases

have the same mean value. That is why there is no need to represent two different mean values lines in

the figure. Heave is also compared for discussing the effect that different JONSWAP have in its response.
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(a) Surge.Red line for: LC 2.2; blue line: LC 3.2; dashed
lines: mean values: 0,03m and 7,90m respectively

(b) Pitch.Red line for: LC 2.2; blue line: LC 3.2; dashed
lines: mean values: -0,08º and 3,21º respectively

(c) Heave. Red line for: LC 2.2; blue line: LC 3.2 (d) Fore-aft Tower Displacement. Red line for: LC 2.2;
blue line: LC 3.2; magenta line: fixed turbine

(e) Generated Power. Blue line: LC 3.2; magenta line: fixed turbine; yellow line: fixed and rigid turbine; dashed lines:
mean values: 4249 KW and 4363 KW, respectively

Figure 3.7: Model behaviour when subject to different load cases

The first conclusion is that the mean values for Surge and Pitch for both LC 2.2 and LC 3.2 match

the values found for the same LC’s in the scope of OC4 task as patent in figure 3.8. The most uncertain
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one is related with Surge in LC 2.2 as the results significantly vary due to different modelling options

(inclusion of non-linear terms or not,... ) For instance, LC 3.2’s Surge is much more constant as the wind

loads mask the drift force. Again, this validates the model implemented in this work.

(a) Surge in LC 2.2 (b) Surge in LC 3.2 (c) Pitch in LC 2.2 (d) Pitch in LC 3.2

Figure 3.8: Mean value of the responses available in [40]

Heave response, patent in figure 3.7c is interesting as it states how the wind presence barely influences

vertical displacement of the platform.

Relevant issues arise from an analysis of the influence both Pitch, figure 3.7a and fore-aft tower top

displacement, figure 3.7d have on power production, figure 3.7e. Is the Pitch oscillation responsible

for the diminished power generated, or is the its mean value? While the largest peaks in the fore-aft

tower displacement coincide with the largest decreases in generated power, is this enough to establish

a correlation between the amplitude of the oscillation and the effect on power generated? Indeed, the

comparison of the yellow and red curves in figure 3.7e seems to establish a different conclusion: that the

fore-aft tower displacement has no direct influence in the power generation. Indeed, the generated power

curve of the fixed turbine and of the fixed turbine with rigid tower are exactly the same while one has a

small amplitude tower oscillation, and the other is still, due to its infinite stiffness. Of course, the ultimate

effect of the fore-aft tower displacement is more complex since its dynamic influences other responses.

Some of this questions are more deeply explored in the next chapter.

In the end, these results underline the evidence of the patent inter-dependency of all the variables

involved in the power production problem. From the platform responses to the external loads from wind

and waves. For instance, fore-aft tower displacement is influenced by both Surge and Pitch oscillations

which are, by their turn, a consequence of the wind but mainly of wave loads. These remarks highlight

the importance of integrating the different dynamics present in a floating wind turbine for a more accurate

analysis of its overall performance.
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Chapter 4

AEP Calculation, Comparison and

Analysis

4.0.1 Methodology

Two approaches to calculate the AEP of the proposed wind turbine are compared. The conventional

one, is to integrate the turbine power curve along the discretized wind’s Weibull distribution. This one

will be identified as ”conventional approach”. The other is to perform simulation with FAST using the

same wind condition, incorporating the sea kinematics. This one will be identified as ”present approach”.

The difference lies in consideration of the sea-effect in the floating system dynamics, which is expected

to jeopardize the turbine’s energetic output efficiency. Both results will be extrapolated for a one year

period, with the same hypothesis. No transient transitory dynamics between different wind speeds are

considered

4.0.2 Assumptions regarding the simulations

• The same JONSWAP spectrum will be used for different wind conditions simulations. This means

that wind-generated seas are not taken into consideration but swell waves are. There are a set of

reasons for this choice: Firstly, because the more energetic-relevant waves are swell waves which

JONSWAP spectrum describes well, and not those originated by local winds, as presented in figure

4.1. As can be seen in the following equation, the average energy flux per unit wave crest length,

Pwave, is proportional to the square of significant wave height, which is an indicator of the energy

waves carry.

Pwave = 0, 49H2
sTe (4.1)

Moreover, swell (as well as the JONSWAP spectrum waves) have lower frequencies, when compared

to local waves, much closer to the platform natural frequencies, presented in table 3.1, which is a

key factor regarding resonance and consequently has a stronger potential for decreasing energy
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production. Both remarks are evident from:

Figure 4.1: Swell system: blue line, wind sea: green line and fitted JONSWAP spectrum:red line. Results
for an analysis in the Bay of Biscay [43]

Thus, by using the same sea state throughout all simulations the most potentially impacting cases

are dealt with. Such assumption might lead to an overestimation of waves impact on power

production. Nevertheless, such hypothesis is not completely irrealistic, as there isn’t any connection

between the local wind blowing and the swell. In other words, it’s reasonable to find the same sea

state with different wind conditions.

• The wind and wave directions are aligned and no combinations thereof are considered.

• The wind model is InflowWind’s simple type which is defined by an exponential profile characterized

by a hub-height wind reference value and a power law exponent. Neither turbulence nor wind-shear

effects are taken into account.

• The wind distribution is discretized into nine classes. Again, the goal is to compare the present

AEP evaluation method with the conventional approach. So, the discretization is not critic as both

approaches are under the same conditions.

• The turbine efficiency is assumed to be 100%. Although some absolute energy values will vary due

to this hypothesis, it still doesn’t really affect the main objective of this work, which is a comparison

between both approaches.

4.1 Wind Resource

The wind distribution is obtained from data available in [44] for a specific location. In this work the

coordinates chosen are approximately 40◦N,10◦E, which is roughly 150km off the coast of northern

Portugal, which is in the range of the most interesting regions of the country regarding offshore wind

power potential. It is shown in figure 4.2.
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Figure 4.2: Relative frequency distribution from the WAVEWATCH III data and fitted Weibull distribution

The fitted Weibull wind distribution has a shape parameter of 2,1 and a scale parameter of 11,3. The

average wind speed from the model data is 10,0 m/s and from the Weibull distribution is also 10,0 m/s.

Accordingly, this location’s wind resource is found suitable and in accordance with modern offshore

projects, for a 5MW turbine, which is clear from data regarding most recent offshore projects, shown in

figure 4.3:

Figure 4.3: Inventory of some recent operating wind farms [45]

The WAVEWATCH III model uses wind speeds that are 10m above the sea level[46]. As the standard

wind speed height reference is at hub height (in the present case, 90m) for better dealing and analysing

the data and results, it is necessary to extrapolate the initial results. As far as the simulations are

concerned, this is not a problem as the wind model used in InflowWind has a power-law profile. So, it

would always be possible to provide a wind speed at some given height that the model would calculate

the wind speed at the desired hub height. The power-law is defined as:

Uz = UH

( z
H

)α
(4.2)

Where z and H are two different heights and α is the power-law exponent which depends on the
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terrain roughness. For open sea with wave conditions, a value of α = 0, 12 is assumed[POWERLAW].

4.2 Analysis of power reducing factors

The influence that the platform and tower responses have on power production, is now considered in

more detail.

4.2.1 Pitch

Three simulations have been run and plotted together in figure 4.4. One represents the LC 3.2 (blue line).

Another represents the LC 3.2 with Rigid Tower, which has exactly the same set of conditions than LC 3.2

but for the tower displacement DOF’s which are disabled, thus modelling a infinite-stiffness, rigid tower

(red line). The other case, represents a fixed turbine, meaning there are no platform dynamics as found in

a regular on-shore turbine, but with an assigned constant pitch value of 3,4◦ and a rigid tower (magenta

line). The Pitch value has been chosen to match the mean Pitch value of the LC 3.2 case, considered

from the onset of power production (approximately at time 100s).

(a) TowerTop Fore-Aft Movement (b) Pitch
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(c) Generated Power

Figure 4.4: Analysis of power production variation with fore-aft tower movement and pitch, for rated
conditions.

Regarding the mean generated power, there is almost no difference between the dashed red and blue

lines, i.e., around 0, 2%. Between the dashed red and magenta lines the difference is larger but still very

small, around 0, 7%. The more relevant conclusion to be drawn from figure 4.4, 3.7e and the percentages

calculated, are:

• The most relevant factor affecting the power production is the mean offset value of Pitch and not

its oscillation. In fact, the difference between the red and magenta lines is almost negligible (the

differences are most likely due to the differences in the two models,i.e., Heave, Surge responses,...).

This shows that, as far as averaged power production is concerned (not considering quality and

constancy in the power output) the Pitch oscillation seem not to be directly relevant for the amount

of energy produced in these conditions.

• The effect of for-aft tower displacement is very reduced. In fact, even the influence it has arises

indirectly from the influence it has on Pitch. By looking at figure 5.3 b), it’s possible to check how the

mean Pitch value is slightly smaller in the fixed tower case. Unfortunately, FAST code doesn’t allow

for setting a constant fore-aft tower displacement case. Such simulation would allow the comparison

of the fore-aft vibrations effect with the mean fore-aft displacement effect, and possibly differentiate

both.

• The higher the deviation from the horizontal turbine axis position , the more jeopardized the power

production is.

• These results are to be taken carefully, as they might depend on wind conditions (in other words,

on the turbine power curve region), on the control system itself and naturally on the complex,

interconnected overall structure dynamics. A broader and more extensive verification of the

dependence of this trend with these variables is out of the present work scope, but might constitute

an interesting subject for future work. Anyway, such conclusions show a path towards optimizing
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floating offshore wind power production: the first priority being to diminish the mean Pitch offset.

The second, being clearly less relevant, to reduce the fore-aft tower top oscillations.

The following natural question is then: how does mean Pitch angle affects power production? To

answer this question a series of simulation were run in conditions of similarity, except for the constant

Pitch angle, which is varying. The platform is fixed and the wind is at rated conditions:

Figure 4.5: Power production sensitiveness to pitch angle, at rated condition

The reason why the squared cosine function is displayed is because the power depends on the area

perpendicular to the wind direction, which by its turn, depends on the square of the rotor diameter, either

aligned or not. Mathematically, the general law for wind power :

P =
1

2
ρAperpendicularU

3 (4.3)

This equation states the dependence of power with the projected rotor area. The following is the simple

circular area equation.

Aperpendicular =
π

4
D2
pependicular (4.4)

where the ”perpendicular” diameter to the wind is given by:

Dperpendicular = Dcos(α) (4.5)

where α is the angle between the blades orientation and the vertical. So, in the end, the power could be

expected to be proportional to the squared cosine. Naturally there are other factors to consider which

justify the differences between both curves. The bending of blades due to their own weight; the precone

angle; the change in aerodynamic coefficients due to the angle between the wind and the blades; the

different turbine dynamics due to different loadings in each pitch case, as evident in figure 4.6:
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Figure 4.6: Different fore-aft tower top displacements, for different pitch angles

This figure is based on the same condition than figure 4.5 where the red line represents the highest

positive pitch case, 13◦ and the magenta line the highest negative pitch case, -13◦. It is possible to

see that the incremental differences between all cases, reach a total of 0,8m between the two opposed

extremes. This dynamic behaviour plays a role in the power production, as stated above.

Another interesting finding is how the maximum power is achieved for a Pitch angle of -5◦. The

reason is due to the shaft tilt angle, as seen in figure 1.11, meaning that the blades (not counting with the

precone) are actually aligned vertically for a Pitch angle of -5◦. In this region, for a range of about -5◦, the

two curves present a very good correlation as that is the region where the modelling conditions approach

more accurately the hypothesis of equation 4.3 and 4.5.

4.2.2 JONSWAP severity

The results for the sensitiveness of power production to the sea state conditions are presented in figure

4.7 (always in the frame of the JONSWAP spectrum). 4 different cases have been studied with the same

platform modelling conditions and wind resource (rated) but different wave kinematic model specifications.

The most extreme case is similar to LC 3.5, except for the wind velocity, that is taken to be 11,4 m/s

instead of the prescribed 47,5 m/s and is represented in red. Such case will be designed as ”extreme”.

Next, comes LC 3.2, represented in blue. The third case wave spectrum characteristics are: half of the

wave height of LC 3.2, 3m; a peak spectral period of 8 s and the same peak shape parameter as LC 3.2:

2,87, and is represented in magenta. Such case will be designated as ”weak”. The last case is one in

which there are no waves, so the sea is perfectly calm, and is represented in green. This last case will be

designated as ”flat”.

The analysis of figure 4.7 allows for a set of important and unexpected conclusions.

• Firstly, the extremely low dependence of the mean responses displayed with the severity of the

sea state. In fact, there’s almost no variation of the parameters considered ranging from flat sea

condition to LC 3.2. For the 50-year extreme condition (as the name indicates, a very rare situation),

the relative difference is still very low, around 6%.
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(a) Pitch (b) Mean Pitch values

(c) Fore-aft tower displacement (d) Fore-aft tower displacement mean values

(e) Generated power (f) Mean generated power values

Figure 4.7: Response analysis of four different JONSWAP intensity cases

• Although the mean values are very close to each other, the same does not happen with the

oscillations amplitude. In fact, the extreme case Pitch oscillation amplitude might be about 5

times larger than LC 3.2 and even larger if the weak case is considered. The oscillations, as will

be concluded below, can have a relevant effect on mean power production for some operational

situations. Moreover, they are surely critical regarding structural and fatigue constraints.
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• Probably the most interesting insight figure 4.7 provide is connected with the apparent contradiction

with what has been stated in the previous sub-section 4.2.1. In fact, the extreme case mean

power output is smaller than the other cases, while both mean Pitch angle and mean fore-aft

tower displacement have also lower values! What explains this unexpected results? A careful look

into figure4.7f provides the answer. The Pitch and fore-aft oscillations clearly continuously bring

down and up the power output. They do so as these movements affects the apparent wind the

rotor experiences, increasing when the tower rotates/vibrates into the wind and diminishing when

rotating/vibrating downwind. This change in apparent wind forces the control system to constantly

adapt the operational region of the power curve, providing more or less power, respectively. As long

as the lower peaks are counterbalanced with the higher peaks, the mean power output remains

roughly independent of such perturbations. This happens due to a combination of two factors:

oscillations amplitude and proximity to the rated power output (5000KW). In this analysis, the inflow

wind velocity is kept constant, so the second factor is not changing. As the oscillations amplitude

increase in the extreme case the lower peaks are no longer balanced with the higher ones due to

the control system. Indeed, there is no limit for the low power peaks. On the other hand, the high

power peaks are constrained by the control mechanisms that work towards avoiding an over rated

power output. This balance of unconstrained low power peaks with a maximum (5000KW or a bit

more, when the control system does not actuate fast enough) power peak condition results in a

reduction of the mean power production, even if the mean Pitch angle is smaller when compared

with other cases. Relying on this reasoning, a reasonable forecast is that the turbine behaviour

is more critically affected by wave conditions in the vicinity of rated conditions (being the range

of ”vicinity” dependent on the oscillations amplitude). Figure 4.8 depicts this dynamics through a

scheme and by providing the tower top speed for the four cases being dealt with in this sub-section.
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(a) Total tower top speed in the xx direction

(b) Total, pitch and platform speed, for the four cases
analysed, in the xx direction

(c) Schematic different turbine operational regions

Figure 4.8: Possible effect of speed oscillations for different sea states in the xx direction

In figure 4.8b the total speed stands for total tower top mean speed; Pitch speed for the Pitch

rotational speed multiplied by the tower top height; platform speed for the translational platform

speed in the xx direction (Surge). The total speed mean amplitudes were calculated by averaging

the summation of the platform Surge speed with platform Pitch speed, multiplied by the tower

height. Each case has the ”low amplitude” and ”high amplitude”, meaning they have been calculated

averaging the negative and positive data from figure 4.8a. For the sake of succinctness the temporal

curves of the Pitch and platform speeds are not presented, though they’ve been used.

In figure 4.8c, if the the turbine is working at the yellow point (defined by the inflow wind speed) and

it experiences perturbations (turbulence or changing apparent wind due to the rotor movement) of

a given amplitude, the left low power peak is compensated by the right high power peak, so that

in average the power production remains around the yellow circle (the exact balancing depends

on the nature of the power curve in that region, i.e. if it a straight line, curved,...). It happens the

same for the green circle with a minor difference which is that it has a higher capability of facing

larger perturbation amplitudes, due to the different operational point in the power curve. As far as

the blue circle is concerned, it’s evident that the balancing is no longer possible. For the left range
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extreme implies a low power peak, but the right range extreme doesn’t provide any extra power to

compensate for it. By looking at figure 4.8a and 4.8b it is possible to check how the more severe

sea conditions have a major role determining the tower top speed.

• Other interesting conclusion is on the role Pitch and Surge play on the total tower top speed.

However, note that fore-aft tower displacement has been excluded from this analysis. Although it

theoretically also influences the tower top speed, FAST doesn’t provide any output regarding its

speed, making it impossible to evaluate its detailed role. To check the accuracy of such claim, an

analysis of the fore-aft tower displacement figure (not presented in this work) has been done. By

analysing the oscillations amplitude and the frequency, it’s possible to estimate the mean speed.

The conclusion is that the apparent wind arising from this specific movement is very much negligible

(around 0,025m/s of amplitude for the extreme case and 0m/s for the flat sea case). Returning to

the initial point, Pitch-induced and Surge-induced mean speed are very much equivalent regarding

its amplitude. Due to the oscillatory nature of both, the mean total speed, is not simply summed

and surprisingly ends up being either slightly superior or inferior to its components. This raises an

interesting issue regarding the different floating concepts. For instance, can the Surge speed act as

an ”active damper” of the Pitch-induced velocities for strong seas, reducing the total speed? If so,

by increasing the platform stability, this could constitute a potentially important contribution towards

the evolution and definition of future FOW concepts. In other words, this observation might provide

renewed insights into platform development strategies and engineering approaches. Of course, to

be useful, such results would need to be more strongly confirmed, by testing different platforms,

operational conditions, modelling options... However, such extensive research is, again, out of the

scope of the present work.

• So, in the end, the conjunction of the two above mentioned factors (speed oscillations amplitude

and operational region of the power curve) adds another conclusion regarding power production: it

is not only dependent on the mean Pitch angle (as concluded on the previous subsection 4.2.1) but

also on the Pitch and Surge oscillations mean speed.

4.3 AEP Calculation and Comparison

Firstly the Weibull wind distribution is discretized into nine classes, as shown in figure 4.9.

51



Figure 4.9: Discretization of the wind distribution with respect to nine wind classes

With the Weibull wind curve discretized and the wind classes defined, the calculation of the respective

power and energy outputs can be calculated for both approaches. As far as the conventional approach is

concerned, the power output for the selected mean wind speeds have been obtained through a careful

analysis of the turbine’s power curve with a dedicated data digitizer software. For the above rated speeds,

such methodology is not necessary as the turbine rated output value is assumed, 5000KW. The results of

the present approach, are displayed in figure 4.10.

(a) Class 1 (b) Class 2

(c) Class 3 (d) Class 4
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(e) Class 5 (f) Class 6

(g) Class 7 (h) Class 8

(i) Class 9

Figure 4.10: Temporal output power for each wind class.

Figure 4.10, shows the blue line representing the output power from each wind class coupled with

JONSWAP spectrum sea conditions (present approach). The dashed blue line represents the average

output power from the filled blue line from the onset of the transient-non-influenced part of the line. The

red line represents a fixed and rigid tower. It is presented to visually enhance the difference between
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assessing a turbine’s power output with and without considering wave loads and dynamics.

A series of conclusions regarding the nine power production simulations are presentd below:

• The effect mean amplitude of wind speed oscillations has on power production, as previously

described, is clearly patent and confirmed in this set of figures. Class 4, the closest to rated speed

conditions, is the only one in which the oscillations are not evenly distributed by the upper and lower

side of the mean power. In fact, class 4 represents the yellow case in figure 4.8c. It’s very clear how

it presents power drops of more than 1000KW while the highest power peaks over the red curve do

not go much above 100 KW, what represents a difference of over 10 fold. This happens only for this

specific class. An exception is class 3 case. Although the power output is much more similar to all

other cases it still presents a considerable lower mean power output when compared with the fixed,

rigid turbine. The reason is due to the final part of the turbine power curve before rated conditions

which is slightly rounded. So, even if the power output increases for increased apparent wind, it

does so but in a less accentuated way. At least when compared with the power reductions when the

apparent wind goes down. All the others cases present equilibrated oscillations around the red line.

This provides a conclusion for what has been previously foreseen. That the sea loads affect power

production mainly on the rated speed operational region. Again, the extent of this effect along the

power curve depends on the tower oscillations amplitude which are by their turn dependent on the

sea state severity.

• Class 1 case also displays an interesting feature as it casts light on the opposite effect of class 3.

In fact, this is the only case in which the sea-induced apparent wind oscillations carry a benefit!

Instead of diminishing the power production, it increases in relation to the fixed, rigid turbine! This

happens due to the shape of the turbine power curve. For above operational point the curve is more

vertically tilted than below the operational point. This mean that for a symmetric speed oscillation

the variation in power is not equilibrated, but has a positive output result. Basically, the opposite

effect of class 3 case.

• An important remark concerns the wind speed class band width. As the platform dynamics matters

mostly for the rated speed region, it is necessary to be careful when discretizing the wind distribution.

In fact, by attributing a higher probability to a class whose speed is close to the rated, the power

reducing effect might be exaggerated. The extreme case would be to consider only one wind class

(in this case it would be attributed a mean speed value of 10m/s). If so, the overall power reduction

factor would be between 3% and 5% (as attributed to classes 4 and 3, respectively, see figure 4.10)

when its known that the difference is about 2% or less. So, while it’s not needed to perform an

infinitesimal discretization to safeguard an erroneous analysis, it must be done considering the

specificity of the region affected and the wind classes speed range.

• Note the fact that from class 5 upwards the control system shows a typical overshoot of increasing

amplitude, reaching almost the double of the rated power for the strongest wind conditions (class

9). The stronger the wind conditions, the slower the system reaches rated conditions. Although
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transitory effects are out of the scope of the present work, they nevertheless constitute an important

matter regarding power integration, fatigue, components reliability and structural-related topics.

A summary of the data obtained for both approaches is presented in figure 4.11. A simple data

analysis is performed in order to compare the differences arising from the two different methodologies.

Figure 4.11: Power output for each wind class

The final annual energy production results are presented in figure 4.12. The absolute values are

not exactly what the turbine produces for the network as an overall efficiency factor must be taken into

account. Still, the more interesting result is the overall energy estimated reduction that the present

approach provides in comparison to the conventional approach. Such value is not affected by efficiency.

Figure 4.12: Annual energy production for each wind class and total value
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Chapter 5

Costs and LCOE Analysis

5.1 Introduction

The present chapter aims at an analysis of the main costs involved in setting up an offshore wind farm,

namely the CAPEX, OPEX and DECEX. CAPEX is associated with project development and consenting;

production and material acquisition; and the infrastructures installation and consenting. OPEX deals with

the necessary maintenance and all kind of operation necessary to ensure the longevity and quality of

the wind farms operations. Finally, the DECEX is about the decommissioning of the project and all of its

intrinsic activities.

Figure 5.1: Breakdown of a wind farm costs in respect to its different phases in [47]
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By using the costs and energy produced, the LCOE is also estimated according to the formula:

LCOE =

∑n
t=1

CAPEX0+OPEXt+DECEXn+1

(1+r)t∑n
t=1

Et

(1+r)t

(5.1)

As patent in equation 5.1 the LCOE accounts for both the discounted costs and the discounted

annually produced energy, according to the year in which they are generated, depending on r, the

discount rate or WACC. So, it is noticeable how both the discount rate and the project lifetime play decisive

roles in the LCOE calculation. It is one of the most used indicators regarding energetic investments

evaluation and can be seen as the minimum price at which the energy must be sold in order to break-even

at the end of the project lifetime.

The goal of the present chapter is to understand how relevant each kind of cost is in the final budget

and to evaluate how strongly can the parameters variation affect the LCOE. This aspect is actually the

most important. Indeed, there is not much exact data available regarding floating offshore wind projects,

thus making the sensitiveness analysis more important than the exact costs breakdown. Even if there

was, it would not be a very relevant information. In fact, as an industry still in an early stage, many of its

associated costs are not optimized, leading to probable future costs oscillation or, in other words, to an

uncertainty regarding their upcoming values. Naturally, if the industry thrives, becoming commercially

luring, costs are expected to diminish, as mentioned in the first chapter. All in all, these remarks make the

study of the LCOE’s components variation the most adequate set of insights regarding the discussion

and analysis of the industry future.

A techno-economic model from WavEc is used. It receives a set of inputs such as the different project

costs types, AEP, financial parameters, project life time, among other possible options and calculates the

LCOE.

5.2 Sensitiveness analysis

5.2.1 Data and chosen parameters discussion

In order to perform the proposed analysis, data from [47] is used. It will be designated as standard data,

in opposition to data obtained from its variation. The WindFloat concept [48] is used as the base model

for estimating the costs. It follows that the data is not random, but still it is necessary to estimate many

costs. Indeed, even with a supporting model, the unknowns are manifold. The reason why the WindFloat

concept is selected as the basis is connected to its similarity with the concept studied throughout this

work. In fact, they are both structures of the semi-submersible kind, presenting the same operating

principles. Moreover, one of the main cost drivers is steel price and the amount of steel utilized in the

construction. Semi-submersible concepts rely heavily on a large steel utilization, making their LCOE

potentially higher than other concepts and comparison with those other concepts not very accurate. A

summary of the costs is presented in figure 5.2. CAPEX and DECEX values are in thousand Euro per

MW, while OPEX values are in thousand Euro per MW per year of operation.
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Figure 5.2: Cost data assumed in [47]

It is important to clarify that the assumptions and factors leading to such expenditures are obtained

assuming a 100 5MW turbine wind farm, occupying a 9km*9km square, 200km from the land grid

connecting point. Water depth is assumed to be 200m. The project life-time is taken as 20 years and

the discount rate as 10,7%. There is also an important note regarding the DECEX. In its breakdown,

a scrap revenue is considered. In fact, the massive steel structures can potentially be sold after their

decommissioning, given the high market value of steel. This would transform the DECEX from an

expenditure into a positive cash flow to be considered in the LCOE. In spite of this hypothesis, a more

conventional model (linked to bottom-fixed evaluation) is considered. For instance, in [49] it is assumed

that the DECEX is around 60% to 70% of the installation costs. In the present work a value of 400

thousand euros per MW is assumed as described in [50]. On the one hand, it is important to keep in

mind the high level of uncertainty regarding this aspect, as the industry has very limited experience and

errors in DECEX estimation are very common [50]. On the other hand, DECEX is expected not to be very

crucial, as its costs are expected to correspond to less than 1% of the LCOE [51] , making its analysis not

a major concern.

The main issue concerning the direct utilization of this information in the present work arises from the

project size differences. In fact, the bigger a wind farm is, the more reduced the costs per MW will be

due to an economy of scale. While this effect is true for the three different types of costs, it is specially

relevant for OPEX, in which operational optimization is key. Again, this points to the interest in studying

the effect of possible scale economies factors on the LCOE.

Project life-time and discount rate have already been introduced as determining factors regarding

LCOE evaluation. Although they do not exactly represent costs or energy production outputs, they are

very much determining factors in regard to the LCOE. At the same time, and this is specially keen for

the discount rate, it is a highly changeable parameter. The latter mirrors investors trust and confidence,

project risk, expected return from other projects, taxation, inflation and a balance between the market

value of debt and equity. Thus, it is expected that as the industry grows and is increasingly proven, the

discount rate is expected to decrease. The former depends, among other, on the technology used, site

condition, maintenance plan...

Naturally, energy output is also a determining factor influencing the LCOE. In fact, a more accurate

estimation of its value is the goal of the previous chapter. Than, it is evidently interesting to undertake an
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analysis of the overall effect of the AEP variation. For the same reasoning as the other factors but also

as a complement of the previous chapter, by allowing an economic perspective on the relevance of the

proposed method (so far, only a techno-energetic perspective had been made clear).

5.2.2 Results discussion

Some factors have been discussed in the previous subsection. Now, a more extensive analysis is

performed, with the data available. The sensitiveness analysis results are presented in figure 5.5. The

estimated LCOE value is 130C/MWh. This value fits in the estimations provided in [52] and [47] bringing

confidence to the validity of the results. Nonetheless, as already mentioned, the objective of the present

chapter is to discuss its sensitiveness and not its exact value.

The sensitiveness analysis is undertaken by changing all cost parameters by 10%, both for the

increased as well as for the decreased scenario. An exception is on the turbine output power (same

meaning as AEP), for which two analysis are studied: one with a 2% variation, reflecting the difference

obtained in the previous chapter. Other with the same 10% variation, in order to be compared with all

other parameters. The standard values on which the percentages are based are the ones presented in

figure 5.2. For each parameter variation, all the others are kept constant.

A discussion on the different parameters follows:

• CAPEX

The three main cost drivers are all linked to costs that tend to depend directly with farm size and

its number of turbines. So, CAPEX is not expected to be strongly dependent on scale economy

factors, but on other factors to be readily explored.

Turbine costs are specially prone for change. In fact, in the past 5 years a decrease of more than

50% has taken place.

Figure 5.3: Wind turbine cost evolution in the U.S, in million U.S. dollars per MW in [53]

As far as production costs (including tower) are concerned, they are heavily dependent on steel

prices. In fact, for the floating structure production, almost 40% of the costs come directly from
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material consumption (basically steel), while tower construction cost breakdown attributes about

30% of its total value to steel consumption [47]. This is to say that steel price alone is a major driver

of the LCOE. As can be seen in figure 5.4 the unstable nature of steel price makes it an extremely

crucial parameter to be accessed, regarding its influence on LCOE. Other factors such as labour

are also important, though more complex to evaluate.

Figure 5.4: Iron and steel producer price index evolution in the U.S.A [54]

Grid and its installation costs are also expected to vary but due to a broader range of factors. The

main drivers are OHVS and offshore export cable [55]. As such, wind farm distance to shore is

a major unknown regarding overall grid costs. Other important factors include cost of materials

(copper, among others); wind farm layout; vessel costs (dependant on supply and demand; fuel

prices;..), among others.

• OPEX

Annual maintenance operations is an important cost that is expected to be heavily dependent (over

70%) on vessel utilization [47]. Such hypothesis makes this field highly prone to be optimized with

increasing wind farm sizes. Thus, variations that it can induce in LCOE are likely to be felt as the

industry grows. Also, insurance costs are naturally expected to diminish as more reliable and proven

projects are set (but its influence is much smaller)

• Energy

This parameter allows a conclusion on the relevance of the main proposed goal: the estimation of

the AEP through the present thesis methodology. In fact, it is patent how a change of 2% in the AEP

or turbine energy output can produce a greater or similar effect on LCOE as a 10% change in the

majority of the other factors analysed. This strengthens the relevance and usefulness of committing

more deeply to a more accurate estimation of the AEP, in order to better estimate an offshore wind

project LCOE. Although an increased energy output is unlikely, many factors play a role in bringing

it down. Sea dynamics; unpredictable stops; energy losses; among others... So, in this case, the

red part of the graph is also the most interesting to be studied.

• Finance
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The base values of this analysis are assumed to be a 25-year project life time and a discount rate

of 10%. As offshore wind investments have typically values ranging between 8% and 12% [52],

it means that the discount rate range is broader than what has been analysed here, potentially

leading to big increases in the estimated LCOE. Indeed, this is clearly the most important parameter

regarding LCOE value, with 10% variations leading to changes of around 5%. This is a parameter

in which positive changes are expectable as the industry becomes more trustful, among other

parameters already discussed

Figure 5.5: Impact analysis of different costs on LCOE
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Chapter 6

Conclusions

Throughout the research and work committed in developing this thesis, several important insights have

been obtained. They concern mostly the different factors driving a floating offshore turbine power

production. They are presented below:

• The platform mean Pitch value importance towards power production. Fore-aft tower displacement

also plays a role but is considerably less relevant. Its effect has been quantified and the main

reason for its influence is strongly connected with the change in the rotor area perpendicular to the

wind flow. Other factors contribute to intensify this trend, though. The optimal case has been found

for the horizontal rotor axis position.

• On the one hand, the low dependence of the Pitch and fore-aft tower displacement mean values

with the severity of the sea state has been observed. Mean values are more influenced by wind

conditions. On the other hand, an important dependence regarding the mean oscillations amplitude

is connected to the sea state.

• The tower top speed oscillations influence the turbine power output. The most critical operational

area along the power curve corresponds to the rated conditions. Below that point, power production

is also influenced due to the non-linear nature of the curve, though to a diminished degree. Above

that point, and it’s important to define ”how above”, the speed oscillations do not play a role at all.

Indeed, the onset of this no-effect region depends on the intensity of the speed oscillations. For

higher speeds, the further away in the power curve the power output is affected. This implies that

the strategy of numerically calculating the average power production is tendentiously pointless for

higher wind speeds, but important for less intense regimes.

• The analysis of the factors driving the total tower top speed brought out the mutual effect and leading

role of Surge and Pitch responses. They present similar values in a quite restricted range, meaning

they are equally relevant responses to tackle in order to prevent production losses. Statistically,

their oscillation speed is not summed up. On the contrary, their combined association might even

decrease the total value. If this was not the case, the annual energy calculation between both

approaches studied in this work could be much larger.
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• An overall difference of 2% between the conventional and present approaches regarding annual

energy production estimations. This is the main result from this thesis. Care must be taken

due to the approximations assumed in its calculation (specially regarding the wind distribution

discretization), as the real difference might become lower.

• The leading role discount rate has on LCOE. Among all other parameters studied, the discount rate

was found to be the most relevant driver of total costs. Moreover, the complete range of plausible

values has not been fully analysed meaning that even larger increases/decreases on LCOE can

occur in normal conditions. Other important sources of cost are the turbine, platform and tower

production. Increased wind farms life time can also lead to significant reductions in LCOE.

• A decreasing cost trend is clearly patent both on the expectancies explored in the first chapter as

well as in the more detailed analysis presented in chapter 5. All major cost vectors are expected

to lower their toll on LCOE within the frame of a industry growing scenario. This includes turbine

production whose cost has been steadily decreasing for the last decade; annual operations and

maintenance which is looked upon as a very likely parameter to increase its efficiency with bigger

wind farms. Even tower and platform production which are heavily dependent on steel prices are

expected to possibly lower their costs by introducing new and more efficient means of production,

necessary to keep up with an eventual increasing demand. But, most of all, a decrease in the

discount rate as a result of the industry growth and maturing might definitely bring a luring light into

floating offshore wind.

• To a less extent, some costs can also be expected to increase. Deeper and further away from

the coast projects will necessarily bring with them new challenges. Costs involving the grid and

moorings set up are likely to increase in such situation. Even maintenance related-issues can

present a contrary trend to what is expected in these scenarios. Other renewable technologies

steady development and advantages might jeopardize investors’ will to finance offshore wind

projects, thus making them very hard to become attractive.
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Chapter 7

Future Work

Recommended future work arising from this thesis include:

• Validation of the results presented through simulations with other codes and scaled model tank

tests. Investigate the possible advantages of incorporating second-order forces, non linearities,

wind turbulence and wind-shear as well as other complex modelling option not taken into account in

this work.

• Also, extending the range of conditions from which the conclusion have been drawn. This includes

combinations of different wind and wave direction; wave spectrum and wave type variations.

• Improve the wind discretization (more and narrower wind classes) to obtain more accurate results.

• Study other platforms designs and analyse the conclusions for checking if they are general or

concept dependent.

• Study other platforms designs and analyse the conclusions. To see if they are general or concept

dependent.

• Finally, deepen and strengthen the economic analysis, taking advantage of more consistent infor-

mation that becomes available as more projects and studies are developed.
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Appendix A

FAST input files
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A.0.1 Driver file
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A.0.2 Hydrodyn file
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A.0.3 Aerodyn file
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A.0.4 Moordyn file
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A.0.5 Elastodyn file
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A.0.6 Elastodyn tower file
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Appendix B

Hydrodynamic and hydrostatic

coefficients

An example for a period of about 628 s is given (when applied). The files with the full period range are

not included due to their size.

B.0.1 Added-mass and damping coefficients

The first column provides the period; second and third columns provide the coefficients indexes; the

fourth column the added-mass coefficients value; last column provides the damping coefficients value.

B.0.2 Excitation coefficients

The first column provides the period; the second column provides the incoming wave direction; the third

column provides the coefficient index; the fourth provides the complex wave excitation module; the fifth,

sixth and seventh columns provide the phase, real and imaginary part, respectively.
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B.0.3 Hydrostatic restoring coefficients

The first, second, fourth and fifth columns provide the hydrostatic restoring matrix indexes. Third and and

sixth columns the coefficients values.
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