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Abstract

The brain’s intrinsic organization can be assessed by estimating the functional connectivity (FC) between brain regions using functional magnetic resonance imaging (fMRI). Recent studies have shown that FC changes over short time scales of seconds to minutes, naming the so-called dynamic functional connectivity (dFC). Interestingly, dFC has been shown to correlate with brain state, such as eye closure or wakefulness. Moreover, a limited number of recurrent dFC states have been identified. However, the electrophysiological underpinnings of dFC states remain unclear. Here, we examine the electroencephalogram (EEG) correlates of dFC states using simultaneous EEG-fMRI data collected from a group of healthy volunteers. The Phase Coherence method was used to estimate dFC at each repetition time point, TR, and a k-means clustering was then applied to obtain a finite number of dFC states, with a varying k (number of states). For the EEG correlates, the topographies of EEG power across different frequency bands were computed for each TR and a mean topography associated to each dFC state was calculated. Nine dFC states was found to have the best trade-off between low number of states and greater difference between alpha topographies. An association between high power topographies was found with three states, one corresponding to the frontoparietal network, other to the default mode network and the third to a olfactory-middle orbitofrontal network. Our results provide further support to the electrophysiological underpinnings of fMRI dFC states, and in particular indicate a relationship with EEG alpha power.
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1. Introduction

The study of the human brain activity using Blood Oxygen Level Dependent (BOLD)-functional Magnetic Resonance Imaging (fMRI) revealed correlated and spontaneous low-frequency fluctuations between distant brain regions even without any external stimulus, forming the Resting-state Networks (RSNs) [1]. The brain’s intrinsic organization can be assessed by estimating the Functional Connectivity (FC) between brain regions [2]. Initially, it was considered as static. However, recent studies showed that FC fluctuates over short time scales of seconds to minutes, designating the so-called dynamic Functional Connectivity (dFC) [3].

The most common and easiest method used to compute the dFC is the pairwise sliding-window Pearson correlation which consists in computing the Pearson Correlation coefficient within a temporal window with length W and shift the window by a time-step T, repeating this process until the whole time-course has been used [2]. The sliding-window approach can also be used with other FC measures, such as Regional Homogeneity [4] and Independent Component Analysis (ICA) [5], where BOLD time-courses are decomposed through ICA and spatial components are obtained for each window, being possible to observe their evolution over time.

Another family of approaches, which does not use sliding-windows, is the time-frequency analysis, where the Wavelet Transform Coherence is used to estimate time-varying patterns of functional connectivity that are associated with specific frequencies [6].

One last method used to measure dFC is called Phase Synchronization. It is a quite well-established tool in Magnetoencephalography (MEG)/EEG studies, however in fMRI it is not very explored. Glerean and colleagues [7] were one of the first groups to apply it on fMRI and more recently studies have also used it [8, 9], calling it Phase Coherence (PC).

In this method, the purpose is to compute the instantaneous phase, which can be obtained by after computing the analytic signal using the Hilbert transform or by convolving the BOLD signal with a complex Morlet Wavelet. Given the phases of the
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BOLD signals from two regions $n$ and $p$, at time $t$, the phase coherence, $dFC(n,p,t)$ is computed by:

$$dFC(n, p, t) = \cos(\theta(n, t) - \theta(p, t))$$  \hspace{1cm} (1)$$

Where $\cos()$ refers to the cosine function. When two areas $n$ and $p$ have synchronized BOLD signals at time $t$, then $dFC(n, p, t) = 1$.

The big advantage of Phase Coherence is that it allows to have a maximum temporal resolution of the dFC, as each dFC matrix is computed at each TR, being possible to analyze faster fluctuations of the FC than using a sliding-window.

A finite number of recurrent dFC patterns can be achieved through matrix factorization techniques. The most commonly used is k-means clustering \cite{4, 8, 10}, but others such as Principal Component Analysis \cite{11} or Dictionary learning \cite{12} have been used. One important parameter that needs to be defined a priori and has a lot of influence in the results is the number of dFC states. However, this number is not known and there is not a consensus regarding this number \cite{9}.

Furthermore, regarding the dFC states, electrophysiological correlates haven’t been much studied to date. In fact, to the best of our knowledge, only Allen and colleagues \cite{13} studied the relationship between dFC states and EEG spectral signatures. The simultaneous EEG-fMRI acquisition has enabled a better understanding of the relationship between haemodynamic and electrical oscillations.

In this study, a dataset acquired with simultaneous EEG-fMRI was used to investigate EEG spectral correlates of dFC states in a resting-state study, in order to understand the electrophysiological underpinnings of these states. Furthermore, it was also investigated if these EEG correlates could be used to solve an old problem of dFC clustering, which is which is the choice of the number of states.

2. Materials and Methods

2.1. EEG-fMRI Data Acquisition

The dataset analyzed in this work was a simultaneous EEG-fMRI recorded on a 7T MRI scanner using a 64-channel EEG system from nine healthy subjects (22-26 years old, 5 males) \cite{14}. The image acquisitions were performed on an actively-shielded Magnetom 7T/68-cm head scanner (Siemens, Erlangen, Germany). The functional data was acquired using a 2D simultaneous multi-slice gradient-echo echo-planar imaging (EPI) sequence, with a TR = 1 s and a 2.2 mm isotropic resolution. Whole-brain, 1 mm isotropic structural images were acquired using a T1-weighted 3D gradient-echo MPRA GE sequence. Regarding the EEG data, it was acquired using two 32-channel BrainAmp MR Plus amplifiers (Brain Products, Munich, Germany) combined with a BrainCap MR model (Easy-Cap, Herrsching, Germany). The cap with 64 electrodes was arranged in an extended 10-20 system, with a reference on channel FCz and an electrode used to record the electrocardiogram (ECG) signal, placed on the back of the subject. Scanner triggers marking the onset of each fMRI volume were also recorded.

The fMRI scan was obtained during resting-state and the subjects had to hold eyes open while focusing on a small red cross presented in a MR-compatible LCD screen (Cambridge Research Systems, Rochester, UK), viewed through a mirror placed on the RF coil. This was done to minimize the head and eye movements.

All participants (or their legal representatives) gave written informed consent and the study was approved by the Lausanne’s ethics committee.

2.2. fMRI Data Analysis

2.2.1 Pre-processing

The fMRI data had been previously pre-processed by the team. The first step consisted in discarding the first 10 volumes of the data to let the signal reach a steady-state. Then, non-brain tissue was removed using FMRIB Software Library (FSL)’s brain extraction tool (BET) \cite{15}. Following this, slice timing and motion correction were accomplished using FSL’s motion correction tool (MCFLIRT) \cite{16}. In order to reduce EPI distortions, a B0-unwarp was performed with FSL-TOPUP \cite{17}, using a reversed-Phase encoding acquisition. Afterwards, a spatial smoothing using a 3 mm full width at half maximum (FWHM) Gaussian kernel was performed and a high-pass temporal filtering with a cut-off period of 100 s was employed. To remove physiological noise, a linear regression with the following regressors was used \cite{18}: quasi-periodic BOLD fluctuations related to cardiac and respiratory cycles were modeled by a fourth order Fourier series using RETROICOR \cite{19}; aperiodic BOLD fluctuations associated with changes in the heart rate as well as in the depth and rate of respiration were convolved with the respective impulse response functions (as reported in \cite{20}); average BOLD fluctuations in white matter (WM) and cerebrospinal fluid (CSF); six motion parameters estimated by MCFLIRT; scan nulling regressors (motion scrubbing) associated with volumes acquired during periods of large head motion.

Afterwards, the T1-weighted structural image of each participant was segmented into gray matter (GM), WM and CSF using Advanced Normalization Tools (ANT)’s tool Atropos \cite{21}, to obtain a WM and CSF mask. The functional images were then co-registered into each subject’s struc-
tural space using FSL’s tool FLIRT and a later co-registration with the Montreal Neurological Institute (MNI) template using FSL’s tool FNIRT was done [16, 22]. The following steps were to transform the WM and CSF masks into functional space and erode them with a 3 mm spherical kernel so that partial volume effects were minimized [23]. Moreover, the eroded CSF mask was intersected with a large ventricle’s mask from the MNI space, following the rationale described in [20].

The structural image of each participant was parceled into $R = 90$ cortical and sub-cortical non-overlapping region of interest (ROI) according to the Automated Anatomical Labeling (AAL) atlas [24]. Then, these ROIs were co-registered to the patient’s functional space and the pre-processed BOLD data was averaged within each ROI.

The following steps were performed in the scope of this Thesis using MATLAB R2016b (The MathWorks Inc., Natick, MA, USA).

### 2.2.2 Dynamic Functional Connectivity Estimation

The method used to extract these matrices was Phase Coherence (PC). The instantaneous phase of a signal was estimated using the analytic concept of Hilbert transform [8, 9]. The first step consisted in applying a second-order Butterworth band-pass filter in the range 0.01 - 0.1 Hz. Then, the Hilbert transform is applied to the filtered BOLD signal of each ROI $n$ and the phase of each time point, $\theta(n, t)$, is estimated. Afterwards, the dFC is computed for each pair of ROI, $n$ and $p$, using the equation:

$$dFC(n, p, t) = \cos(\theta(n, t) - \theta(p, t))$$

### 2.3. dFC States Estimation: Leading Eigenvector Dynamics Analysis (LEiDA)

After obtaining the dFC patterns for all time points, the next step is to compare those patterns and identify those that reoccur over time, i.e., summarize the dFC patterns found into a smaller set of connectivity states. In this work, the Leading Eigenvector Dynamics Analysis (LEiDA) [8, 9, 25] was applied which considers only the leading eigenvector of the $N \times N$ dFC matrix at each time point. This allows a big reduction in dimensionality (from $N(N-1)/2$ to $N$ elements), being able to explain the majority of the variance of the BOLD PC (explains over 50% of the variance) [25].

Each eigenvector has $N$ elements (each element corresponds to a brain area) with a positive or negative sign. When all elements of the eigenvector have the same sign, this means that all BOLD phases point in the same direction with respect to the orientation determined by the eigenvector. In this case, a global mode is governing the BOLD signals [9]. On the other hand, when the elements of the eigenvector have different signs, the BOLD signals are following different directions with respect to the leading eigenvector. In this case, the brain areas can be divided in two networks, according to their sign (positive or negative) in the eigenvector. Furthermore, the magnitude of each element of the eigenvector is indicative of the “strength” with each brain area belongs to its community [26], i.e., elements of the eigenvector with higher magnitude indicate brain areas which strongly belong to that network.

Taking advantage of the dimensionality reduction that LEiDA provides and in order to identify the most meaningful dFC patterns (or states) over time, unsupervised learning algorithms are applied, as the dFC states are not known a priori. A well known algorithm, applied also in [8, 9, 25] using as input the leading eigenvectors, is the k-means clustering. The algorithm returns a predefined number, $k$, of centroids ($N \times 1$ vector) that represent each one of the $k$ dFC states. One important issue about the k-means algorithm is that the number of clusters needs to be given a priori, even though it is not known.

The k-means algorithm was run with a number of clusters from 3 to 15 using the squared Euclidean distance as the distance metric for minimization. As the algorithm can be stuck in local minima, try to avoid that the algorithm was run 1000 times and the best result (that where the distance of each cluster point to its centroid was minimum) was chosen.

The classification of each leading eigenvector to a cluster only takes into account the distance between the leading eigenvector and the cluster centroid, and doesn’t have a temporal factor so that sudden changes of dFC states (labels) from one time instant to another are not allowed. One way to tackle this problem is by applying a temporal smoothing to the labels in order that each leading eigenvector is not assigned to a cluster centroid only based on the distance to it, but also considering the labels of the nearest leading eigenvectors. Therefore, a smoothing algorithm was implemented in a similar way as Pascual-Marqui and colleagues [27]. In this algorithm, the label of a leading eigenvector is found as the cluster index, $k$, that minimizes the following distance function:

$$d^2_{kn} = ||x_n - c_k||^2 - \lambda b_{kn}$$

where the first portion of the equation refers to the squared Euclidean distance between a leading eigenvector of a time point, $x_n$, and the cluster
2.4. EEG Data Analysis

2.4.1 Pre-processing

The EEG data pre-processing steps were previously performed as in a previous work by Jorge and colleagues [28]: gradient artifact correction slice-by-slice using Average Artifact Subtraction (AAS) [29]; bad channel interpolation (0–4 per subject); temporal band-pass filtering (1–70 Hz); pulse artifact correction (using a k-means clustering-based approach validated in [14]; downsampling to 500 Hz; motion artifact correction (offline multi-channel recursive least-squares regression using the motion sensor signals [30]); and ICA-based denoising (for removal of gradient and pulse artifact residuals, as well as eye-blink and muscle artifact contributions).

2.4.2 Spectral analysis

During the EEG-fMRI acquisition, each fMRI volume was recorded by a scanner trigger, being able to identify the EEG samples corresponding to each TR. So, using this information, the FFT was computed with the number of EEG samples corresponding to each TR period, in order to obtain a spectrum associated to each TR. The FFT was computed to the 59 EEG channels. From the FFT, the power spectral density (or power spectrum) was estimated by taking the magnitude-squared of the FFT.

Then, having in sight the objective of finding an EEG measure that could help differentiate between the dFC states, two measures were computed, for each EEG channel independently. The first was the relative power in EEG bands (delta, theta, alpha and beta), which consists in computing the average power in these bands and divide by the total power. The total power, $TP$, is based on adding the EEG power, $P$, over all frequencies analyzed, which is given by: [31]

$$TP(t) = \sum_{f=1}^{n_f} P(f,t)$$  \hspace{1cm} (4)

where $n_f = 20$ Hz, as some artifacts were identified in the power spectrum at some frequencies above 20 Hz, thus these frequencies were not included in the analyses. The average power in the mentioned bands was obtained by dividing the whole band analyzed (1-20 Hz) into four frequency bands: delta [1,4] Hz, theta [4,8] Hz, alpha [8,12] Hz and beta [12,20] Hz. Note that usually the beta band goes up to 30 Hz [32], however due to the reason presented above, the frequency cap is 20 Hz. The average band power at each time point, $BP(t)$, was obtained by summing the power in the corresponding frequency interval:

$$BP(t) = \sum_{f=f_{\text{min}}}^{f_{\text{max}}} P(f,t)$$  \hspace{1cm} (5)

where $f_{\text{min}}$ and $f_{\text{max}}$ correspond to the minimum and maximum frequency respectively, of each frequency band mentioned above (delta, theta, alpha and beta).

2.5. EEG correlates of dFC states

The next step consisted in analyzing the information taken from the EEG combined with the dFC states computed from fMRI data and use that information in the choice of the number of dFC states. Firstly, for each of the approaches presented above, the values from TRs associated with the same dFC state label were averaged, getting a value of that measure for each dFC state, and for each EEG channel. The result is a vector with a dimension of 59, which can represented in space by a topography. The same analysis was done for all number of states computed with the k-means algorithm (3 to 15).

A first analysis encompassed all EEG bands and tried to find one topography that was the most different from all others. However, while comparing the alpha topographies (the band that showed highest differences) for all number of states, it was observed that the assumption that there is one topography different from all others is not entirely true.

This analysis also showed that the most different topographies had higher alpha power than the remaining. So, based on this fact and in order to use a method that did not assume a single state different from the others, but that took into account the possibility of existing more than one topography different from the most but similar to some, the mean of each state topography was computed. This allowed to have a single number characterizing each topography that would reflect the difference between high alpha power and low alpha power. Then, the maximum value was chosen, which, when comparing with the maximum of other states, it would indicate the states that were more associated to alpha power.

In the comparison of each maximum value, the results showed more than one maximum. As a lower number of states is preferred, in order to avoid finding a dFC state too specific of a single subject, the
Figure 1: Evolution of relative power in delta, theta, alpha and beta bands over time and subjects. The dashed black lines set the separation between each subject’s time-points.

first local maximum was chosen as the number of states \( k \) to be analyzed.

dFC states are interpreted as states of in which connectivity across the brain exhibits specific patterns. Although these do not necessarily correspond to the patterns of static (average) connectivity that are found as RSNs, it is nevertheless expectable that some of the dFC states closely resemble RSNs, while other may reflect sub-parts of specific RSNs or combinations of different RSNs.

In order to investigate the similarity of each dFC state with well-established RSNs in the literature, the same procedure used by Lord and colleagues [25] was performed. The 7 RSNs defined in 2 mm\(^3\) MNI space by Yeo and colleagues [33] were transformed into 7 vectors with 90 elements each, by counting the number of 2 mm\(^3\) MNI voxels in each AAL brain area belonging to each of the 7 networks. As the negative values of the centroid vectors are the ones that represent the network contrasting from the global coherence state, the RSN vectors were transformed to its symmetric so that they could be compared with the centroid vector. Then, the correlation between this vector and the centroid vectors is computed, setting all positive elements in the centroid vectors to zero (elements that belong to the largest network), keeping only the elements with negative sign.

3. Results

3.1. EEG spectral analysis

The power for each EEG band was obtained through the FFT computed using the time-points between two consecutive TRs for each channel independently. The evolution of the relative power of these bands across time for all subjects and for all channels is represented in figure 1.

Regarding the relative delta power, the distribution of power over time for each subject is identical for all subjects with a small exception for subject 6 where the power is slightly lower than the others. This difference is more pronounced in the relative alpha power, where the power in all time points is relatively higher than in the remaining subjects. One possible explanation could be the inter-individual variability of the power in these bands, i.e, some subjects have naturally more power than others, especially in the alpha band [34]. However, a higher alpha power and consequent lower delta power is characteristic of a higher vigilant state [34]. For any of these reasons, these results imply a more careful analysis in the next results related to the EEG bands.

3.2. EEG correlates of dFC states

In order to have a full perspective of the dFC states and the associated alpha topographies, Figure 2
Figure 2: Mean topographies of relative alpha power and cortical representation of the dFC state associated to that topography. The blue links in the cortical representations are plotted between brain regions with a value $< -0.1$. 
shows the mean of topographies of relative alpha power across time points with the same dFC label. Due to limitation of space, states from k = 3 and k = 15 were removed.

In Figure 2 it is possible to observe that, aside from 3 states, in all other states the topographies with overall high relative alpha power with a prominence in the central regions of the parietal lobe are associated to at least one of these two networks: one that resembles the default mode network (DMN), with frontal areas, the posterior cingulate cortex and the left and right angular gyrus; another with frontal and parietal regions from the left and right hemispheres, resembling the frontoparietal network. However, the frontoparietal network is the one that has an overall greater power in most states that the others. There is also one more dFC state associated with high alpha power, which appears only with 7 states but maintains until the highest number of states analyzed, that is composed by the middle orbitofrontal gyrus, gyrus rectus and olfactory cortex.

In order to choose a number of states without imposing a number of topographies with high alpha, as these are the most different, the mean value of each topography was computed to characterize each topography by a single value. Then the maximum value was taken in order to select states that have higher alpha than others from different number of states. The comparison between the maximum values obtained on each number of states (3 to 15) are shown in Figure 3.

Figure 3: Comparison between the maximum mean of each state topography, for different number of states (3 to 15).

In order to characterize the states, in specific the three states associated to high alpha power we correlated the centroid vector from all states with the 7 RSN vectors obtained by the transformation of the RSNs defined in [33] into AAL space.

Figure 4: Pearson Correlation between all centroid vectors obtained with K-means clustering for K=9 and the 7 RSNs defined by Yeo and colleagues [33]. The asterisks indicate significant correlations with p-value < 0.01.

Figure 4 state 5 is significantly correlated with the DMN (\( r = 0.46, p\text{-value} = 5.9 \times 10^{-6} \)), state 6 has a significant correlation with the frontoparietal network (\( r = 0.42, p\text{-value} = 3.7 \times 10^{-5} \)) and state 3 shows no correlation with these RSNs.

4. Discussion

The association between dFC states and EEG topographies of alpha power showed three states associated with high alpha power, with a peak on channel Pz and neighbouring channels. Of these three states, one was similar to the DMN, showing a positive correlation with the DMN network extract from Yeo’s study [33]; another was similar to the frontoparietal network and the last one was not correlated with any RSN, as it was formed by a small network composed by middle orbitofrontal gyrus, gyrus rectus and olfactory cortex. The association of these states with high alpha was observed for several number of states, highlighting the consistency of this finding.

Regarding the connection between the state similar to the DMN and the increased alpha power, it is, to a certain extent, consistent to a result reported by Allen and colleagues [13], where they found a dFC state (state 3 in their case) that showed a peak in the alpha band in the EEG spectrum, was present during eyes open and had positive correlations between Independent Components (ICs) of the DMN and anti-correlation between DMN and Cognitive Control (CC) regions. However, the DMN regions were also slightly connected to visual ICs, which is not observed in our state. Besides, there were dif-
find that alpha synchroniza-
tions between regions of the DMN. Have a connection between higher alpha power and to task performance. So, it seems reasonable to forming functional inhibition of regions not relevant to the DMN. Klimesch and colleagues [39] found that alpha synchronization has an active role in per-
sures associated to mind wandering and attention lapses [36], being a network that is active when there is no task. Concerning the frontoparietal network, there is not a state found by Allen and colleagues that has only ICS from this network. The other state, formed by the middle orbitofrontal gyrus, gyrus rectus and olfactory cortex, is an interesting state as only few regions are not synchronized with the global mode. In fact, this highlights one of the main advantages of performing a dFC analysis and also the employment of an atlas (AAL) instead of ICA to choose ICS similar to RSN. As we are not imposing the existence of only resting-state networks, or regions only belonging to them, but are letting the data dictate which brain regions exhibit functional connectivity a greater number of times throughout the scan, this allows to find electrophysiological correlates of brain states that otherwise could have been missed.

The reason these three states are associated with high alpha power mostly on channel Pz and surrounding channels may be related to the proposal of alpha oscillations as an "idling rhythm", i.e, a rhythm whose presence inactivates certain brain regions [38]. High levels of activity of the DMN have been associated to mind wandering and attention lapses [36], being a network that is active when there is no task. Klimesch and colleagues [39] found that alpha synchronization has an active role in performing functional inhibition of regions not relevant to task performance. So, it seems reasonable to have a connection between higher alpha power and higher connectivity between regions of the DMN.

Regarding the frontoparietal network, Sadaghi-ani and colleagues found that alpha synchroniza-
tion, i.e, increased alpha power, was positively correlated to cognitive functions associated with the frontoparietal network [40]. Furthermore, a recent study found that this network had a diminished expression after the administration of psilocybin [25]. EEG studies with psilocybin have shown decreased parieto-occipital alpha power [41]. Thus, the association of high alpha power with this network is consistent with these findings.

Regarding state 3, the functionally connected regions that oppose the global mode are regions that are also found connected in the DMN. It may suggest that sub-parts of this network are functionally connected at certain times and at other instants they may connected with other regions. This would, at a certain extent, explain the association of such network with high alpha power. However, further studies need to be performed to understand why high alpha power, mainly parieto-occipital alpha, is associated with these states.

5. Conclusions

The main goal of the this study was to analyze EEG spectral correlates of dFC states in order to understand the electrophysiological underpinnings of these states. We concluded that three dFC states, one similar to the frontoparietal network, another to the DMN and a third composed by few frontal regions (the olfactory cortex, middle orbitofrontal gyrus and gyrus rectus) were associated to topographies of increased alpha power, mostly on channel Pz and neighbouring channels.

Regarding the choice of number of states, the EEG revealed to be the decisive factor to this choice. As seen in the results, the number of dFC states associated to distinct alpha power topographies was consistent throughout the majority of the range k = 3 to 15 states. However, if the number of states was, for example, 5 there was one dFC state associated to a high alpha power topography that would be missed. Nonetheless, the criteria to choose the "optimal" number of states still needs to be investigated.

One of the main limitations was the number of subjects. The inter-individual variability of the power in EEG bands [34] in small groups has a lot more influence than if it was performed in a larger group, where this variability would fade away and stronger conclusions could be taken from that analysis. Moreover, some methodological choices should be considered: the use of Hilbert transform to compute the instantaneous phase, mainly at the edges of the BOLD signal, should have further investigations to determine if it is the best method to estimate the phase.

Regarding the clustering with the k-means algo-
rithm, it is not known if it is the best method to cluster the recurrent dFC states, despite being the most used algorithm [4, 8, 10]. And the use of Euclidean distance as the distance measure between clusters is also a parameter to take into account, although Allen and colleagues [10] had similar results using correlation, Euclidean, cosine and L1-norm. Moreover, the dFC labels were smoothed in a window whose size was equal to the inverse of the highest frequency of the band under analysis, however the duration of dFC states is still a matter of debate. Different algorithms for clustering the recurrent dFC states as well as the study of the duration of the dFC states are topics to be explored in future work.
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