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Resumo

O crescente consumo e globalização das últimas décadas aumentou a necessidade de meios de trasporte,

intensificando a concorrência interna deste sector. Por outro lado, para responder à crescente procura em ter-

mos de personalização de produto, custo e qualidade de serviço por parte do cliente, as empresas são obri-

gadas a reduzir custos mantendo os mesmos padrões de qualidade, o que para além do aquecimento global

e outras preocupações ambientais, tem pressionado distribuidores, e empresas provedoras de transporte em

geral, para reduzir custos de movimento. Esta forte concorrência entre donos de mercadoria e provedores de

transporte tem criado um permanente estado de tensão entre os dois sectores, aumentando a procura por

níveis mais elevados de eficiência, qualidade, pontualidade, e capacidade de resposta, ao longo das cadeias

de abastecimento.

Para resolver o dilema entre (i) entregas pontuais, e (ii) gestão eficiente de transporte, este trabalho apre-

senta uma nova abordagem dinâmica, baseada em técnicas de controlo predictivo (MPC), que integra oper-

ações de transporte à gestão em tempo-real de cadeias de abastecimento. Concentrando-se no caso de tempo

discreto, o método desenvolvido resulta em representações lineares e invariantes no tempo em espaço-de-

estados de cadeias de abastecimento que são controláveis e observáveis. O desempenho dametodologia pro-

posta é ilustrado recorrendo a um caso-de-estudo baseado num cenário real. Os resultados demonstram que

o controlador desenvolvido é capaz de (1) lidar com multi-produtos e multi-transportes, (2) gerir inventários,

(3) monitorizar trabalho-em-progresso (WIP), e (4) sequencializar operações de manufactura e transporte, de

uma forma autónoma e integrada respeitando janelas-temporais predefinidas.

Palavras-chave:MPC,Multi-Produto,Multi-Transporte, GestãodeCadeiasdeAbastecimento, Tempo-
real, Reference Tracking
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Abstract

The increasing consumption and globalization over the last decades have created the need for more trans-

portation, strengthening the internal competition of this sector. In turn, to respond to the growing demand in

terms of product customisation, price and service levels from the customer side, companies are urged to lower

their costs, while still maintaining high quality standards, which in addition to global warming and other envi-

ronmental concerns have pressured distributors, and transportation service providers in general, towards re-

ducingmovement costs. This strong competition between goods owners and transport providers have created

a permanent state of tension between the two sectors, increasing the demand for higher levels of e�iciency,

quality of service, timeliness, and responsiveness across supply chains.

To solve the trade-o� between (i) on-time delivery, and (ii) e�icient transportation management, this work

presents a novel dynamic approach for real-time supply chain management integrating transportation opera-

tions, based on a model predictive control framework. Focusing on the discrete time case, a method for de-

veloping linear, time-invariant, state-space representations for supply chains that are both controllable and

observable is outlined. The performance of the proposed methodology is illustrated resorting to a case study

based on a real-world scenario. The results demonstrate that the devised controller is able to (1) deal with

multi-products and multi-transports, (2) manage stocks, (3) monitor WIP, and (4) schedule manufacturing and

transportation operations in an autonomous and integrated way, while respecting predefined time-windows.

Keywords: MPC, Multi-Product, Multi-Transport, Supply Chain Management, Real-Time, Reference
Tracking
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Chapter 1

Introduction

Industry and trade were — and continue to be — the driving forces behind economical growth and the im-

provement of living standards [45, 48, 49, 61]. This chapter openswith the presentation of the historical context

of industry and trade, and their social and economical impact. The discussion proceeds to present how and

why did the concept of Industry 4.0 spread across theworld. Section 1.2 discusses the implications of the fourth

industrial revolution on supply chainmanagement, presenting the fundamental issues and challenges, as well

as the most promising paradigm-shi�ing technologies in supply chain management. A literature review is out-

lined in Section 1.3. Section 1.4 presents the objectives and contributions of this work.

1.1 Historical context — Industry and trade

The movement of people and goods have always been at the heart of all civilizations, and it is not by co-

incidence that the first highly civilized nations were located at Asia Minor, in the vicinity of the Mediterranean

Sea. It was there trade relationships first developed and commerce transportation started to connect di�erent

regions and allowing people to take advantage of di�erences in climate and of special skills which had been

developed in previously isolated regions [36, 42, 55].

However, this link between economic growth and the increase ofmobility, accessibility and tradewasmade

explicitly apparent only in the wake of the industrial revolution [55], when humanity witnessed the first struc-

tural transformation, i.e., when the economic centre of gravity shi�ed from agriculture to manufacturing. This

one-sector growth model became so e�ective and popular ever since that it was listed by Kuznets [39] in his

Nobel prize lecture as one of the six main features of modern economic growth [25].

The shi� away from agriculture to non-agricultural pursuits, andmore recently from industry to services in

developed countries, is such a key aspect of economic development that it is still an active research topic cur-

rently. One way to study the process of structural transformation across countries is to track how employment

changes across sectors in the economy [51, 59]. To illustrate this phenomenon one can focus on four repre-

sentative nations: China, South Korea, United Kingdom, and United States. As can be seen in Figure 1.1(a), the

evolution of the share of employment inmanufacturing over time, reveals the aforementioned shi� of the eco-

nomic activity from agriculture to manufacturing, and later from industry to services in developed countries.
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One can still further investigate and compare the GDP per capita with the employment in manufacturing. To

that end, Figure 1.1(b) shows that in the case of developed countries, there is a clear hump-shaped relationship

between industrialization (measured by employment shares) and incomes [51, 59], which developing countries

like China are rapidly catching-up.
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Figure 1.1: Socio-economic Impact of Industrial Revolutions in China, South Korea, United Kingdom, andUnited
States.

There is nodoubt the development ofmanufacturing industry around theworld has always been supported

by technological and scientific advances, which significantly improve both product o�ering and operating pro-

cesses [4]. Froma technological evolutionperspective, one can identify three stages (or revolutions)which took

place during a period of around two centuries [34, 43]. The first industrial revolution started in the second half

of the eighteen centurywith the introductionofwater and steam-poweredmechanical production facilities and

lasteduntil theendof thenineteenth century. In 1870 the first production linewas created (Cincinnati slaughter-

houses), marking the advent of the division of labour which in addition to the electrification led to the second

industrial revolution. In a response to the car manufacturing industry, Modicon started in 1968 the develop-

ment of programmable logic controllers (PLCs). One year later, the first PLCs (Modicon 084) were already being

implemented in industry, marking the advent of the third industrial revolution, which has been focusing on the

automation of manufacturing supported by electronics and information technology until today [34, 43, 52].

One can not overstate the importance these revolutions, in addition to trade liberalization, had in western

civilization. Consider once again Figure 1.1 where it is possible to see (1) the impact of each revolution (rep-

resented by the vertical red lines) in terms of industrialization (measured by employment shares) per country

(Figure 1.1(a)), and (2) the economic growth increasing overtime (Figure 1.1(b)). In turn, Table 1.1 presents amore

recent account of the impact of this sector in economic terms.

The key-factor in every revolution has been a relentless strive for e�iciency. This is explicit in the case of the

third revolution, for only an ever e�icient industrial sector would be able of supporting a constant economic-

growth overtime while decreasing its need for human resources. However, the rapid de-industrialization of

the past few decades across the developed world, may pose di�icult questions for the near future. Namely,

knowing that (1) although both service and industry sectors are characterised by a concentration of both highly

2



Table 1.1: World development indicators for the year 2016 (data from The World Bank.)

Europe & Central Asia East Asia & Pacific North America

Industry value added (% of GDP)1 23.0 33.6 18.9

Employment in industry (% of TE)2 25.1 25.1 18.9

Manufactures exports (% of ME)3 73.0 80.4 61.4
1 Industry (including construction), value added (% of GDP).
2 Employment in industry (% of total employment) (modeled ILO estimate).
3 Manufactures exports (% of merchandise exports)

and low skilled jobs, the ratio of skilled jobs is higher in industry [22], and that (2) a stablemiddle-class is key to

the economic growth of a country [35], one can not butwonder the impact a collapsing (or at least diminishing)

middle classmayhaveuponglobal, interconnectedeconomies. Furthermore, industrial successand innovation

have a symbiotic relationship, they both depend on each other, rendering industry a key driver of research,

innovation, productivity, job creation and exports [22, 29].

It is not surprising then that a�er a group of Germany representatives from various fields (such as business,

politics, and academia) presented in 2011 at theHanover Trade Fair their strategy to prepare and strengthen the

industrial sector for the future production requirements, most of the other nations followed and "Industry 4.0"

became an instant buzzword [29, 52].

As an answer to Germany, that same year the Unite States government promoted the "Advanced Manu-

facturing Partnership", a series of discussions, actions and recommendations to make sure the US would be

prepared to lead the next generation of manufacturing. In 2013, France defined its industrial policy priorities

presenting 34 industry-based initiatives called "La Nouvelle France Industrielle". The United Kingdomalso pre-

sented its long-term strategy "Future of Manufacturing" as a means of supporting the growth and resilience of

its industry sector over the future decades. In 2014, the European Commission launched its "Factories of the

Future", a public-private partnership to ensure funding until 2020. In turn, South Korea government lead the

way in Asia with its "Innovation in Manufacturing 3.0", followed by the Chinese government’s "Made in China

2025" one year later. In 2015, the Japanese government launched the “Industrial Value Chain Initiative”. Singa-

pore committed $19 billion to its "Research, Innovation and Enterprise" in 2016, followed by Taiwan’s "Smart

Machinery Industry" one year later [43, 52].

Concomitantly with this e�orts at the nation level, there were also private-sector plans to catalyse and co-

ordinate priorities. These private e�orts were triggered by some American companies like AT&T, Cisco, General

Electric, IBM and Intel, and rapidly spread world-wide, first to Europe and then to Asia, making the fourth in-

dustrial revolution become one of the most frequently discussed topics of many manufacturing conferences,

forums and exhibitions in the past few years [43, 52]. For the first time in the history of the industrial revo-

lution the future started to be shaped in a coordinated manner by the joint-e�orts of researchers, firms and

governments as a way to avoid loosing ground to competitors, both at the corporation as well as at the nation

level [22, 34].

Despite the plethora of names used by nations and firms ("Industry 4.0", "Factories of the Future", "Made

in China 2025", and so on), they all refer to the same thing: the need to shi� away from a machine dominant

manufacturing to a digital one [29, 52]. However, it is not yet clearwhat Industry 4.0will consist of, or evenwhat

3



it really means. Some researchers are focusing their attention on digitization, defending this revolution will be

dominated by intelligent algorithms capable of processing the enormous amounts of data that are being now

produced, and assisting (or even substitute) human decision-making. Others defend it will be communication

the dominant aspect, envisaging a more human-free manufacturing environment where machines communi-

cate directly with one another. Others, in turn, list flexibility and decentralization as the main factors of the

fourth industrial revolution [29, 34, 52]. According to the literature, perhaps the best definition was proposed

by Oztemel & Gursev [52]: "Industry 4.0 is a manufacturing philosophy that includes modern automation sys-

temswith a certain level of autonomy, flexible and e�ective data exchanges anchored in the implementation of

next generation production technologies, innovation in design, and more personal and more agile in produc-

tion as well as customized products". Such a definition is able to encompass all the key dominant aspects the

next generation of manufacturing needs to have: consistent connectivity and computerization, self-adapting

production systems based on transparency and predictive power, and autonomous and decentralised decision

making [29].

1.2 Towards Industry 4.0 — A supply chainmanagement perspective

A supply chain (SC) is the set of value-adding activities (i.e. flows and processes) that connects the suppliers

and customers of a given company:

Receive input from supplier→ Process→ Deliver to customer,

where "supplier" may refer to one or more external vendors, or one or more upstream processes within the

company itself. Similarly, a customer may refer to the actual final customer of the finished product or service,

or rather one or more downstream operations which receive as an input the output of one or various other

processes [24]. Thus, a SC is a network of various entities (suppliers, manufacturers, distributors, and retailers)

which cooperate and coordinate along the entire value chain to provide customers the right product, in the

right amount, at the right time, for the right price, and at the right place [13, 32, 41].

As supply chains extend over wide geographical areas they become ever more vulnerable to various global

risks. In order to respond to the growing demands in terms of product customization, price and service levels

from the customer side,whilemanagingahighly dynamic environmentdue to economic, social andnatural fac-

tors, companies must build resilient and flexible supply chains, capable of adapting to changes in the environ-

ment. In this sense, information sharing is of paramount importance, since the lack or distortion of information

increases uncertainty [15, 31].

Uncertainty is a fundamental property of complex systems and it is at the heart of all supply chain prob-

lems. To better understand this, consider the following definitions. Uncertainty measures the knowledge one

has about the system and the conditions in which it develops. Risk, in turn, refers to the deviations (positive or

negative) from an expected behaviour of the system. It is clear then that the less uncertainty there is, the less

risk exists. The main problem when dealing with complex systems however is related with disturbances. That

is, the impact perturbationsmay have on the system, which is linked with its degree of uncertainty, and risk. In

the case of supply chains, these perturbations may produce disruptions, which can in the limit cease produc-

tion translating into great revenue losses [27, 31]. Figure 1.2 summarizes these concepts and the relationship

4



between them.

Figure 1.2: Interrelations of uncertainty, risk, disturbance and disruption (based on Ivanov (2018) [31]).

Risks arise from uncertainty and can be classified as operational (or recurrent) risks, related to random un-

certainty, such as demand fluctuations; or disruption risks, related with the impact of sporadic (or exceptional)

perturbations, such as natural phenomena, may have upon the SC [31]. These risks are intimately related with

the two fundamental problems when dealing with supply chains: the Bullwhip and the Ripple e�ects, respec-

tively.

The Bullwhip e�ect is not a new phenomenon and can be explained as the magnification of demand vari-

ability that propagates backwards in a SC. That is, the information of irregular orders taking place at the down-

streampart of the supply chain is transmitted up-stream and grows evermore distinct as onemoves up the SC.

As a result, each supply chain member will over- or under-estimate product demand, producing exaggerated

fluctuations, which requires them to hold excessive inventory levels [15, 31].

The Ripple e�ect, occurswhen anunforeseendisruption (e.g. explosion, tsunami) propagates down-stream

a�ecting the supply chain performance, such as sales, service level, or annual revenue. These disruptions

are usually of a low-frequency-high-impact type, with the original disruption causing disruption propagation

through the SC [31]. Table 1.2 summarizes and compares these two fundamental problems.

Table 1.2: Ripple e�ect and bullwhip e�ect (based on Ivanov (2018) [31]).

Ripple e�ect Bullwhip e�ect

Risks Disruptions (e.g. explosion) Operative (e.g. demand fluctuation)

A�ected areas Structures and critical parameters
(such as service level and total costs)

Operative parameters such as
lead-time and inventory

Recovery Middle- and long-term; significant
coordination e�orts and investment

Short-term coordination to balance
demand and supply

Decreased performance Output performance
such as annual revenues

Mainly current performance such as
daily/weekly stock-out/overage costs

Practitioners and researchers have long been interested in dealing with these problems, and numerous ap-
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proaches can be found in the literature. However, fundamentally all of these consist on (1) better integration of

decision-making processes between di�erent SC actors, and (2) more e�icient information sharing across the

value chain, rendering information technology one of the corner-stones of the next generation of supply chain

management. With the goal of Industry 4.0 in mind, SCs are rapidly changing and they will be evermore char-

acterised by consistent connectivity, self-adaptation, and autonomous and decentralised decision-making.

Supply chainmanagement (SCM) is characterisedbydi�erent levels of decision-making, eachonewith their

particular problems and respective time-frames. Decision-making in a supply chain can occur in three di�er-

ent levels: strategic, tactical, and operational. Strategic issues include, for example, determination of the size

and location of manufacturing plants or distribution centres, the selection of the right modes of transporta-

tion given various supply, production, and distribution constraints, therefore they are long-term decisions with

the time-frame ranging frommonths to years. In turn, tactical decisions include production and transportation

planning, as well as inventorymanagement and optimisation. The time-frame of such decisions usually ranges

form weeks to months. At an operational level, decisions include issues as varied as production scheduling,

inventory control, vehicle routing, tra�ic and materials handling, and more. These decisions must be taken

usually on an hourly to weekly basis [6, 31]. Therefore, the uncertainty decreases as onemoves from the strate-

gic to the operational levels. Table 1.3 presents the decision-making levels in supply chain management.

Table 1.3: Decision-making levels in supply chain management (based on Chandra et al. (2007) [15]).

Decision-making level Timeline Type of decisionmade

Strategic 5–10 years
Investment on plants and capacities.
Introduction of new products. Creation of
a logistics network.

Tactical 3 months–2 years
Inventory policies to use. Procurement policies
to be implemented. Transportation strategies
to be adopted.

Operational Day-to-day
Scheduling of resources. Routing of raw
materials and finished products. Solicitation
of bids and quotations.

From a short-, mid-term view, there is only one technology development with the potential of shi�ing the

SCM paradigm. Namely, the Internet of Things (IoT), which enables human-thing and thing-thing communi-

cations [5]. It is expected this technology to have an impact at the operational level, by providing new levels

of visibility, agility and adaptability [15]. One can imagine a network of devices collecting and emitting data,

which a�er processed can be turned into useful information about internal and external aspects of the supply

chain. This network of smart-objects will have a great impact on the two fundamental SC problems previously

discussed: the Bullwhip and the Ripple e�ects. In particular, it is expected IoT to greatly impact food supply

chains, in which a multitude of actors have to coordinate and deal with perishable goods [5].

Notwithstanding, the main challenge in supply chain management continues to be the coordination of ef-

forts and the fulfilment of goals of the various actors composing the chain. On the one hand, suppliers, man-

ufacturers, and retailers are interested in providing customers the right product, in the right amount, at the

right time, for the right price, and at the right place [13, 32, 41]. On the other hand, distributors, and transport

providers in general, want to e�iciently allocate goods to their resources and minimise the number of move-

ments [28]. This strong competition between shippers (i.e. suppliers, manufacturers, and retailers) and trans-
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port providers have created a permanent state of tension between the two sectors, increasing the demand for

higher levels of e�iciency, quality of service, timeliness, and responsiveness across supply chains [28].

Various scientific communities have devoted attention to themanagement and optimisation of operations

in supply chains. Undoubtedly, operations research methods are the most widely used when modelling those

systems. Nevertheless, over the past years, control theory has been attracting the attention from the scien-

tific community as a powerful method to analyse and design supply chains from a dynamical system point of

view [32, 56]. However, even though transportation management is an integral part of supply chain manage-

ment, these topics have either been studied independently from each other, or integrated but assuming trans-

portation resources are readily available whenever andwherever needed. Thus, excluding by design the possi-

bilityofdealingwith real-worldoperational issues (e.g. deliverydelaysdue toa lackof transportation resources,

transportation monitoring and reallocation, and transportation planning and re-planing), since the symbiotic

relationship between themovement of goods and themovement of transportation is disregarded [46, 62]. Fur-

thermore, research on supply chain management has focused on cost, which hampers network planning inte-

gration, for it sharpens di�erences between the actors, pushing them to take individualistic and local views of

the value chain [62]. To fulfil the needs of all supply chain actors and achieve a higher quality of service based

on the consistency of (1) on-time delivery, and (2) delivery speed, companiesmustmanage their transportation

strategies from a holistic supply chain view [21, 62]. Consequently, such an approach entails the need for new

supply chain models in which transportation decisions are integrated with dynamic inventory management

and service level controls.

1.3 Literature review

Supply chainswere initially investigated ina fragmental fashion,with researchersandpractitioners focusing

on individual processes. However, modern supply chain management (SCM) requires a holistic view, focusing

on performance, design and analysis of supply chains [3]. Beamon [3] distinguishes various alternativemodels

for supply chain (SC) design and analysis based on their inputs and objective of the study, and groups them into

four categories: (1) deterministic analytical models — all variables are known; (2) stochastic analytical models

— at least one variable is unknown and it is assumed to follow a probabilistic distribution; (3) economic game-

theoretic models; and (4) simulation models [3].

The most frequently used methods when modelling SCs in a deterministic perspective are operations re-

search (OR)methods [30], and according to Chandra andGrabis [14], andDolgui and Proth [20], several of those

methods have been used to address various supply chainmanagement issues, from inventorymanagement to

tactical planning decisions.

Out of the various available quantitative decision-making techniques, mathematical programming stands

out as the most significant one. Its main purpose consists on finding an optimal solution for the allocation of

scarce resources to di�erent (usually competing) activities [14, 26, 58]. Themost common classes ofmathemat-

ical programming models are linear programming, and integer programming, whose main advantages consist

on (1) providing a fairly simple and tractable approximation of complex decision-making problems, (2) finding

the optimal set of decisions among a large number of alternatives, and (3) supporting analysis of decisions
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made. Particularly in the context of supply chains, these models are specially useful in capturing the spacial

aspects of its configuration [14, 20].

However, many real-life problems cannot be represented as linear functions, and non-linear models are

o�en required, which highlights a crucial aspect of modelling complex systems: the validity of representing

real-world problems is only improved at the expense of tractability, and computational e�iciency. In fact,math-

ematical programming presents important limitations not only regarding the aforementioned issues, butmore

importantly when it comes to representing the dynamic and stochastic aspects of supply chains [14, 58].

In addition to such methods and techniques, heuristics are also o�en used specially on scheduling and

planningoperations [38, 58], andalthoughe�ective thesemethodso�erno informationonhowgooda solution

is achieved, or howmuch the system’s performance can be improved [30].

All in all, although ORmethods have been subject to substantial improvements over the past decades, they

present some limitations when applied to supply chain management. First, these techniques tend to oversim-

plify high-dimensional problems, either by reducing them to a simple dimensionality or by employing heuris-

tics. Second, these techniques do not explicitly take into account the uncertainty arising from the interconnec-

tion of the di�erent supply chain members [32]. Table 1.4 summarizes the advantages and limitations of OR

techniques in application to the SCM.

Table 1.4: Advantages and limitations of OR techniques in application to the SCM (based on Ivanov [32]).

Advantages Limitations

Guarantees optimal
or admissible solution

Real high dimensionality problems either reduced to simple
dimensionality, or heuristics are employed

Clarity and accessibility Presents limited flexibility, o�en resorts to linear models

In light of such limitations, control theory has been attracting more attention from researchers and practi-

tioners in the context of supply chainmanagement over the past years, since it provides themathematical tools

to analyse, design and simulate systems based on dynamic models [32, 56].

The resemblance between SC and dynamical systems soon became apparent, and by the early 1950s clas-

sical control techniques were already being employed to address SCM problems [50, 56]. To have a compre-

hensive literature review goes beyond the scope of this document. Instead of a detailed and chronological

account a more taxonomical approach is taken, in which the major control-theoretic contributions are classi-

fied by problem areas. For a more detailed overview of the subject, however, the interested reader is referred

to Ortega and Lin [50], Sarimveis et al. [56], and Ivanov et al. [33].

According to Ivanov et al. [33], one can distinguish twomajor problem areas: (1) the application of dynamic

feedback control to production-inventory systems, and (2) the application of optimal control to production

and scheduling. To solve these problems various alternativemethods were devised over the past decades, and

various issues have been subject to investigation.

Dynamic feedback production-inventory control focuses on controlling and analysing operational systems

making use of closed-loop models. The methodology employed consists on either transfer-function or state-

space models, where it is assumed the system either deals with aggregate product levels or a single prod-

uct [33, 56]. This generic representation is referred to as the inventory and order-based production control sys-
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tem (IOBPCS) family, a�erTowill [60], andwasdevelopedasanalternative framework to the "systemdynamics"

methodology introducedby Forrester [23] to provide su�icient analytical support andguidance topractitioners

on how to improve performance [56]. Eachmember of the IOBPCS family integrates some or all of the following

five components: a forecasting mechanism, a lead-time, an inventory and a work in progress (WIP) feedback

loops, and a target stock setting [33, 56]. The IOBPCS family has been subject to both continuous and discrete

analyses, using Laplace and z-transformation, respectively [19]. The study of this family of systems seeks to

understand the impact the production-inventory control system has upon the overall dynamical operational

performance. Various practical implementations and solutions have been developed over the years, however

the properties, problems and topics subject to analysis have been always the same: stability, robustness, and

resilience. A presentation of the most relevant contributions follows.

In a linearmodels context, DisneyandTowill [18] andLalwani et al. [40] focusedon investigatingandmitigat-

ing the stability issues arising from poormodel designs. In particular, Lalwani et al. [40] have proposed a state-

space representation methodology that assures both controllability and observability. In both cases, authors

have focused on the discrete time domain, contrary to the majority of contributions. Dejonckheere et al. [17]

have dealt explicitly with the variability phenomenons of order-up-to system, proving that those policies al-

ways generate a bullwhip e�ect. Their analyses was based on both statistical and engineering methods. In the

end they advocate for the latter, proposing a general inventory replenishment rule capable of dampening the

bullwhip e�ect.

The use of linear models have however been frequently exposed by some authors as a limitation on the

study of dynamical systems such as supply chains, and advocate a dynamical systems approach to deal with

the non-linear aspects of SC and operations dynamics [33]. In this respect, model predictive control (MPC) has

become a popular planning technique of IOBPCS. Perea-Lopez et al. [53] presented a novel approach to sup-

ply chains based on a material and information flow perspective. They proposed an innovative modelling ap-

proach capable of reproducing realistic SC behaviours making use of a centralized control scheme consisting

of heuristic rules frequently used in industry. This novel framework was further developed to accommodate

an MPC structure. Perea-Lopez et al. [54] used the MPC framework to model a multi-product, multi-echelon

production and distribution network. They assumed demand to be deterministic, and instead of the typical

quadratic programming formulation, they used a mixed integer linear programming approach to formulate

the optimal control problem. The supply chain under consideration was of considerable complexity and their

study focused on a comparison between a centralized and two decentralized approaches. The first decentral-

ized control scheme focused on optimizing distribution, while the production-inventory planning made use of

heuristics. Conversely, their second decentralized approach used heuristic rules to manage distribution, while

manufacturing was optimized. The authors have concluded that the centralized approach had a better perfor-

mance. Seferlis and Gianellos [57] proposed an unconventional approach: a two-layered hierarchical control

scheme,where adecentralized inventory control basedonPID controllerswas embeddedwithin anMPC frame-

work. The MPC problemwas formulated as a linear, instead of a quadratic programming one. They considered

both deterministic and stochastic demand, concluding the bullwhip e�ect occurred for the deterministic case,

whereas for the stochastic demand case a centralized control scheme would need to have a larger prediction

horizon to achieve an equivalent performance to the decentralized scheme. In turn, Braun et al. [13] also in-
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spired by the flow perspective presented by Perea-Lopez et al. [53], developed a decentralized MPC scheme for

a multi-product multi-echelon SC, capable of dealing with uncertainty resulting from model mismatch (lead

times) and demand forecasting errors.

More broadly, control theory has been used to study and analyse specific SC properties, such as the im-

pact of stochastic events, disturbances and fluctuations outside the IOBPCS family domain. Contrary to the OR

methods, in which uncertainties, failures and lead times are mostly described by probability distributions and

stochasticprocesses, robust control theoryaddresses theseproblemsbyconsideringuncertaintiesasunknown-

but-bounded quantities. Moreover, in this framework performance specifications and physical limitations are

modelledashard constraints,meaning theymustbe satisfied for all realizationsof theuncertainquantities [56].

In robust control theory, two types of uncertainty can be considered: exogenous disturbances and plant-model

mismatch, i.e. uncertainties due to modelling errors. Regardless of the uncertainty type, however, the con-

trol problem is then formulated as a min-max problem, in which the goal is to minimise a worst-case objective

function, subject to the appropriate constraints [37].

In this respect, the works of Blanchini et al. [7–9] and Boukas et al. [10–12] stand out. Blanchini et al. [7]

addressed the problemof dynamic production / distribution, inwhich inventory levelsmust be kept inside pre-

scribed bounds for all possible demands. The first step of this investigation started with the examination of

necessary and su�icient conditions for stability. Taking a flow approach, it was proven it was possible to solve

the problemprovided the following two conditionswere satisfied: (1) the controlled admissible flowmust dom-

inate the uncontrolled flow, and (2) the inventory capacities must be large enough to be able to fulfil current

customer demands. Making use of such conditions, Blanchini et al. [8] proceed to devise a way of achieving

the least worst-case inventory level. Several important points were noted. Namely, the devised feed-back con-

troller was equivalent to a periodic-review, order-up-to level policy and was equal to the least inventory level.

More, this least inventory level turned out to be the actual steady-state one would desire the dynamic pro-

duction / inventory system to achieve. Employing a method based on linear programming an on-line method

for robust optimal control was devised. This investigation was further expanded to take into account the lead

times [9].

In turn, Boukas et al. [10–12] have focused on the robustness and resilience analysis of di�erent systems,

considering faults, failures, and uncertainties. According to Sarimveis et al. [56], by addressing a manufac-

turing system problem in which machines were subject to failure and demand was unknown-but-bounded,

Boukas et al. [10] were able to provide a verification theorem that gave the su�icient conditions a feedback

controller must satisfy to guarantee optimality. Even though an example was presented in which a controller

wasderived in closed form, itwasnoted that for complex schemesof control the samederivationwouldbeprac-

tically impossible. Boukas et al. [11] proceeded to investigate yet another problem, this time a continuous-time

production–inventory problem with deteriorating items which aimed to minimise a quadratic, finite-horizon

productionand inventory/shortagecost. Acontrollerdesignmethodwhichguarantees stochasticquadratic sta-

bility for theclosed-loopsystem, aswell asa suitableperformance levelwerepresented. Makinguseof anexam-

ple of a tracking problemwhere a machine prone to failure produced one deteriorating item, they have shown

the tracking error converged to values close to zero. In turn, Boukas et al. [12] tackled an inventory–production

system with uncertain processing time and delay in control. Their goal was to make the closed-loop system
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asymptotically stable while satisfying an infinite-horizon cost function, which was achieved deriving su�icient

linear matrix inequality conditions for the satisfaction of input constraints for the feedback controller.

1.4 Objectives and contributions

To solve the trade-o� between (i) on-time delivery, and (ii) e�icient transportationmanagement, this docu-

ment sets forth a new approach for real-time supply chainmanagement based on themodel predictive control

framework. The proposed methodology is based on a flow perspective and focuses on the discrete time case.

It integrates ideas from operations research and control theory, resulting in interpretable, tractable and flex-

ible dynamic models. The outlined modelling framework produces linear, time-invariant, state-space supply

chain representations that are both controllable and observable. The presented approach was initially based

on the work of Nabais et al. [47], and evolved into an extension of the works of Perea-Lopez et al. [53] and

Braun et al. [13]. While their work focused on coordinating production and inventory activities across the net-

work, this work generalizes and integrates both the perspectives of the shippers, and the transportation actors,

enabling the proposedmanaging tool to be employed by any supply chainmember, regardless of its role. That

is, on the one hand suppliers, manufacturers and retailers are able to (1) deal with multi-products, (2) monitor

andmanage stocks, (3) schedule production activities, (4)monitor work in progress (WIP), and (5) define recep-

tion and dispatch time-windows. On the other hand, transport providers can (1) monitor di�erent transporta-

tion types, (2) deal with costs associated with the di�erent resources’ capacities, and (3) monitor the location

and state (i.e. with or without cargo) of the transportation resources composing the fleet.

The thesis contributions can be divided into twomain areas:

1. Supply chainmodelling

A systematic and flexible modelling framework based on a flow perspective that encapsulates the

di�erent views in supply chains (i.e. shippers vs transport providers) is proposed.

2. Operationsmanagement

A constrained MPC scheme capable of integrating transportation operations (e.g. monitoring and

managing multiple transportation types, dealing with costs associated with resources’ capacities) with

manufacturing activities (e.g. monitoring and managing multi-product inventories, scheduling produc-

tion activities, monitoring WIP) is presented.

Some results have already been submitted. There is also on-the-work publications, as follows.

• Distributed Model Predictive Control For Optimal Warehouse Management

Submitted to Jornadas de Distribuição e Logística – JDL 2018, Setúbal. In this paper, operationsmanage-

ment in a warehouse is modelled as a network of internal storing units and stated as a tracking control

problem, in which inventory levels at the network should follow desired values over time. A distributed

model predictive control (DMPC) scheme is proposed as an optimisation framework for optimal ware-

house management [1].
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• Real-time, integrated transportation planning for optimal supply chainmanagement

To be submitted to a journal paper. This article presents the mathematical formulation and the central-

ized control scheme of the model developed in this work.
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Chapter 2

Methodology

The present chapter opens with the presentation of the modelling approach in Section 2.1, where the two

basic flows — information, and material flows — are thoroughly discussed and analysed to understand the

dynamics of supply chains. The knowledge leveraged from this initial discussion is then used to define the

building-blocks of the proposedmodelling approach. Then the presentation of the established notation, which

is used throughout the document, will follow. The section ends with he definition of the performance indexes

to be used to evaluate the system’s performance. In Section 2.2, the control structure based on the MPC frame-

work is outlined, making use of the modelling approach presented in the previous section. Both the variables’

mapping from the MPC into the supply chain domain, as well as the deduction of the imposed constraints are

presented. The section ends with the presentation of the optimisation problem written in the quadratic pro-

gramming form.

2.1 Modelling supply chains

To provide a prompt response to variable demand, supply chains (SCs) usually work in a pull system,mean-

ing that a given node reacts to a replenishing order placed by its succeeding node by either producing and/or

replenishing it, or by transferring that order to upstream nodes if it is not possible to fulfil that order [53], pro-

ducing a cascade e�ect. Figure 2.1 illustrates the basic flows andmechanisms present in such systems.

Figure 2.1: Supply chain dynamics — definition of nodes, arcs, and flows of material and information.

In SCs, actors (e.g. suppliers, manufacturers, retailers, transporters) must cooperate to move commodi-

ties from the point of origin to the point of consumption in order to meet customers’ requirements. Logistics
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management is the part of supply chain management (SCM) which plans, implements, and controls the flow

and storage of goods, services and related information [16]. Traditionally, outbound logistics dealt with the

movement of goods from a manufacturer to its distribution partners, comprising activities such as distribu-

tion, shipping, and customer delivery and service. In turn, inbound logistics is related with the purchasing and

transportation of raw materials to a factory or storage facility, dealing with activities such as purchasing, pro-

curement, and rawmaterials inventory management [2].

Nevertheless, di�erent SC members may have di�erent goals. For instance, suppliers usually do not work

exclusively for one particularmanufacturer, and retailers o�en do not depend on one singlemanufacturer. This

distinction is particularly accentuatedwhenconsidering transportationas a service. In that case, theprimordial

goal of transport providers (TP) is not the delivery of goods to customers on time, but rather to e�iciently allo-

cate goods to their transportation resources. This di�erences in goals create tensions, and uncertainty arises

from the interconnection between shippers and TP.

From a modelling perspective, a supply chain is described as a network of independent entities or nodes,

connected by links (or arcs) representing the flows of material and information. In turn, these flows a�ect the

contents of each node. Therefore, the dynamics of a SC can be modelled resorting to mass balances at each

node. Figure2.2presentsa three-echelonsample supplychainnetworkmadepubliclyavailablebyWillems [63].

Figure 2.2: Sample supply chain network. (Based on Willems [63].)

At each node there may exist di�erent types of material resources: (1) goods, i.e. raw materials, WIP, and

finished products, and (2) transportation vehicles. Throughout the document, raw materials and/or finished

products will be referred to as goods or commodities interchangeably, and transportation vehicles as transport

agents (or simply agents) or vehicles interchangeably.

Themovement of material resources across the network creates flows ofmaterial. The general assumption

in literature so far, is twofold: (1) it takes the flow of goods and the flow of transportation to be one and the

same thing, and (2) the material flow is assumed to be in steady-state subject to punctual disturbances (or

variations) thatmust bemitigated. Both assumptions present some limitations. First, assuming transportation

and goods are part of the same flow, one excludes the possibility of vehicles moving without cargo, which is

a recurrent problem in SC. More, it implies there is only one goal in the transportation of goods. That is, it is

assumed TP have the same goals as the companies they provide the service to, which is not usually the case

in SCs. Secondly, the steady-state assumption is unrealistic, since it requires transportation resources to be
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readily available at everymoment. Several pointsmust be noted here: (i) such an assumption puts the onus on

the TP, showing the parcelled approach to supply chain management problems, in which the management of

goods and transportation resources are twodistinct problems, which perpetuates the existing tension between

shippers and transport providers; (ii) models based on the assumption that transportation is always available

exclude by design both the uncertainty that arises from not having the necessary resources available and the

impact it may have on the delivery of goods. For instance, a vehicle may actually be available but displaced

across the network. Hence, a model which is not capable of simultaneously monitoring the location and the

status (i.e. with or without cargo) of transportation resources disregards the symbiotic relationship between

movementof goodsandmovementof transport agents. In anutshell, the assumptions found in the literature so

far are critical and result inmodelswith limited capacity to tackle real-world operational issues in an integrated

way.

Therefore, one can distinguish between two di�erent and independent material flows: (1) the flow of com-

modities, and (2) the flowof transport agents. Furthermore, twodi�erent groups of node contents (i.e. invento-

ries) canbediscriminated: (1) inventory of commodities (e.g. stocked rawmaterials and/or products awaiting to

be shipped), and (2) inventoryof transport agents (e.g. free, parkedvehicles awaiting for shipmentassignment).

Both flows and inventories are subject to particular levels of availability and capacity. Namely, flows depend on

the availability of resources and the capacity of links, whereas inventories are boundedby aminimumandmax-

imum node capacity. Moreover, flows may be controllable by a given SC member (e.g. reception/shipment of

commodities from/to suppliers/customers within the standard SC, movement of transportation agents across

the network) or uncontrollable (e.g. acquisition of new vehicles, unavailability of a given agent due to main-

tenance, reception/shipment of commodities from/to suppliers/customers outside the standard supply chain,

end-customer acquisition of finished goods). Hence, one can discriminate two fundamental layers: (1) the com-

modity layer, and (2) the transportation layer. Each layer consists of (possibly di�erent) independent networks

acrosswhichmatter is allowed to flow. Thus, theSCdynamics canbeconsideredasa superpositionof these two

fundamental layers, in which the movement of a commodity is interpreted as a synchronised, superimposed

flow of material in both the commodity and the transportation layers, as shown in Figure 2.3.

Figure 2.3: Fundamental layers in a SC. The movement of a commodity from node 3 to node 1, implies the
synchronised flow of material from nodes 3 and 7 to nodes 1 and 5, respectively.

Generally, however, eachcommodityposesparticular transportation requirementswith respect to itsweight,

physical state, heating, packaging, etc. The combination of these characteristics specifies a certain commodity
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type. Analogously, a transportation typemaybe characterisedbydi�erent features aswell, suchas speed, load-

ing capacity, transportation cost, authorized areas of operation, etc. Consequently, a generic supply chain is

given as a collection of stacked networks (or layers) of di�erent commodity and transportation types. It should

be stressed that there can be multiple commodities and multiple transportation types, and their number can

di�er, i.e. it is not required to have the same amount of commodity and transportation types. Figure 2.4 illus-

trates a generic supply chain consisting on stacked commodity and transportation networks.

Figure 2.4: Generic supply chain stack of p commodities and q transportation networks.

From an operationsmanagement point of view, there are a variety of operations one can find in any supply

chain. Namely, one or more SC members may focus on the procurement of raw material, others in processing

and transforming thosematerials into finishedgoods, others, still,may focusonly on storing and/or distributing

commodities. It is therefore expected that nodes with di�erent functions within a supply chain should present

di�erent mechanisms of mapping inputs onto outputs.

Taking a holistic view of the SC, two fundamental types of node can be discerned. Namely, source nodes,

and sink nodes. Sink nodes are defined as themost down-streammembers of the network, whereas the rest are

referred toas sourcenodes. Thedi�erence innomenclature is importantbecause their internalmechanismsare

di�erent. Source nodes receive (and/or transform) commodities that will be dispatched and flow through the

network until they arrive at the sink nodes, which form the last echelon in a supply chain, usually representing

the retailing level. Therefore, sink nodes receive and stock commodities. Since these two types of node are

fundamentally di�erent, the names given to their internal zones should also di�er.

Source nodes: are composed of a loading / unloading zone, followed by an expedition zone. The loading / un-

loading zone refers to the areas where commodities and transportation agents are stored awaiting for

assignment, either because cargo has arrived or because it is waiting to be shipped. Once an order is

placed, if the required resources are available, assignment takes place and cargo is loaded. Then, the

loaded transport goes into theexpedition zone, fromwhere it can takedi�erentpaths to thedown-stream

nodes. Figure 2.5(a) presents a schematic representation of such nodes. Source nodesmay be further di-

vided into transformation nodes.

Sink nodes: are composed of an unloading zone, followed by a reception zone. The unloading zone is the area

where commodities and transportation agents are decoupled. Transport agents must stop and wait for

further instructions, while commodities proceed to the reception zone, a restricted areawhere commodi-

ties are stocked for the final customer to pick themup. Figure 2.5(b) presents a schematic representation

of such nodes.
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(a) Source node. (b) Sink node.

Figure 2.5: Schematic representation of source and sink nodes.

Transformation nodes: are a special type of source nodes that represent a production or assembly process,

where the output is given as a combination of the inputs. Figure 2.6 presents a schematic representation

of such nodes.

Figure 2.6: Transformation nodes.

Transshipment nodes: may not represent precise geographical locations, but rather virtual ones, in order to

give information about: (1) the amount and whereabouts of in-transit commodities, and (2) the amount,

whereabouts and status (i.e. if agents are occupiedmoving cargo, or free going towards a new location)

of moving transport agents. An illustration of such nodes can be found in Figure 2.8.

Table 2.1 summarizes the previous definitions, presenting the expected contents of each node area at any

given time, when applied.

Table 2.1: Nodes topology and their expected contents by area (when applicable).

Node Types Loading/Unloading Expedition/Reception Stock of finished prod.

Source commodities waiting to be loaded cargo loaded and prepared to ship —
free transport agents occupied transport agents —

Sink unloaded commodities stock of commodities —
free transport agents — —

Transformation commodities waiting to be loaded/processed cargo loaded and prepared to ship finished commodities
free transport agents occupied transport agents —

Transshipment in-transit commodities
in-transit occupied transport agents

In turn, one can describe the transportation process by a sequence of five actions: (1) wait assignment;

(2) reallocate, if needed; (3) load cargo; (4) move cargo, (5) unload goods. Figure 2.7 presents a summary of the

transportation process.
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Figure 2.7: Transportation process.

Finally, Figure 2.8 presents themodel of the SC of Figure 2.2, employing the presentedmodelling approach.

(a) Commodities network. (b) Transportation network.

(c) Supply chain model, superimposing the commodities and the transportation networks.

Figure 2.8: Model. Dashed arrows, flow of transport agents only. Solid arrows, commodities and/or transport
agents. Dashed squares, transshipment nodes.

2.1.1 Notation

As previously stated, the dynamics of supply chain may be modelled resorting to mass balances at each

node. Since the flows consist of commodities and/or transport agents, for an easy and clear exposition com-

modities and transport agents will be referred to as resources, distinguishing between the two whenever nec-

essary. Consider Figure 2.9 as a starting point.
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Figure 2.9: Transformation nodes.

Generically, the inventory of a given resourcem at node i can be computed as follows:

xim(k + 1) = xim(k) + ∆xim(k) (2.1)

= xim(k) +
∑
j

ujim(k)−
∑
w

uiwm(k) + dim(k), (2.2)

where xim is the inventory level of resourcem at node i; ∆xim is the variation of inventory level of resource

m at node i; ujim is the incoming stream of a given resourcem to be processed at node i coming from node j;

uiwm is the outgoing stream of a given resourcem from node i to be processed at node w; dim represents an

exogenous input into node i regarding resourcem (e.g. acquisition of new transport agents, unavailability of

a given agent due to maintenance, reception/shipment of commodities from/to suppliers/customers outside

the standard supply chain, end-customer acquisition of finished goods); and k is the discrete-time base period,

also referred to as "sampling time instant", which depends on the dynamic characteristics of the network, i.e.

is dependent on the application.

Transformation nodes belong to a special type of node which involve more manipulations. As shown in

Figure 2.6, transformation nodes are composed of various sub-nodes, or zones: unloading zone/stock of raw

materials, stockof finishedproducts, andexpedition zone. Transformationnodesdefine their outputs as a com-

bination of the inputs. That is, whenever the necessary raw materials required to produce one unit of finished

product are in place, these are simultaneously processed and transformed into the final product. This trans-

formation takes place whenever material flows from the stock of rawmaterials nodes into the stock of finished

products one. Thus, the stream of rawmaterials works as a "transformation switch".

From a mathematical point of view, the stock of transformed (or finished) products can be modelled as

follows:

x(k + 1) = x(k) +QB CG
∑
i

usi − uj , (2.3)

where QB is the batch quantity, and CG is the compatibility gain, defined as CG = 1
N , where N is the total

amount of di�erent rawmaterials required to produce one unit of finished product.

In turn, the inventory of rawmaterials can be defined as follows:

si(k + 1) = si(k)−QBMi usi + ui, (2.4)

where QB is the same batch quantity, andMi is the necessary quantity of raw material i to produce a trans-
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formed product.

Denoting byn the number of nodes, nm the number of resources, nu the number of links between adjacent

nodes, and nz the number of output nodes, one can represent the SC model by making use of a state-space

dynamic model representation as follows,

x(k + 1) = Ax(k) + Bu(k) + Bdd(k),

y(k) = Cyx(k),

z(k) = Czx(k),

(2.5)

where

x(k) = [x1,x2, · · · ,xnm ]
T ∈ R[n×nm]×1 is the state vector, (2.6)

u(k) = [u1,u2, · · · ,unm ]
T ∈ R[nu×nm]×1 is the input vector, (2.7)

d(k) = [d1,d2, · · · ,dnm ]
T ∈ R[n×nm]×1 is the exogenous input vector, (2.8)

y(k) = [y1,y2, · · · ,ynm ]
T ∈ R[n×nm]×1 is the vector of measured outputs, (2.9)

z(k) = [z1, z2, · · · , znm ]
T ∈ Rnz×1 is the vector of outputs which are to be controlled. (2.10)

A,B,Bd,Cy , andCz are matrices of appropriate size given as follows,

A =


A1 0 · · · 0

0 A2 · · · 0

...
...

. . .
...

0 0 · · · Anm

 ,B =


B1 0 · · · 0

0 B2 · · · 0

...
...

. . .
...

0 0 · · · Bnm

 ,Bd =


Bd1 0 · · · 0

0 Bd2 · · · 0

...
...

. . .
...

0 0 · · · Bdnm

 , (2.11)

Cy = I, andCz is defined by the user.

Table 2.2 presents a brief summary of the developed notation.

Table 2.2: Glossary.

xim inventory level of node i, of resourcem
x collection of inventory levels per node, per resource

uijm link from node i to node j, of resourcem
u collection of nodes’ connections per node, per resource

dim exogenous input into node i regarding resourcem
d collection of exogenous inputs per node, per resource

The interested reader is referred to Appendix A, where the proofs that the proposed approach results in

linear, time-invariant, controllable and observable models take place.

2.1.2 Performance indexes

Since one may be interested in gaining a panoramic and integrated overview of the supply chain as whole,

two performance indexes are proposed. Namely, Service rate, and Fleet usage rate.

20



Service rate: service (or fill) rate measures the number of units filled as a percentage of the total ordered, and

can be defined as follows,

SR =

[
1− max(D)−N

max(D)

]
× 100, forD > 0, (2.12)

where,D is the demand of a given product type, andN is the number filled units of a given product type.

Fleet usage rate: fleet usage rate measures the number of transportation resources that are in use as a per-

centage of the total transportation resources, and can be defined as follows,

FUR =

[
1− A−O(k)

A

]
× 100, forA > 0, (2.13)

where, A is the existing transportation resources (or agents), and O the number of occupied agents at

time k.

2.2 Controlling supply chains

Model Predictive Control (MPC) has become an important framework for controlling complex, dynamic sys-

tems. Over the last decades, MPC has proven to be successful in the process industry [13, 33], and its growing

popularity on supply chain management applications is rooted in the relative ease with which it can be under-

stood, and its ability to handle constraints [13]. Figure 2.10 presents the basic features and mechanisms of a

model predictive control.

Figure 2.10: Basic features andmechanisms of MPC. (Based on Nabais et al. [47].)

MPC is a control strategy that produces a sequence of control actions based on the predicted behaviour

of the system. The control actions are chosen by repeatedly minimising (or maximising) a performance index

at each time-step. Since the controller at each sampling time predicts a control sequence into the future over

somehorizon (prediction horizon,Hp) but implements only the first one, it results inwhat is called the receding

horizonwindow: the perception that the predicted horizon is always receding away from the present. Thus, any

MPC problem considers three main components: a prediction model, a performance index (or cost function)

and a set of constraints.

Regarding the cost function, the problem at hand is formulated as a modified standard reference tracking

problem, inwhich the controllermustminimise the tracking error between a given reference, r, and the system
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output, z̃, over a given prediction horizon,Hp. The cost function to beminimised is defined as follows,

J =

Hp∑
i=1

[r(k + i) − z̃(k + i)]
2
Q + [u(k + i− 1)]

2
R , (2.14)

whereu is the collectionof predicteddecision variables thatminimiseJ , andQandRareweighingparameters

of appropriate dimensions.

Table 2.3 presents the variables’ mapping from the MPC into the supply chain domain.

Table 2.3: Variables mapping fromMPC to supply chain domains.

MPC Supply Chain

references r inventory level targets per node

predicted outputs z̃ future inventory levels per node
(individual and/or aggregate levels)

inputs u "nodes’ connections, or links",
decision to move/allocate resource

weighing matrixQ cost of not achieving a prescribed
stock level

weighing matrixR transportation costs

In the previous section the concept of stacked resource layers was presented, in which each layer consisted

on the network a given resource was able to move across. It was yet mentioned that the movement of a par-

ticular commodity is interpreted as a synchronised, superimposed flow of material in both the commodity’s

layer, and its respective transport agent’s one. From the control perspective, the flow ofmaterial is the decision

variable to be optimized. Therefore, for the controller to be able to produce a synchronised, superimposed flow

ofmaterial the following constraint should be imposed. Let uijmP and uijmT represent the decisions tomove a

product, P , and a transportation type, T , respectively. Then, the superimposed flow of material (i.e. products,

plus transportation) can be written as follows,

∑
mP

uijmP (k) ≤ uijmT (k). (2.15)

Notwithstanding, an important feature to consider when distinguishing between transportation types is

their load capacity, as previously noted. Therefore, to e�ectivelymodel transportation, the previous constraint

must be further extended, yielding, ∑
mP

uijmP (k) ≤ λuijmT (k), (2.16)

where λ > 0, and represents the maximum load capacity.

In turn, transformation nodes also require some constraints. Recall that in the previous section itwas stated

that whenever the necessary rawmaterials required to produce one unit of finished product are in place, they

are then simultaneously processed and transformed into the final product. The transformation takes place

when thematerial flows from the stock of rawmaterials nodes into the stock of finished products node,making

the stream of raw materials work as a "transformation switch". To do so, control actions, usi (see Figure 2.6)
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must assume only binary values. Further, to accomplish the "switch-like" mechanism all control actions must

assume the same value (either 0 or 1) at the same time. To translate this constraint into a formal mathematical

way, consider the following.

Let S be the set of all inputs to a given stock of finished products node. Let usi(k) denote the ith element

in S , and us′i(k) the ith element in S \ {usi(k)}, at any given time-instant k. Thus, two elements, usi(k) and

us′i(k), are said to be equal i� the following condition holds,

|usi(k)− us′i(k)| ≤ 0. (2.17)

Forcing all elements in S to simultaneously assume the same value, would imply a set of combinatorial

conditions of the form of equation (2.17). Since the number of necessary combinations are mathematically

expressed byCN2 , whereN denotes the total number of elements inS , the following expressionwill be used as

a shorthand to represent them,

|usi(k)− us′i(k)|CN2 ≤ 0. (2.18)

Conversely, to prevent transformation nodes of producing two commodities,m and n, in parallel, one can

define the following constraint,

usim (k) + usin (k) ≤ 0. (2.19)

where usim and usin are the flows of raw material i of commoditiesm and n, respectively. Generalising such

a constraint would imply a set of conditions of the form of equation (2.19). Namely, the number of necessary

conditions is equal to the number of commodities that must be produced in sequenceminus one. For brevity’s

sake, the following expression will be used as a shorthand to represent them,

[
usim (k) + usin (k)

] ∣∣∣∣
∀m,n

≤ 0. (2.20)

To guarantee that a given resource is at a given node at the time of pulling, one could define the following

constraint: ∑
i

uijm(k) ≤ xim(k). (2.21)

However, since di�erent nodes may have di�erent processing mechanisms, their processing-times may also

vary. Fromamodelling perspective, the processing-time can be considered as a pure time-delay. Thus, one can

rewrite equation (2.21) as follows, ∑
i

uijm(k) ≤ xim(k − τi), (2.22)

where τi is the time-delay produced by the processing-time of node i.

Equation (2.22) makes explicit use of past information, namely the past inventories xim (k − τi), which

means the controller must have su�icient internal memory to save the necessary information. The most ef-

ficient way of encapsulating the required information is to make a dynamical model that updates constraints

each time the controller is updated with the system’s state. Figure 2.11 illustrates the control scheme.
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Figure 2.11: MPC scheme.

Expanding equation (2.22) yields,

∑
i

uijm(k) ≤ xim(k − τi),∑
i

uijm(k + 1) ≤ xim(k − τi + 1),

...∑
i

uijm(k + τi) ≤ xim(k).

Noticing that ask increases,xim(k) "movesupwards", it is possible tobuild a state-spacemodel for a system

of n nodes and nm commodities, as follows,

p(k + 1) = Aτp(k) + Bτ∆y(k) + ΩBuτu(k − 1), (2.23)

P(k) = ΩT
τ p(k) (2.24)

where

Aτ = diag
(
Aτ1 , Aτ2 , · · · , Aτnm

)
∈ R[n×nm(τi+1)]×[n×nm(τi+1)], (2.25)

Bτ = diag (Bτ1 , Bτ2 , · · · , Bnm) ∈ R[n×nm(τi+1)]×nm , (2.26)

Ω = diag (Ω1, Ω2, · · · , Ωnm) ∈ R[n×nm(τi+1)]×nm , (2.27)

Buτ = f (Bu) ∈ Rnm×nm , (2.28)

where,Buτ is given as a function of the controlmatrix,Bu, of the system to be controlled. More accurately, f(·)

wasmeant to represent two operations: 1) substitute every positive element by zero, and 2) delete null rows.
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Aτnm
=



1 1 0 0 · · · 0 0

0 0 1 0 · · · 0 0

0 0 0 1 · · · 0 0

...
...

...
...

. . .
...

...

0 0 0 0 · · · 1 0

0 0 0 0 · · · 0 0


∈ Rn(τi+1)×n(τi+1), (2.29)

Bτnm
= [0, · · · , 0, 1]

T ∈ Rn(τi+1)×1, (2.30)

Ωnm = [1, 0, · · · , 0]
T ∈ Rn(τi+1)×1, (2.31)

p(k) = [x1(k − τ), · · · , xnm(k − τ)]
T ∈ R[n×nm(τi+1)]×1, (2.32)

xnm(k − τ) = [x1m(k − 1), · · · , xim(k − τi)]T ∈ Rn(τi+1)×1, (2.33)

∆y(k) = y(k)− y(k − 1) ∈ R[n×nm(τi+1)]×1, (2.34)

Note that at any given time the controller must be updated with t(k),∆ y (k), and u(k − 1). The last two

are trivial, since they depend only on already computed variables. On the other hand, t(k)must be updated at

every time-step using the following relationship,

p(k) = Aτp(k − 1) + Bτ∆y(k). (2.35)

The MPC optimisation problem can then be written as follows:

min
ũ
J =

Hp∑
i=1

[r(k + i) − z̃(k + i)]
2
Q + [u(k + i− 1)]

2
R , (2.36)

s.t. x(k) ≥ 0, (2.37)

z ≤ z(k) ≤ z, (2.38)

u ≤ u(k) ≤ u, (2.39)∑
i

uijm(k) ≤ xim(k − τi), (2.40)

∑
mP

uijmP (k) ≤ λ uijmT (k), (2.41)

|usi(k)− us′i(k)|CN2 ≤ 0 (2.42)[
usim (k) + usin (k)

] ∣∣∣∣
∀m,n

≤ 0. (2.43)

Constraints (2.37) – (2.43) impose the network’s structural features. Equation (2.37) assures all states are

positive at every time-step. Equation (2.38) imposes the minimum and maximum nodes’ capacities, denoted

by z and z, respectively. Equation (2.39) limits the material flow between nodes, imposing minimum andmax-

imum admissible values as well, denoted by u and u, respectively. Equation (2.40) guarantees the pulled re-
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source is available at the node at the time of pulling, where τ represents the time node i requires to process

resourcem. Equation (2.41) assures the maximum transport loading capacity, λ, is respected. Equation (2.42)

assures the rawmaterials flow in the right quantity, and at the right time into the transformation nodes. Equa-

tion (2.43) assures the raw materials of di�erent commodities flow in the right quantity, and at the right time

into the transformation nodes, forcing the controller to schedule manufacturing activities. It should however

be stressed that only constraints (2.40) – (2.43) depend on the network’s configuration.

Tosolve theMPCminimisationproblemresorting toquadraticprogrammingalgorithms, it su�ices to rewrite

equations (2.36) –(2.42) in the form:

J =
1

2
uTHu + cTu, (2.44)

M u ≤ Λ, (2.45)

where

H = 2
[
RT
uQQ Ru + QR

]
, (2.46)

cT = 2
[
RT
uQQ (Rxx + RdD − R)

]T
, (2.47)

M =



S Ruy

G Ru

F

Fp

Fa

Ft


, (2.48)

Λ =



s− S
(
Rxyx + RdyD

)
g − G (Rxx + RdD)

f

P(k)

fa

ft


. (2.49)

Deduction of equations (2.44) — (2.49) are presented in Appendix B.
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Chapter 3

Simulation experiment

To validate theproposedapproacha case-studybasedona real-world supply chain is devised. In Section 3.1

a comprehensive description of the problem is outlined, followed by the presentation of the proposed model

and its computational implementation inSection3.2. Thechapter concludeswith theexhibitionof theachieved

results in Section 3.3.

3.1 Problem description

The supply chain under study is presented in Figure 3.1 and is based on a data set made publicly available

by Willems [63] comprising 38 real-world supply chains which have been implemented in practice by either

company analysts or consultants. The chosen network is a three-echelon vertical integrated chain dedicated

to the production of three types of product (P1, P2, and P3). To produce each product-type, manufacturing

sites (Manuf 1, and Manuf 2) require three di�erent rawmaterials (RM1, RM2, and RM3) which are thenmixed in

various proportions to produce the finished goods. Further, thesemust be delivered to three di�erent retailers

(Retail 1, Retail 2, andRetail 3), eachone requiring specific daily amountsof finishedproducts. Table 3.1 presents

the total lead time (inhours) for eachcommodity. Tables 3.2 and3.3present thebill ofmaterials and theaverage

daily demand of each retailer, respectively.

Table 3.1: Total lead time, in hours.

Retail 1 Retail 2 Retail 3

via Manuf 1 via Manuf 2

RM1 2 + 2 2 + 3 3 + 4 3 + 2

RM2 2 + 2 2 + 3 2 + 4 2 + 2

RM3 3 + 2 3 + 3 2 + 4 2 + 2

P1 5 — — —

P2 — 6 6 —

P3 — — — 5

Di�erences in hardware, available space, and product-mix require di�erent production schemes for each
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Figure 3.1: Supply chain configuration. (Based on Willems [63].)

Table 3.2: Bill of materials — units of rawmaterial per unit of finished product.

RM1 RM2 RM3

P1 2 1 1

P2 1 1 1

P3 1 1 2

Table 3.3: Average daily demand.

P1 (units) P2 (units) P3 (units)

Retail 1 500 — —

Retail 2 — 400 —

Retail 3 — — 300

manufacturing site. While Manuf 1 produces P1 and P2, Manuf 2 focuses on producing P2 and P3. Each product

type requires di�erent processing times, resulting in heterogeneous production rates and throughput times.

Namely, a batch of 500 units of P1 and a batch of 300 units of P3 take 1 hour to be produced, and a�er that

time commodities of such types can readily be stored. However, compared to P1 and P3, products of type P2

require one extra hour to be produced before storage. A batch of 200 units of P2 is accomplished in 1 hour,

thus the processing time of each batch equals 2 hours. Moreover, bothmanufacturing sites work in a flow shop

scheme,meaning that it is not possible to produce two product types in parallel. Table 3.4 presents a summary

of manufacturing information.

Table 3.4: Manufacturing information.

Production rate Processing time

P1 (units/h) P2 (units/h) P3 (units/h) P1 (h/batch1 ) P2 (h/batch1 ) P3 (h/batch1 )

Manuf 1 500 200 — 1 2 —

Manuf 2 — 200 300 — 2 1
1 One batch equals the amount of produced products in one hour.
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In terms of rawmaterial supply, it is assumed that they are always and immediately available to be shipped

whenever necessary.

Regarding transportation, each commodity can be moved by two di�erent modes, where di�erent trans-

portation types di�er only on load capacity. Table 3.5 presents the specifications of each transportation type,

as well as the type of commodity each mode can be assigned to. In turn, the average trip duration is shown in

Figure 3.1 and Table 3.1.

Table 3.5: Maximum load capacity by transportation mode and commodity type.

RM1 (units) RM2 (units) RM3 (units) P1 (units) P2 (units) P3 (units)

T1 250 250 250 250 — —

T2 500 500 500 500 — —

T3 100 100 100 — 100 —

T4 200 200 200 — 200 —

T5 100 100 100 — — 100

T6 200 200 200 — — 200

Finally, each supply chainmember defines aworking-day as a 12 hour period (from8h to 20h),meaning that

there is no processing, nor transportation, of commodities outside this time window. Moreover, the demand

nodes (Retail 1, Retail 2, Retail 3) have specific time windows of cargo reception. Namely, these members are

able to receive goods only at two particular times per day: from 8h to 10h, or from 16h to 19h.

The problem to be solved consists in monitoring and control (1) the transportation of goods from source to

demand nodes, and (2) the position and status of the available transport agents over time, while assuring that

the delivery is made on time.

3.2 Implementation, computational properties, and initial set up

To solve the case described in the previous section, themodel presented in Figure 2.8 (reproduced again in

Figure 3.2 for convenience) was implemented using MATLAB R2016a on amachine with the following specifica-

tions: Intel Core i7-4790 3.60GHz, 8GB DDR4. For optimisation purposes, it was used the OPTI Toolbox’s SCIP

solver.

Two simulation tests are performed (Simulation 1 and Simulation 2). The di�erence between simulations

consists in the weights attributed to the di�erent transportation modes, as will be discussed below. For clear

illustrations, each simulation assumes theSC tobe empty of commodities at starting time. Transportationwise,

Table 3.6 presents the fleet disposition at the starting time.

Both simulations represent a 48h period, in which each time-instant represents 1 hour. The main objective

is the same in both tests: to deliver the right amount of finished goods (500 units of P1, 400 units of P2, and

300 units of P3), at the right place, and at the right time, while minimising transportation and inventory costs.

Namely, the desired delivery time is at 18h (of the first day). However, due to processing times in upstreamsites,

it is still acceptable to receive the goods at the nextwindowof opportunity, that is the following pre-established

reception time. It is further assumed that themaximum capacity of each node ismuch larger than the amounts
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Figure 3.2: Supply Chain of the case study.

Table 3.6: Fleet disposition at the starting time.

Node 42 (units) Node 43 (units) Node 44 (units) Node 17 (units) Node 18 (units)

T1 2 2 3 3 —

T2 1 1 1 1 —

T3 2 2 3 4 4

T4 1 1 1 1 1

T5 2 2 3 — 3

T6 1 1 1 — 1

of commodities being transported. Besides, at each time-step it can be transported as many commodities as

necessary, the only limitation being the availability of transportation.

To solve this problem, the MPC controller is set to have a prediction horizon,Hp, equal to 20 time-instants.

That is, at each time-step the controller plans the current control action considering the next 20 hours. More-

over, matrixQ is set to be equal in both simulations and is defined as follows

Q = diag(1000, 100, · · · , 100, 1, · · · , 1).

This means that (1) the tracking error is more costly in the commodity layers than the in transportation ones

(Qii = 100 > Qii = 1), (2) the inventory level of finished products in nodes representing the retail level are

the most critical ones (Qii = 1000).

Aspreviously stated, thedi�erencebetweensimulations consists in theweightsattributed todi�erent trans-

portationmodes. Consequently,matrixR = diag(ρ1, · · · , ρi) is set tobedi�erent in each case. In Simulation 1

the movement of transport agents with greater loading capacity is considered to be more costly than the rest.

Namely, T1, T3, and T5 are set to have a weight, ρi, equal to 1.5, whereas a ρi = 3.5 × 104 was set for T2, T4,

and T6. In turn, in Simulation 2 all transportation types were set to have the same weight, yieldingRii = 1.5.

Table 3.7 presents a summary of the MPC parameter specifications for both simulations.
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Table 3.7: MPC parameter specifications.

Hp Q ρ

T1, T3, T5 T2, T4, T6

Simulation 1 20 diag(1000, 100, · · · , 100, 1, · · · , 1) 1.5 3.5× 104

Simulation 2 20 diag(1000, 100, · · · , 100, 1, · · · , 1) 1.5 1.5

3.3 Results

Figure 3.3 presents the inflow of commodities into the di�erent demand nodes (Retail 1, Retail 2, and Re-

tail 3), whereas Figure 3.4 presents the transformation of rawmaterials into finished products. As can be seen,

the demand is met, while respecting the pre-established reception time-windows. It is interesting to take note

of the delay on the shipment of P3. To better understand this, recall that a transport agent takes 2h to move

from Manuf 2 to Retail 3 (see Figure 3.1). Inspecting Figure 3.4(b) it is clear that P3 is stored at 17h (i.e. it enters

node 17, see Figure 3.2) . Considering that goods would yet need to be loaded (i.e. pass through node 15) —

which would require 1h more — and the travelling between sites takes 2h, the order would arrive at Retail 2 at

20h, which would violate the reception time-windows previously defined. Therefore, the controller postponed

its shipment to the next available time-slot.
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Figure 3.3: Flow of commodities into demand nodes (Retail 1, Retail 2, and Retail 3). Reception periods are
represented as grey area.

Figure 3.4 clearly shows the production scheduling. Two points should be noted. First, the constraint that

manufacturing sites work in a flow shop, i.e. it is not possible to have parallel production, is satisfied. Second,

the choice ofwhich product to produce first is a decision le� entirely to the controller, which has to decidewhat

would be the best sequence of decisions in order to meet the demand.

Transportationwise, one is interested inmonitoring thepositionandstatusof theavailable transport agents

over time. To illustrate how the proposed approach is able to provide the required information, focus on Sim-

ulation 1. Figure 3.5 presents a holistic view of the transportation resources over time. At any given moment,

it is possible to see how many agents of each type are free, i.e. awaiting task assignment. To have a more de-

tailed information about how and where are these resources being used, one has to resort to a representation

such as the one shown in Figure 3.6, where one can have amuch deeper insight into the flow of transportation
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(a) Manuf 1.
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(b) Manuf 2.

Figure 3.4: Transformation of rawmaterials into finished products. (Nodes 19 — 26, see Figure 3.2.)

occurring across a specific area (in this case the manufacturing sites). Note as Figures 3.4 and 3.6 complement

each other, giving a detailed account of what happened in manufacturing sites, and showing the impact of

transportation on all supply chain activities. In this respect, notice that the production of P3 (Figure 3.4(b)) was

postponed because a delivery delay of 100 units of rawmaterial RM3 that only arrived at 16h at Manuf 2 (see T6

in Figure 3.6(b)). Additionally, one can make use of other ways of monitoring the fleet, as shown in Figure 3.7.

Namely, one canmonitor what is happening in a single node, regarding a particular transportation type as pre-

sented in Figure 3.7(a), or take a more holistic view and monitor the occupied agents across the network, to

know howmany are waiting assignment, howmany are loading, and howmany are already in-transit, as show

in Figure 3.7(b).
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Figure 3.5: Aggregate number of transport agents awaiting task assignment, over time.

Notwithstanding, it is yet possible tomonitor howmany trips weremade, and if they consist on either ship-

ments, or repositioning trips. As can be seen in Table 3.8, all transport agents got back to their initial position,

which extends the insight of Figure 3.5.

In turn, Figure 3.8presents a comparisonof the transportationmodes assigned in each simulation, stressing

an important informationpresented in Table 3.8. As canbe seen, the controller tended to assignmore transport
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(a) Manuf 1.
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(b) Manuf 2.

Figure 3.6: Flow of transport agents across manufacturing sites. (Nodes 17 — 18, and 21 — 26, see Figure 3.2.)
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(a) Agents of type T5 in RM3. (Nodes 47 – 41, see Figure 3.2).
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(b) Fleet status overview.

Figure 3.7: Additional fleet monitoring tools.

Table 3.8: Total performed trips in both simulations.

Simulation 1 Simulation 2

T1 T2 T3 T4 T5 T6 T1 T2 T3 T4 T5 T6

With cargo 8 7 14 10 12 10 4 9 12 11 14 8

Without cargo 8 7 14 10 12 10 4 9 12 11 14 8

agents with higher loading capacity in Simulation 2. Moreover, it is clear that whenever there is a possibility to

choose between twomodes, the controller selected the cheapest onemore o�en. This is specially visible when

comparing T1 and T2. In Simulation 1, the assignment of T1 occurred twice more o�en than in Simulation 2,

which enabled to save two of the more expensive T2 shipments.

Furthermore, onemay be interested on gaining a panoramic and integrated overview of the supply chain as

whole. Figure 3.9 presents a SC overview, integrating both the perspective of shippers and transport providers,

where it is clear fleet-usage decreases over time as commodities are moved from up- to down-stream nodes.
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Figure 3.8: Transportation mode assignment.
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Figure 3.9: SC overview, integrating both the perspective of shippers and transport providers.

Finally, Table 3.9 presents information regarding computational performance. As can be seen, the maxi-

mum iteration time is bellow 3 minutes (i.e. each hour is simulated in less than 3 minutes), which in a supply

chainmanagement context is fast enough to be considered real-time. It should be noted that, new levels of flex-

ibility could be achieved by employing a distributed control approach. In particular, an extension of the work

presented in Araújo et. al [1] would reduce the computational burden, and create the possibility of addressing

situations such as geographical extensions of the supply chain without the need for re-modelling the whole

chain.

Table 3.9: Computational performance.

min It. Time [min] max It. Time [min] avg It. Time [min] Total Sim. Time [h]

Simulation 1 1.65 2.10 1.72 1.37

Simulation 2 1.59 2.32 1.69 1.35

34



Chapter 4

Conclusion and future work

To answer to the increasing demand for higher levels of e�iciency, quality of service, timeliness, and re-

sponsiveness across supply chains (SCs), a new dynamic approach for real-time supply chain management

integrating transportation operations, based on a model predictive control (MPC) framework was proposed.

On the one hand, shippers are interested in providing customers the right product, in the right amount, at the

right time, and at the right place. On the other hand, transport providers want to e�iciently allocate goods to

their resources and minimise the number of movements. However, these topics have either been studied in-

dependently from each other, or integrated for tactical or strategic purposes only. The assumptions found in

the literature result inmodelswith limited capacity to tackle real-world operational issues in an integratedway.

Namely, the assumption that transportation resources are always available is a critical one, since it disregards

the symbiotic relationship betweenmovement of goods andmovement of transports.

The outlined modelling framework is based on a flow perspective and builds on the fact that there are two

fundamental flows in SCs. Namely, information and material flows, where the material flow may be further

divided into flow of goods and flow of transports. In turn, a SC can be represented as a network of indepen-

dent actors. In the proposed modelling approach, nodes represent di�erent SC members, and links represent

a connection between two SC members through which material may flow. Each node is characterised by a

minimum andmaximum inventory level, where inventory refers to either stocked goods, or parked transporta-

tion vehicles. Links are also limited by a minimum and maximum flow capacities. Thus, the SC dynamics can

be considered as a superposition of two fundamental layers: (1) the layer of goods, and (2) the layer of trans-

portation, where each layer consists of (possibly di�erent) networks across which material is allowed to flow.

Extending this fundamental notionof flowof goods vs flowof transportation, a generic SC is givenas a collection

of stacked networks (or layers) of di�erent goods and transports. In the proposed modelling framework, the

movement of goods is represented by a synchronised, superimposed flow of goods and its respectivemeans of

transportation.

Thedevisednotationwas thenused todevelopa centralised, constrainedMPCscheme,where the variables’

mapping from the MPC framework to the SC domain was accomplished by representing inventories as states,

and flows of material as control actions. To achieve the desired system behaviour, a set of constraints was

defined. The MPC problem was formulated as a quadratic programming problem, in which desired inventory
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levels must be achieved.

The proposed modelling framework was shown to result in linear, time-invariant, state-space representa-

tions of supply chains that are both controllable and observable.

Results have validated the proposed approach and shown the autonomous planning capabilities of the de-

vised controller. Namely, it was shown that the proposed approach is able to integrate manufacturing and

transportation operations so that: (1) pre-defined reception time-windows are respected; (2) moving costs are

minimised; (3) transportation reallocation policies are respected; and (4) path-planning for on-time delivery is

accomplished. Regarding inventory and manufacturing activities alone, the devised approach is able to e�ec-

tively and e�iciently manage production (i.e. to determine the amount of goods to produce, where to produce

them, and in which sequence), resulting in optimal inventory levels. That is, the right amount of commodities

was stored at the right time, and at the right place only to assuremanufacturing activities could take place, en-

abling supply chainmembers to reduce their inventory levels to zero. Furthermore, theproposedapproachwas

able not only to e�ectively control the supply chain at an operational level, but also to provide deep insights

into each activity and their symbiotic interactions.

Interpretability, tractability and flexibility came, however, at the expense of some limitations. First, the pro-

posedapproach requires apre-defined transportation fleetwhere transportation typesmustbealreadydefined

andassigned to specific commodities. That is, it is not possible for a given transportation type tomorph into an-

other. Consider, for instance, the case in which a given transport could vary its maximum load capacity. Such a

case, would require amodel in which transport agents could belong to di�erent types over time, depending on

their specific features. Thus, a valuable follow-up implementation would be able to address these situations.

Second, new levels of flexibility could be achieved by employing a distributed control approach for horizon-

tal integration. In such a potential situation, one would be able to explicitly define both the shippers’ and the

transport providers’ goals independently, providing a more realistic and flexible way of tackling supply chain

management problems. Third, the proposed framework results in dynamical models that make explicit use of

sparsematrices, which hampers scalability. To cope with such a limitation, the implementation of a decentral-

ized/distributed control scheme seems to be the a possible solution. Fourth, although the proposedmodelling

approach takes into considerationdi�erent types of goods, they are assumed tonot deteriorate over time. Such

an assumption excludes by design supply chains of perishable goods. A valuable future implementationwould

be to address such challenging problems. Fi�h, the transportation costs were defined resorting to a parame-

ter, ρ, which has not a direct real-world meaning. A future implementation would benefit from having a more

meaningful cost-function.

Nevertheless, the developedmethodology is very relevant for the supply chainmanagement domain. First,

it provides a framework for better interoperability between independent SC members. Second, the presented

modelling approach can be easily coupled with other state-of-the art technologies. Namely, it is not di�icult to

picture a situation in which a forecasting system based on artificial intelligence (e.g. machine, deep learning

techniques) is used to dynamically adapt to the ever-changing customer demand, while the control system

optimises decisions based on those adaptive predictions, rendering the optimisation itself to be adaptive as

well. All in all, the inherent flexibility of the proposed approach, as well as its interoperability and information-

sharing features make it a suitable operations management tool for the current Industry 4.0 paradigm.
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Appendix A

System characterisation

In this chapter, it is shown that the proposed modelling approach results in linear, time-invariant models

that are both reachable and observable.

A.1 Linearity

A system is said to be linear if and only if the principles of superposition (sometimes also referred to as

additivity) and homogeneity are verified.

Superposition The principle of superposition states that for a given systemG with inputs x1(n) and x2(n),

the following relationship holds:

G [x1(n) + x2(n)] = G[x1(n)] + G[x2(n)]. (A.1)

Homogeneity The principle of homogeneity, in turn, states that for a given system G, an input x1(n) and a

constant b, the following relationship holds:

G [b x1(n)] = b G [x1(n)] . (A.2)

Recall that the system at hand is a network of various nodes connected by arcs, in which the inventory of a

given resourcem at node i is modelled as follows,

xim(k + 1) = xim(k) + ∆xim(k) (A.3)

= xim(k) +
∑
j

ujim(k)−
∑
w

uiwm(k) + dim(k). (A.4)

Note that, for each node there are three types of input. Namely, ujim , uiwm , and dim , representing the in-

and out-flows, and the exogenous input, respectively. For an easier exposition, consider the following notation,

x0(k) := initial inventory, at time k, (A.5)
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ui(k) := inflow of resources, at time k, (A.6)

uo(k) := outflow of resources, at time k, (A.7)

d(k) := exogenous input, at time k, (A.8)

y(k) := output, at time k. (A.9)

Thus, a system composed of a single node as the one represented in Figure A.1, yields,

y[ui, uo, d](k) = x0(k) + ui(k)− uo(k) + d(k); (A.10)

Figure A.1: Change from network to system representation.

Letting the system starts from rest (i.e. x0(k) = 0) yields,

y1(αui1 , βuo1 , θd1)(k) + y2(ui2 , uo2 , d2)(k) = (A.11)

= (αui1 − βuo1 + θd1) + (αui2 − βuo2 + θd2) (A.12)

= α (ui1 + ui2)− β (uo1 + uo2) + θ (d1 + d2) (A.13)

= y[α (ui1 + ui2) , β (uo1 + uo2) , θ (d1 + d2)](k), (A.14)

for all α, β, θ, ui1 , uo1 , d1 6= 0. Thus, the system is linear.

Analogously, one can take the case in which the system is given as a network of a generic size, yielding,

y1(αui1 , βuo1 , θd1)(k) + y2(αui2 , βuo2 , θd2)(k) = (A.15)

= (αui1 − βuo1 + θd1(k)) + (αui2 − βuo2 + θd2) (A.16)

= α (ui1 + ui2)− β (uo1 + uo2) + θ (d1 + d2) (A.17)

= y[α(ui1 + ui2), β(uo1 + uo2), θ(d1 + d2)](k), (A.18)

for all α, β, θ, 6= 0, and ui1 , uo1 , d1 6= 0.

A.2 Time-invariance

A dynamic system is said to be time-invariant if themapping of inputs into outputs does not change in time.

In other words, if an input signal is delayed τ time-instants, so must be the output, y. Thus, a system is said to

be time-invariant if the following relationship holds,

y(t− τ) = F [u(t− τ)] . (A.19)
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Clearly, the system

y(ui,uo,d)(k) = x0(k) + ui(k)− uo(k) + d(k)

is time-invariant, since

y(ui,uo,d)(k − τ) = x0(k − τ) + ui(k − τ)− uo(k − τ) + d(k − τ). (A.20)

A.3 Controllability and observability

A linear dynamic process is said to be controllable if it is possible to drive the system from any initial state

x(0) 6= 0 to any other state x(N) = 0, in a finite time interval N , by means of a sequence of control actions

u(k). The term reachability is used instead when it is possible to drive the system from x(0) = 0 to any other

state x(N) 6= 0, in a finite time intervalN , by means of a sequence of control actions u(k).

A necessary and su�icient condition for complete state controllability is that the rank of the controllability

matrix C, if non-singular, must equal the rank of matrix A, where C is given by

C =
[
B, AB, · · · , AN−1B

]
(A.21)

and hence,

rank (C) = n (A.22)

with n as the order of the matrixA.

In turn, if C is singular, one of two conditions must be verified:

• ANx(0) ∈ span(C),∀x 6= 0,

• Ak = 0, ∀k ∈ R.

Analogously, a necessary and su�icient condition for complete state observability is that the rank of the

observability matrixO, if non-singular, must equal the rank of matrix A, whereO is given by

O =
[
C, AC, · · · , AN−1C

]
(A.23)

and hence,

rank (O) = n (A.24)

with n as the order of the matrixA.

In the proposed modelling framework the input matrix, B, depends explicitly on the network’s configu-

ration. Thus, to prove it results in controllable and observable systems, an exhaustive approach will follow.

However, to maintain the problem tractable, demonstrations will focus on networks composed of four nodes.

Then, both properties will be tested for all possible network’s configurations. Figure A.2 presents the possible

configurations a four-node network can assume.
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Figure A.2: Possible network’s configurations (black), including the control variable that would allow to control
the inventory of the most down-stream nodes (red).

One canmodel the first network as follows,

x1(k + 1) = x1(k) + u21 (A.25)

x2(k + 1) = x2(k) + u32 − u21 (A.26)

x3(k + 1) = x3(k) + u43 − u32 (A.27)

x4(k + 1) = x4(k)− u43. (A.28)

The previous systemmay yet be written in a more compact form, as follows,

x(k + 1) = Ax(k) + B1u1(k), (A.29)

y(k) = Cx(k), (A.30)

where x = [x1, x2, x3, x4]
T , u1 = [u21, u32, u43]

T , y = [y1, y2, y3, y4]
T , and

A = C = I ∈ R4×4, (A.31)

B1 =


1 0 0

−1 1 0

0 −1 1

0 0 −1

 . (A.32)

Analogously, one can define both the input vectors andmatrices of the remaining systems as follows,

u2 = [u21, u31, u42]
T
, B2 =


1 1 0

−1 0 1

−1 0 0

0 0 −1

 , (A.33)
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u3 = [u21, u32, u42]
T
, B3 =


1 0 0

−1 1 1

0 −1 0

0 0 −1

 , (A.34)

u4 = [u21, u31, u41]
T
, B4 =


1 1 1

−1 0 0

0 −1 0

0 0 −1

 . (A.35)

Controllability Making use of the definition of controllability (equation (A.21)), one can compute the control-

lability matrix for all systems and characterise the system accordingly as follows,

C = C1 = C2 = C3 = C4 = (A.36)

=


1 0 0 1 0 0 1 0 0 1 0 0

−1 1 0 −1 1 0 −1 1 0 −1 1 0

0 −1 1 0 −1 1 0 −1 1 0 −1 1

0 0 −1 0 0 −1 0 0 −1 0 0 −1

 . (A.37)

Since C is rectangular andA = I, it is necessary to check if the relationshipANx(0) ∈ span(C),∀x 6= 0

holds. In other words,ANx(0)must be written as a linear combination of the vectors that constitute the basis

of C, which is defined as follows,

V =


1 0 0

−1 1 0

0 −1 1

0 0 −1

 . (A.38)

Let v denote a generic vector defined as v = [x, y, z, t]
T 6= 0, where x, y, z, t ∈ R. If v ∈ V, then there is a

vectorw = [α, β, θ]
T 6= 0 that satisfies the following relationship,

Vw = v (A.39)
1 0 0

−1 1 0

0 −1 1

0 0 −1



α

β

θ

 =


x

y

z

t

⇒ y − x = t− z. (A.40)

Thus, the system is not completely state controllable.

Notwithstanding, if the uncontrollable state is themost down-streamnode, i.e. node 1 (see Figure A.2), then

one can still claim the system is controllable, since all the states of interest are controllable. That is, in a supply

chainmanagement domain, one can not control when the final customer will buy products, thus the inventory

of the nodes representing the retail level are, in fact, uncontrollable.
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Since the controllable matrix is rectangular, one can not determine the uncontrollable state by inspection.

Therefore, to prove that all states of interest are controllable, it su�ices tomodify the previous systems, adding

a control variable to themost down-stream nodes (see Figure A.2) and repeat the previous analysis. If the rank

of the new controllability matrix equals the order of the system, then it is proven the uncontrollable states are

the nodes representing the retailing level.

Repeating the previous procedure, one can define the new input vectors andmatrices as follows,

u1 = [u10, u21, u31, u42]
T
, B1 =


−1 1 0 0

0 −1 1 0

0 0 −1 1

0 0 0 −1

 , (A.41)

u2 = [u10, u21, u31, u42]
T
, B2 =


−1 1 1 0

0 −1 0 1

0 −1 0 0

0 0 0 −1

 , (A.42)

u3 = [u10, u21, u32, u42]
T
, B3 =


−1 1 0 0

0 −1 1 1

0 0 −1 0

0 0 0 −1

 , (A.43)

u4 = [u10, u21, u31, u41]
T
, B4 =


−1 1 1 1

0 −1 0 0

0 0 −1 0

0 0 0 −1

 . (A.44)

Then, the controllability matrix is given by,

C = C1 = C2 = C3 = C4 = (A.45)

=


−1 1 0 0 −1 1 0 0 −1 1 0 0 −1 1 0 0

0 −1 1 0 0 −1 1 0 0 −1 1 0 0 −1 1 0

0 0 −1 1 0 0 −1 1 0 0 −1 1 0 0 −1 1

0 0 0 −1 0 0 0 −1 0 0 0 −1 0 0 0 −1

 . (A.46)

The the basis of C is now defined as follows,

V =


−1 1 0 0

0 −1 1 0

0 0 −1 1

0 0 0 −1

 . (A.47)

Onceagain, letvandwdenote twogenericnon-null vectorsdefinedasv = [x, y, z, t]
T , andw = [α, β, θ, ω]

T ,
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where v,w ∈ R4×1. Then,

Vw = v (A.48)
1 0 0

−1 1 0

0 −1 1

0 0 −1




α

β

θ

ω

 =


x

y

z

t

⇒


α = −(x+ y + z + t)

β = −(y + z + t)

θ = −(z + t)

ω = −t

, (A.49)

as was intended to be proven. Thus, the system will be said to be controllable, since the only uncontrollable

state represents the inventory of the retailing nodes.

Observability Regarding observability, making use of the definition presented in equation (A.23), one can

compute the observability matrix and prove the system is observable as follows,

O = O1 = O2 = O3 = O4 = I ∈ R4×4 ⇒ rank(O) = 4. (A.50)
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Appendix B

Solving the MPC problem via quadratic

programming

In order for the controller to select the best sequence of control actions, a prediction model is required,

which can be obtained by continuously expanding equation (2.5). Its compact form can then be written as

follows,

Z(k) = Rxx(k) + RuU(k) + RdD(k), (B.1)

where,

Z(k) = [z̃(1), z̃(2), · · · , z̃(HP )]
T
, (B.2)

U(k) = [u(1),u(2), · · · , u(HP )]
T
, (B.3)

D(k) =
[
d̃(1), d̃(2), · · · , d̃(HP )

]T
, (B.4)

Rx =
[
CzA, CzA

2, · · · , CzA
Hp
]T
, (B.5)

Ru =


CzBu 0 0 · · · 0

CzABu CzBu 0 · · · 0

...
...

...
. . .

...

CzA
Hp−1Bu CzA

Hp−2Bu CzA
Hp−3Bu · · · CzBu

 , (B.6)

Rd =


CzBd 0 0 · · · 0

CzABd CzBd 0 · · · 0

...
...

...
. . .

...

CzA
Hp−1Bd CzA

Hp−2Bd CzA
Hp−3Bd · · · CzBd

 , (B.7)

and Z(k), U(k), and D(k) are the future (predicted) outputs, control vectors, and exogenous inputs respec-

tively.
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One can rewrite the cost function as follows,

J =

Hp∑
i=1

[r(k + i) − z̃(k + i)]
2
Q + [u(k + i− 1)]

2
R , (B.8)

=
[
ZT (k)−RT

]
QQ(k) [Z(k)−R(k)] +QR(k) UT (k)U(k), (B.9)

where R(k) = [r̃(1), r̃(2), · · · , r̃(HP )]
T is the vector of predicted references, and QQ(k) and QR(k) are

weighing matrices of appropriate dimensions.

To find the minimum, one needs to take only the following partial derivative,

U∗ =
∂J

∂U
= 2 UT

[
RT
uQQ Ru + QR

]
+ 2

[
RT
uQQ (Rxx + RdD − R)

]T
= 0, (B.10)

In turn,

U∗ = arg min{1

2
UTH U + cTU}, subject to M U ≤ Λ (B.11)

yielding,

H = 2
[
RT
uQQ Ru + QR

]
, (B.12)

cT = 2
[
RT
uQQ (Rxx + RdD − R)

]T
. (B.13)

Regarding constraints, recall the problem at hand deals with seven types of constraint: input, output, state,

pull, assignment, transformation, and scheduling constraints. For convenience and clarity these are listed next

and are further discussed in the following.

x(k) ≥ 0, (B.14)

z ≤ z(k) ≤ z, (B.15)

u ≤ u(k) ≤ u, (B.16)∑
i

uijm(k) ≤ xim(k − τi), (B.17)

∑
mP

uijmP (k) ≤ λ uijmT (k), (B.18)

|usi(k)− us′i(k)|CN2 ≤ 0, (B.19)

[
usim (k) + usin (k)

] ∣∣∣∣
∀m,n

≤ 0. (B.20)

B.1 Input and output constraints

Starting by the input constraints, let n be the number of input variables. Thus, the constraints which are to

hold at each time can be expressed as follows,

un ≤ un(k) ≤ un (B.21)
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where un and un represent the minimum andmaximum values, respectively.

To write this into the standard form of quadratic programming one needs only to rewrite un(k) as follows,

un ≤ un(k)⇔ −un(k) ≤ un ⇔ [−1, 0, · · · , 0 ] [ u1(k), · · · ,un(k) ]
T ≤ −un,

un(k) ≤ un ⇔ [ 1, 0, · · · , 0 ] [ u1(k), · · · , un(k) ]
T ≤ un,

or in the following compact form



−1 0 0 · · · 0

1 0 0 · · · 0

0 −1 0 · · · 0

0 1 0 · · · 0

...
...

...
. . .

...

0 0 0 · · · −1

0 0 0 · · · 1


u(k) ≤



−u1

u1

−u2

u2

...

−un

un


⇔ Fk u(k) ≤ fk (B.22)

.

Expanding now for an arbitrary time interval kl yields,

F U(k) ≤ f , (B.23)

where

U(k) = [u(1),u(2), . . . , u(kl)]
T
, (B.24)

F =


F1 0 · · · 0

0 F2 · · · 0

...
...

. . .
...

0 0 · · · Fkl ,

 f =


f1

f2
...

fkl

 . (B.25)

Analogously, the following relation holds for the output constraints,



−1 0 0 · · · 0

1 0 0 · · · 0

0 −1 0 · · · 0

0 1 0 · · · 0

...
...

...
. . .

...

0 0 0 · · · −1

0 0 0 · · · 1


z(k) ≤



−z1

z1

−z2

z2
...

−zn

zn


⇔ Gk z(k) ≤ gk. (B.26)

Expanding again for an arbitrary time interval kl yields,

GZ(k) ≤ g, (B.27)
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where

Z(k) = [z(1), z(2), . . . , z(kl)]
T
, (B.28)

G =


G1 0 · · · 0

0 G2 · · · 0

...
...

. . .
...

0 0 · · · Gkl

 , g =


g1

g2

...

gkl

 . (B.29)

B.2 State constraints

State constraints require further manipulations. At each time step the following relation must hold,


−1 0 0 · · · 0

0 −1 0 · · · 0

...
...

...
. . .

...

0 0 0 · · · −1

 x(k) ≤


−x1

−x2

...

−xn

⇔ Sk x(k) ≤ sk. (B.30)

In turn, recall from equation (2.5) that

y(k) = Cyx(k),

wherey(k) refers to the collectionof inventory levels of all nodes for time-instantk. Therefore,Cy = I, yielding

y(k) = x(k).

Rewriting equation (B.30),


−1 0 0 · · · 0

0 −1 0 · · · 0

...
...

...
. . .

...

0 0 0 · · · −1

 y(k) ≤


−y1

−y2

...

−yn

⇔ Sk y(k) ≤ sk. (B.31)

Expanding for an arbitrary time interval kl yields,

SY(k) ≤ s, (B.32)

where

Y(k) = [y(1),y(2), . . . , y(kl)]
T
, (B.33)

S =


S1 0 · · · 0

0 S2 · · · 0

...
...

. . .
...

0 0 · · · Skl

 , s =


s1

s2
...

skl

 . (B.34)
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Thus, input, output, and state constraints can be written in the following compact forms, respectively:

F U(k) ≤ f , (B.35)

GZ(k) ≤ g, (B.36)

SY(k) ≤ s. (B.37)

The last step is to write constraints with respect to the same variable U .

Startingwith theoutput constraintsandmakinguseof theaforementionedpredictionmodel (equation (B.1)),

one can write the output constraints as follows,

GZ(k) ≤ g, (B.38)

G RuU(k) ≤ g −G (Rxx + RdD) . (B.39)

In turn, the expression

SY(k) ≤ s

requires another prediction model Y(k). Analogously to what was previously done, one can define Y(k) as

follows,

Y(k) = Rxyx(k) + RuyU(k) + RdyD(k), (B.40)

where,

Rxy =
[
CyA, CyA

2, · · · , CyA
Hp
]T
, (B.41)

Ruy =


CyBu 0 0 · · · 0

CyABu CyBu 0 · · · 0

...
...

...
. . .

...

CyA
Hp−1Bu CyA

Hp−2Bu CyA
Hp−3Bu · · · CyBu

 , (B.42)

Rdy =


CyBd 0 0 · · · 0

CyABd CyBd 0 · · · 0

...
...

...
. . .

...

CyA
Hp−1Bd CyA

Hp−2Bd CyA
Hp−3Bd · · · CyBd

 . (B.43)

Hence,

SY(k) ≤ s (B.44)

S RuyU(k) ≤ s− S
(
Rxyx + RdyD

)
. (B.45)

Equations (B.35) – (B.37) can therefore be written as follows,

F U(k) ≤ f , (B.46)
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G RuU(k) ≤ g −G (Rxx + RdD) , (B.47)

S RuyU(k) ≤ s− S
(
Rxyx + RdyD

)
. (B.48)

B.3 Pull constraints

Previously, in Section 2.2 it was shown that it was possible to build a dynamical model that updates pull

constraints each time the controller is updated with the system’s state as follows,

p(k + 1) = Aτp(k) + Bτ∆y(k) + ΩBuτu(k − 1), (B.49)

P(k) = ΩT
τ p(k) (B.50)

where

Aτ = diag
(
Aτ1 , Aτ2 , · · · , Aτnm

)
∈ R[n×nm(τi+1)]×[n×nm(τi+1)], (B.51)

Bτ = diag (Bτ1 , Bτ2 , · · · , Bnm) ∈ R[n×nm(τi+1)]×nm , (B.52)

Ω = diag (Ω1, Ω2, · · · , Ωnm) ∈ R[n×nm(τi+1)]×nm , (B.53)

Buτ = f (Bu) 1 ∈ Rnm×nm , (B.54)

Aτnm
=



1 1 0 0 · · · 0 0

0 0 1 0 · · · 0 0

0 0 0 1 · · · 0 0

...
...

...
...

. . .
...

...

0 0 0 0 · · · 1 0

0 0 0 0 · · · 0 0


∈ Rn(τi+1)×n(τi+1), (B.55)

Bτnm
= [0, · · · , 0, 1]

T ∈ Rn(τi+1)×1, (B.56)

Ωnm = [1, 0, · · · , 0]
T ∈ Rn(τi+1)×1, (B.57)

p(k) = [x1(k − τ), · · · , xnm(k − τ)]
T ∈ R[n×nm(τi+1)]×1, (B.58)

xnm(k − τ) = [x1m(k − 1), · · · , xim(k − τi)]T ∈ Rn(τi+1)×1, (B.59)

∆y(k) = y(k)− y(k − 1) ∈ R[n×nm(τi+1)]×1, (B.60)

Following an analogous procedure to what was previously presented, one can develop for a generic predic-

tion horizon,Hp, as follows,

P(k) = Rxτp(k) + Ruτ γ(k) + RdτUτ (k), (B.61)

where

Rxτ =
[
CτAτ , CτA

2
τ , · · · , CτA

Hp
τ

]T
, (B.62)
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Ruτ =


CτBuτ 0 0 · · · 0

CτABuτ CτBuτ 0 · · · 0

...
...

...
. . .

...

CτA
Hp−1
τ Buτ CτA

Hp−2
τ Buτ CτA

Hp−3
τ Buτ · · · CτBuτ

 , (B.63)

Rdτ =


CτΩBuτ 0 0 · · · 0

CτAτΩBuτ CτΩBuτ 0 · · · 0

...
...

...
. . .

...

CτA
Hp−1
τ ΩBuτ CτA

Hp−2
τ ΩBuτ CτA

Hp−3
τ ΩBuτ · · · CτΩBuτ

 , (B.64)

Uτ = [u(k − 1), 0, · · · , 0]
T
, (B.65)

γ = [∆y(k), 0, · · · , 0]
T
, (B.66)

Putting everything together, one can write the constraint in the quadratic-programming standard form as

follows,

FpU(k) ≤ Rxτp(k) + Ruτ γ(k) + Rdτ + Uτ (k), (B.67)

or in a more compact form,

FpU(k) ≤ P(k). (B.68)

B.4 Assignment constraints

To better understand the definition of assignment constraints the following example. Assume there is one

commodity type, P1, that can bemoved by two di�erent types of transport agents, T1 and T2, while P2 can only

be transported by T2. One can then write these constraints as follows:

uijP1 + uijP2 − λT2uijT2 ≤ 0, (B.69)

uijP1 − λT1uijT1 ≤ 0, (B.70)

where λw refers to the capacity of transport agentw. The previous system of equations can yet be written in a

more compact form as follows,

1 1 −λT1 0

0 1 0 −λT2



uijP1

uijP2

uijT1

uijT2

 ≤ 0, (B.71)

Fa U ≤ fa. (B.72)

Thus, for a generic assignment constraint given as

∑
mP

uijmP (k) ≤ λ uijmT (k),
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one has simply to choose appropriateFa and fa matrices.

B.5 Transformation constraints

Recall that transformation constraints were previously defined as follows,

|usi(k)− us′i(k)|CN2 ≤ 0, (B.73)

to represent the set of combinatorial conditions of the form |usi(k)− us′i(k)| ≤ 0 that would be necessary for

the flow of all complementary rawmaterials to simultaneously assume the same value.

Making use of a simple example as means of illustration, consider the situation where there are only two

raw complementary materials, usi and us′i . In such a case, the previous definition yields,

usi(k)− us′i(k) ≤ 0, (B.74)

−usi(k) + us′i(k) ≤ 0. (B.75)

For a generic system, one can write transformation constraints in a more compact form as follows,

Ft U ≤ ft, (B.76)

whereFt and ft are matrices of appropriate dimensions.

B.6 Scheduling constraints

Analogously to transformation constraints one can expand the scheduling constraint definition given as,

[
usim (k) + usin (k)

] ∣∣∣∣
∀m,n

≤ 0 (B.77)

to a more compact form

Fs U ≤ fs, (B.78)

whereFs and fs are matrices of appropriate dimensions.

However, since transformation and scheduling constraints are so analogously defined and refer to manu-

facturing activities, it is suggested both constraints be concatenated into the samematrices yielding,

Ft U ≤ ft. (B.79)
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B.7 Conclusion

Assembling the constraint equations, one can express the constraints in its matrix form as follows,



S Ruy

G Ru

F

Fp

Fa

Ft


U(k) ≤



s− S
(
Rxyx + RdyD

)
g − G (Rxx + RdD)

f

Pxup

(
Rxyx + RdyD

)
P(k)

fa

ft


, (B.80)

or evenmore compactly,

M U(k) ≤ Λ. (B.81)
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Appendix C

Conditions for optimal solution

In an optimisation problem formulated as a quadratic programming (QP) problem, the uniqueness of solu-

tion depends on the Hessianmatrix being at least positive semi-definite [44]. The present chapter presents the

conditions inwhich the devisedmodelling approach results in QP formulationswith only one optimal solution.

Section C.1 opens with important definitions and mathematical results, which are then used in Section C.2 to

analyse the resulting models of the proposed approach and determine the necessary conditions for a unique

optimal solution to be verified.

C.1 Definitions

Definition C.1.1. AmatrixX ∈ Rn×n is said to be symmetric, if and only if the following relationship holds true,

X = XT . (C.1)

Definition C.1.2. AmatrixX ∈ Rn×n is said to be diagonal, if the entries outside its main diagonal are all zero.

Definition C.1.3. AmatrixX ∈ Rn×n is said to be positive definite, if and only if the following relationship holds

true,

vTXv > 0, ∀v ∈ Rn×1. (C.2)

Definition C.1.4. A matrixX ∈ Rn×n is said to be positive semi-definite, if and only if the following relationship

holds true,

vTXv ≥ 0, ∀v ∈ Rn×1. (C.3)

Proposition C.1.1. The sum of symmetric matrices, results in a symmetric matrix.

Proof. LetE, andF be two arbitrary matrices∈ R2×2. Then,

E + F =

a b

b c

+

d e

e f

 =

a+ d b+ e

b+ e c+ f

 (C.4)
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PropositionC.1.2. Theproductofa symmetricmatrixbyaconstantdi�erent than0, results inasymmetricmatrix.

Proof. Letting α ∈ R\0, andT ∈ R2×2, yields

αT = α

a b

b c

 =

αa αb

αb αc

 . (C.5)

Proposition C.1.3. If W is a diagonal matrix, and T is an arbitrary matrix of appropriate size, then TTWT

results in a symmetric matrix.

Proof. LetW andT be defined as follows,

W =

a 0

0 b

 ∈ R2×2,T =

α β

θ ω

 ∈ R2×2. (C.6)

Then,

TTWT =

α β

θ ω

T a 0

0 b

α β

θ ω

 =

αa θb

βa ωb

α β

θ ω

 = (C.7)

=

α2a+ θ2b αβa+ ωθb

αβa+ ωθb β2a+ ω2b

 (C.8)

Theorem C.1.1. IfT is a symmetric matrix given as follows,

T =

λ ε

ε τ

 ∈ R2, (C.9)

where |λ| ≥ |τ | ≥ |2ε| ∨ |τ | ≥ |λ| ≥ |2ε|, thenT is positive definite.

Proof. Let v be an arbitrary non-null vector, defined as v = [x, y]T . Then,

vTTv = [x, y]T

λ ε

ε τ

 [x, y] = x2λ+ 2xyε+ y2τ. (C.10)

Without loss of generality, assuming λ ≥ τ , and |x| ≥ |y| yields,

λ(x2 + y2) + 2|x||y||ε| ≥ x2λ+ 2|x||y||ε|+ y2τ. (C.11)

For |λ| ≥ |2ε|, it follows that,

0 ≤ |x||y||2ε| ≤ x2|λ| < (x2 + y2)|λ| ⇒ (C.12)

⇒ |λ|(x2 + y2)− 2|x||y||ε| > 0. (C.13)
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Corollary C.1.1.1. IfT is a symmetric matrix satisfying Theorem C.1.1, andW is a diagonal matrix of appropriate

dimensions, thenX = T + W is:

1. positive definite if and only if |a| > −(|λ|+ |ε|),

2. positive semi-definite if and only if |a| ≥ −(|λ|+ |ε|),

where a is the greatest element in the diagonal ofmatrixW, andλ and ε are the greatest elements in and outside

the diagonal of matrixT, respectively.

Proof. Let T and W be two arbitrary matrices ∈ R2×2, and v a generic non-null vector ∈ R2×1 defined as

follows,

T =

λ ε

ε τ

 ,W =

a 0

0 b

 ,v = [x, y]T , (C.14)

where |λ| ≥ 2|ε|.

Then, vTXv yields,

vTXv = [x, y]T

λ+ a ε

ε τ + b

 [x, y] = (C.15)

= x2(λ+ a) + 2xyε+ y2(τ + b). (C.16)

Without loss of generality, one can take |x| ≥ |y|, |λ| ≥ |τ | yielding,

2x2[|λ|+ |a|] + 2x2|ε| ≥ x2(|λ|+ |a|) + 2|x||y||ε|+ y2(|τ |+ |b|) ≥ 0⇒ (C.17)

⇒ |λ|+ |a|+ |ε| ≥ 0⇒ (C.18)

⇒ |a| ≥ −(|λ|+ |ε|). (C.19)

In turn,

2x2[|λ|+ |a|] + 2x2|ε| > 0⇒ |a| > −(|λ|+ |ε|). (C.20)

Corollary C.1.1.2. If W is a diagonal matrix, in which all entries are positive, and T is an arbitrary matrix of

appropriate dimension, thenTTWT is at least positive semi-positive.

Proof. It follows directly from Proposition C.1.3 and Theorem C.1.1.
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C.2 System analysis

Recall that the optimisation problem at hand is defined as follows,

min
ũ
J =

1

2
uTHu + cTu, (C.21)

M u ≤ Λ, (C.22)

where

H = 2
[
RT
uQQ Ru + QR

]
, (C.23)

Ru =


CyBu 0 0 · · · 0

CyABu CyBu 0 · · · 0

...
...

...
. . .

...

CyA
Hp−1Bu CyA

Hp−2Bu CyA
Hp−3Bu · · · CyBu

 , (C.24)

A = diag(a1, · · · , am) ∈ Rm×m, (C.25)

Bu ∈ Rm×m−1, (C.26)

C = I ∈ Rm×m, (C.27)

QQ = diag(q1, · · · , q2m) ∈ R2m×2m, (C.28)

QR = diag(ρ1, · · · , ρ2m) ∈ R2m×2m. (C.29)

Since the problem is formulated in the quadratic programming form, and the constraints are written in the

form of inequalities, a necessary and su�icient condition for the uniqueness of optimal solution to be guaran-

teed is that theHessianmatrix,H, must bepositive semi-definite [44]. In turn,H explicitly dependsonmatrices

A,Bu,C,QQ andQR. Thus, the following paragraphs will focus on determining in which conditions can one

guarantee a unique optimal solution for the problem at hand.

LettingA = diag(a, b) 6= 0,B = [c, d]T 6= 0, andQQ = diag(g, h, i, j) 6= 0,∀a,b,c,d,g,h,i,j ∈ R yields,

RT
uQQ Ru =

cd ac bd

0 0 c d



g 0 0 0

0 h 0 0

0 0 i 0

0 0 0 j




c 0

d 0

ac c

bd d

 (C.30)

=

c2g + d2h+ a2c2i+ b2d2j ac2i+ bd2j

ac2i+ bd2j c2i+ d2j

 (C.31)

According to Theorem C.1.1, forRT
uQQ Ru to be positive definite it su�ices thatQQ be a diagonal matrix in

which all non-null entries are positive. Furthermore, it followsdirectly fromCorollaries C.1.1.1 andC.1.1.2 that for

diagonal matricesQQ andQR defined such that all non-null entries are positive, thenH is positive, regardless

ofA andB. Therefore, a su�icient condition to guarantee the uniqueness of optimal solution is thatQQ and

QR must be diagonal matrices in which all non-null entries are positive.

C.4
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