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Abstract

Deep brain stimulation (DBS) has been successfully applied to reduce motor symptoms in patients with Parkinson's disease (PD), by modulating pathological brain networks activity via delivery of high-frequency electrical pulses. Despite the successful identification of anatomical targets and the emergence of innovative electrode technologies for application in PD, setting optimal stimulation parameters is still an elemental procedure, based on manual tuning and visual analysis of the patient's symptomology. The master project presented here aims to understand some of the changes in both brain structure and function as a consequence of PD, to improve its diagnostic and treatment. In order to find differences in the brain structure, connectivity matrices were computed from diffusion-weighted images, and their predictive power was determined. Classification accuracy of 0.79 was reached with a simple diaglinear discriminant analysis, using a binary connectivity matrix. Optimizing the classification hyperparameters in the future may lead to the development of a new diagnostic tool for PD, or even of a new tool for suitability evaluation of patients for DBS implantation. For understanding the brain function changes with DBS, resting state electroencephalography (rs-EEG) signals were recorded in 4 PD patients before and after their DBS implantation surgery, and then with different stimulation patterns. The variation of synchronized oscillations in the beta frequency range (beta burst) was investigated. Compared with a healthy control group, pre-surgical rs-EEGs show longer beta bursts, and all post-surgical rs-EEGs show a reduction in the duration of the bursts. No significant variability between the different electrical stimulation patterns was found.
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Introduction

Parkinson’s Disease (PD) is the second most common age-related neurodegenerative disorder (following Alzheimer’s disease), and it is estimated to affect seven million to ten million people worldwide. This disorder has a strong prevalence over the elderly population, but it can begin in earlier stages of life, such as the age of 50. It is mainly characterized by a loss of motor learning and movement control, and the most prevalent symptoms include bradykinesia, resting tremor, rigidity, and postural instability [3]. Many research teams have tried to find discriminant differences between PD patients and healthy subjects. Inside the field of diffusion-weighted imaging (DWI), several groups have used microstructural measurements from diffusion tensor imaging (DTI). Clement et al. compared differences in Fractional Anisotropy (FA) and Mean Diffusivity (MD) in a review paper gathering results from 39 different groups [3]. Some of the variations reported were the decrease of FA in the substantia nigra (SN), temporal and cingulate cortices and the increase of MD in the SN, putamen, globus pallidus, and olfactory, temporal and cingulate cortices. However, the significance of these results was not always good, especially at the subcortical level. Possible reasons for the low significance were the small size of the subcortical regions, combined with the difficulty to do a proper segmentation, as well as the variability of demographics, DTI acquisition parameters and anatomical segmentations between studies. Other groups have looked at the brain as a network and have compared nodal graph measures, such as strength, clustering coefficient, and centrality [4, 5]. Once again, there were
no consistent differences between PD patients and healthy subjects, and, as a result, a more in-depth analysis should be done. Moreover, turning to a more automated way to find discriminant features of PD and building predictive models could make the diagnostic of the disease much more efficient.

When the dopaminergic medication stops working in PD patients, the alternative is to use the Deep Brain Stimulation (DBS) therapy, where an electric current is applied in specific subcortical regions of the brain, such as the Substantia Nigra (SN), causing the reduction of the motor symptoms of PD. Up to this day, stimulation parameters of DBS are chosen by trial and error, based on changes observed by the doctors. This biased approach limits the therapeutic potential of DBS and leads to reduced improvement in both motor and non-motor symptoms, as well as to the appearance of side-effects [6]. As a result, research has leaned towards finding an accurate way to set optimal stimulation parameters for each PD patient treated with DBS. Several research groups have so far observed an increased synchronization in the beta frequency range (13 - 30Hz), when measuring the brain electrical activity of Parkinsonian patients using Local Field Potentials (LFP) in the subthalamic nucleus (STN) [7, 8]. Others have already tried to see if this synchronization is reduced with dopaminergic medication [9] or with DBS [10, 11, 12]. However, due to its invasiveness, LFP recordings are rarely done in healthy individuals, causing a drawback in the comparison of PD signals with a control population. Therefore, finding these beta frequency oscillations in a non-invasive technique, such as the electroencephalography (EEG), could facilitate the comparison with a control population, and thus improve the future optimization of DBS.

Methods

Diffusion Weighted Imaging

The Dataset. T1 and DWI data were downloaded from the Parkinson’s Progression Markers Initiative (PPMI) database [13], and two groups were built: the De Novo Parkinsonian Patients group (PD group), integrating 50 PD patients with 3 MRI acquisitions over time (150), and the control group, containing 38 healthy individuals with 2 MRI acquisitions over time (76). Inclusion criteria for PD patients was a recent diagnostic (two years or less before the first acquisition) and no administration of dopaminergic medications; inclusion criteria for controls was the absence of PD and no first-degree blood relative with PD. Additionally, MRI scans were acquired in the Centre Hospitalier Universitaire Vaudois (CHUV), in Lausanne, Switzerland, from 4 Parkinsonian patients who were going to be implanted with a DBS device.

Pre-processing of DWI signals. Anatomical (T1) and DWI brain structures were cropped. Each T1 image was co-registered to the corresponding DWI images. The single fiber response was estimated from the Tax Response function estimation algorithm. T1 white matter mask was extracted. The Constrained Spherical Deconvolution algorithm computed the fiber orientation distribution function of every voxel, and, then, the probabilistic tractography algorithm predicted brain tracts. In a parallel analysis, the diffusion tensor was computed from the DWI, and the FA and MD were obtained. In order to produce a region-wise connectivity matrix from the tractography, a segmentation atlas was defined (Figure 1). This atlas was the result of merging two different atlases, the Automated Anatomical Labeling (AAL) atlas [2], for cortical regions, and an additional subcortical at-
Figure 2: Pipeline for beta burst detection. The pre-processed EEG is first filtered around the frequency of interest, and then it is rectified. Later, an amplitude threshold is defined from the 75th percentile of the EEG signal, and the bursts are detected when the rectified signal reaches the defined threshold.

las, created by Xiao and colleagues [1]. The last atlas was built based on Parkinsonian MRI data, so it is expected to register the subcortical regions nicely. In order to register the final atlas in the patients’ DWI space, the following sequence of steps was computed: the T1 was non-linearly registered in the MNI space, and a transformation was obtained; the inverse of that transformation was used to bring the atlas into the T1 space; and, finally, the transformation from the T1 to the DWI space was used to transfer the atlas into the diffusion space. From the tractography and the atlas registration in the DWI space, four different connectivity matrices (CM) were computed: a binary CM, a streamline CM (with the number of streamlines in each connection), and two CMs injected with microstructural information (FA and MD). The streamline CM was normalized by the total number of voxels of every two connected regions. Due to the small nature of the subcortical structures, all connections with more than one streamline were considered.

Connectivity matrix. Each of the four connectivity matrices was reshaped into a single row vector (reciprocal connections were not repeated) and packed together to obtain a matrix with the number of subjects as rows (226), and the number of connections as columns. Leave one (subject) Out Infinite Feature Selection [14] was performed to each of the four large matrices, to extract the most discriminant features. Then, simple classifiers were built: linear discriminant analysis, diaglinear discriminant analysis, diagquadratic discriminant analysis, k-nearest neighbors and decision trees. For every classifier type, a Leave One (subject) Out cross-validation was performed. The accuracy, receiver operating characteristic (ROC) curve, sensitivity, specificity, area under the curve (AUC) were calculated for every classifier.

Reproducibility analysis. Three measures of reproducibility were calculated for the control group, in order to verify the stability of the best connections found: the intraclass correlation coefficient (ICC), the within-subject coefficient of variation (CV-intra) and the between-subject coefficient of variation (CV-inter). Reproducibility can be evaluated from the ICC values calculated, with the following guidelines: poor reproducibility (ICC < 0.40); fair reproducibility (0.40 ≤ ICC < 0.60); good reproducibility (0.60 ≤ ICC < 0.75); excellent reproducibility (ICC ≥ 0.75) [15]. For biological measurements with MRI, CV-intra ≤ 10% and CV-inter < 15% are considered as acceptable [16, 17].

Correlation with UPDRS. From the best classifier obtained, the posterior probability and the distance to the hyperplane were computed. Both measures were correlated with individual UPDRS scores or with summed UPDRS per parts. The Pearson correlation coefficient was calculated, and the highest correlation values were analyzed.

Graph Measures. Local and global graph measures were computed for each connectivity matrix [4]. Every Local graph measure was used separately for classification, the global measures were used together, and finally, all measures were put together for classification. Fisher-Score was used to select the best features for every case. The classification pipeline for this section is identical as the one from the previous section, but the graph measures were only calculated for the best connectivity matrix type obtained from before, and from the best classification type.

Electroencephalography

The Dataset. For the control group, 16 healthy subjects with one eyes-closed resting state EEG (rs-EEG) were selected from the AGE-ility dataset (age = 33.1 ± 1.2) [18]. For the PD dataset, data from the 4 PD patients recorded in the CHUV was used (age = 60.8 ± 7.8). These patients were go-
ing to be implanted with a Deep Brain Stimulation (DBS) device, so it was possible to record their eyes closed rs-EEG both before and after the implantation. Each patient recorded one rs-EEG pre-surgery, one or more rs-EEG post-surgery OFF stimulation, and two or more rs-EEG post-surgery ON stimulation (with different stimulation patterns per recording).

**Pre-processing of the EEG signals.** For each recording, channels which were not recording brain activity were removed. A bandpass filter with cutoff frequencies 1Hz and 40 Hz was applied to each channel, and each signal was downsampled to a sampling frequency of 128Hz. Noisy channels were interpolated by the adjacent channels; the new signal was re-referenced, and, finally, local artifacts were manually removed.

**Frequency analysis.** The EEG signal was split in windows of 2s. The mean FFT spectrum and the standard deviation (SD) were computed for all windows in each channel and, then, the average spectrum was visualized. For the frequency band between 16 Hz and 22 Hz, the mean and SD previously computed were averaged and the z-score was computed.

**Beta burst analysis.** Every EEG signal was filtered around the maximum frequency peak (bandpass filter of $f_P - 3 \cdot f_P + 3$ Hz) and then rectified around a 0.4 s window. The beta bursts were determined from the time points at which the DC corrected, smoothed, rectified and filtered beta signal exceeded a given threshold amplitude along time (Figure 2). An amplitude threshold was defined as the 75th percentile of the rectified signal [12, 9]. The duration of a beta burst was determined as the time between exceeding and falling below the threshold, and its amplitude was determined as the maximum signal amplitude during that time. For the PD patients, due to the high number of recordings that were performed, the applied threshold was set as the average of the threshold amplitudes for every recording. In order to avoid spurious beta bursts, bursts with duration values three standard deviations higher or lower than the average duration were discarded. The same eliminatory procedure was done to discard spurious burst amplitudes.

**Results**

**Diffusion Weighted Imaging**

**Connectivity matrix.** Figure 3 shows the classification accuracy of multiple classifiers using a different number of features for the binary CM. To compare the remaining classification performances, we used the diaglinear classifier containing 20 features, as they bring the best classification performance. The best 20 connections of the binary CM (Figure 3) appeared in more than 98% of the time Leave one (subject) out feature selections. Interesting regions which found to be discriminant were frontal regions, occipital regions, STN, substantia nigra, putamen, thalamus, and red nucleus. Accuracy, sensitivity, specificity, and AUC results are shown in Table 1. Between the binary CM, streamlines CM, FA CM and MD CM, the one with
The best performance was the MD CM (class. accuracy = 0.80; sens. = 0.67; spec. = 0.9; AUC = 0.89). However, it has almost the same performance as the binary CM (class. accuracy = 0.79; sens. = 0.64; spec. = 0.92; AUC = 0.88) and the FA CM (class. accuracy = 0.79; sens. = 0.67; spec. = 0.86; AUC = 0.86). Therefore, injecting of the MD and the FA does not seem to add much information to the binary CM. On the other hand, adding the proportional amount of streamlines between connections diminishes the performance of the classifier (class. accuracy = 0.73; sens. = 0.59; spec. = 0.81; AUC = 0.79). From Table 1 we can also see that the classification performance is considerably above the chance level classification in all cases (chance level accuracy values are 0.50 for the binary CM, 0.47 for the FA CM, 0.44 for the MD CM and 0.50 for the streamlines CM), so the classification results were data driven. Finally, there was no improvement on the classification when using the best 20 features of the binary CM in the other connectivity matrices.

In order to validate the model, the DWI data from 3 PD patients, gathered in CHUV, was used as a validation set. Using the binary CM prediction model, all 3 subjects were classified to be Parkinsonian patients (100% classification accuracy).

**Reproducibility Analysis.** The average ICC value (0.57 ± 0.08) was closer to the ICC values of subcortical connections (0.57 ± 0.07) than from the cortical ICC values (0.71 ± 0.09). The maximum and minimum values of our best features (0.74 and 0.44 respectively) were in the range of ICC values of cortical and subcortical connections (0.94 - 0.41 and 0.74 - 0.39 respectively). Regarding the stability analysis, 60% of connections were considered to have fair reproducibility, and 40% was considered to have good reproducibility. No connections had poor reproducibilities. Regarding the coefficients of variation, high variability values were observed for the CV-intra (from 46.3% to 438.9%) and the CV-inter (from 59.2% to 456.8%). Therefore, none of the connections are considered stable, according to the previous guidelines. However, these CV values were not defined for single connections, but instead for more global measures, which have more stable behavior. Even for the cortical connections (the most stable, due to the size of the cortical structures), only 1.3% of the CV-intra values and 0.3% with CV-inter values were considered as reproducible. These values are very low and do not seem to represent well the data.

<table>
<thead>
<tr>
<th>20 features/ diaglinear classifier</th>
<th>Class Accuracy</th>
<th>Sensitivity</th>
<th>Specificity</th>
<th>AUC</th>
</tr>
</thead>
<tbody>
<tr>
<td>Binary CM</td>
<td>0.79</td>
<td>0.64</td>
<td>0.92</td>
<td>0.88</td>
</tr>
<tr>
<td>(Chance level)</td>
<td>0.50</td>
<td>0.32</td>
<td>0.65</td>
<td>0.47</td>
</tr>
<tr>
<td>Streamlines CM</td>
<td>0.73</td>
<td>0.59</td>
<td>0.81</td>
<td>0.79</td>
</tr>
<tr>
<td>(Chance level)</td>
<td>0.55</td>
<td>0.32</td>
<td>0.65</td>
<td>0.48</td>
</tr>
<tr>
<td>Streamlines CM w/ binary features</td>
<td>0.72</td>
<td>0.57</td>
<td>0.84</td>
<td>0.81</td>
</tr>
<tr>
<td>(Chance level)</td>
<td>0.47</td>
<td>0.30</td>
<td>0.63</td>
<td>0.45</td>
</tr>
<tr>
<td>CM + FA</td>
<td>0.79</td>
<td>0.67</td>
<td>0.86</td>
<td>0.86</td>
</tr>
<tr>
<td>(Chance level)</td>
<td>0.47</td>
<td>0.30</td>
<td>0.63</td>
<td>0.45</td>
</tr>
<tr>
<td>CM + FA w/ binary features</td>
<td>0.76</td>
<td>0.61</td>
<td>0.87</td>
<td>0.83</td>
</tr>
<tr>
<td>(Chance level)</td>
<td>0.44</td>
<td>0.26</td>
<td>0.60</td>
<td>0.40</td>
</tr>
<tr>
<td>CM + MD</td>
<td>0.80</td>
<td>0.67</td>
<td>0.9</td>
<td>0.89</td>
</tr>
<tr>
<td>(Chance level)</td>
<td>0.44</td>
<td>0.26</td>
<td>0.60</td>
<td>0.40</td>
</tr>
<tr>
<td>CM + MD w/ binary features</td>
<td>0.76</td>
<td>0.61</td>
<td>0.87</td>
<td>0.82</td>
</tr>
<tr>
<td>CM + FA w/ binary features</td>
<td>0.76</td>
<td>0.61</td>
<td>0.87</td>
<td>0.82</td>
</tr>
<tr>
<td>Strength</td>
<td>0.67</td>
<td>0.52</td>
<td>0.73</td>
<td>0.85</td>
</tr>
<tr>
<td>(Chance level)</td>
<td>0.65</td>
<td>0.38</td>
<td>0.67</td>
<td>0.51</td>
</tr>
<tr>
<td>Betweenness Centrality</td>
<td>0.65</td>
<td>0.47</td>
<td>0.71</td>
<td>0.64</td>
</tr>
<tr>
<td>(Chance level)</td>
<td>0.62</td>
<td>0.37</td>
<td>0.67</td>
<td>0.55</td>
</tr>
<tr>
<td>Eigenvale Centrality</td>
<td>0.69</td>
<td>0.54</td>
<td>0.75</td>
<td>0.67</td>
</tr>
<tr>
<td>(Chance level)</td>
<td>0.62</td>
<td>0.37</td>
<td>0.67</td>
<td>0.55</td>
</tr>
<tr>
<td>Clustering coefficient</td>
<td>0.57</td>
<td>0.26</td>
<td>0.65</td>
<td>0.51</td>
</tr>
<tr>
<td>(Chance level)</td>
<td>0.65</td>
<td>0</td>
<td>0.66</td>
<td>0.32</td>
</tr>
<tr>
<td>Local Efficiency</td>
<td>0.66</td>
<td>0.66</td>
<td>0.66</td>
<td>0.38</td>
</tr>
<tr>
<td>(Chance level)</td>
<td>0.65</td>
<td>0</td>
<td>0.66</td>
<td>0.38</td>
</tr>
<tr>
<td>Global measures</td>
<td>0.66</td>
<td>0.66</td>
<td>0.66</td>
<td>0.025</td>
</tr>
<tr>
<td>(Chance level)</td>
<td>0.66</td>
<td>0</td>
<td>0.66</td>
<td>0.06</td>
</tr>
<tr>
<td>20 Best features overall graph measures</td>
<td>0.67</td>
<td>0.51</td>
<td>0.75</td>
<td>0.69</td>
</tr>
<tr>
<td>(Chance level)</td>
<td>0.63</td>
<td>0.39</td>
<td>0.67</td>
<td>0.58</td>
</tr>
</tbody>
</table>

Table 1: Table with classification accuracy, sensitivity, specificity and area under the curve (AUC) values obtained for each classifier. Chance level classifications were also performed.
Figure 4: top. Differences in the average frequency spectrum between the healthy population and patients 1 to 4 (from right to left), without dopaminergic medication and before and after DBS implantation surgery and stimulation. bottom. Differences in the average z-score between the same two groups, for the frequency band of 16 - 22 Hz. For patients 1, 2 and 4, differences are mostly located at the frontal region of the scalp. Patient 3 shows a smaller variation from the healthy population.

**Correlation with UPDRS.** The best correlations found for the posterior probability were with the resting tremor amplitude score of the right upper limb (Pearson coeff. = 0.220, p-val = 0.007) and the toe-tapping score of the right foot (Pearson coeff. = 0.215, p-val = 0.008); and for the distance to the classification hyperplane were with the toe-tapping score of the right foot (Pearson coefficient = 0.245, p-val = 0.005) and the leg agility score of the right leg (Pearson coefficient = 0.256, p-val = 0.002).

**Graph measures.** Results are shown in Table 1 Comparing with the classification performances obtained with the connections, classifying with the graph measures brings out a lower performance (the highest class accuracy achieved was 0.69, 0.10 units lower than the binary connectivity classification - 0.79; and with an area under the curve of 0.67, more than 0.20 units lower than the AUC of the binary CM classifier). The chance level performance values were very similar from the ones obtained in the real classification.

**Merging different analysis** A final analysis was to observe if using both types of measures would improve the prediction model. For this case, the best 20 features of the binary connectivity matrix and the best 20 features overall graph measures were selected and used to predict PD. The obtained classification performance (class. accuracy = 0.75, sensitivity = 0.60, specificity = 0.87, AUC = 0.83) was lower than the classification performances calculated using only the connectivity measures (Table 1).

**Electroencephalography**

**Frequency analysis.** Figure 4 shows a comparison between the average frequency spectrums of each patient before and after DBS implantation surgery and the average frequency spectrum from the healthy groups. An additional standard error of the control group is presented in the plots. Presurgically, an amplitude increase around the beta frequencies is observed for patients 1, 2 and 4. From the topoplot it is possible to observe the average z-score of the pre-surgical rs-EEG signals for the frequency range 16 - 22 Hz, discriminated for each channel. Except for patient number 3, all the other patients show a high variance amplitude (z-score > 1.7, p-val = 0.05 [19]) in frontal channels. Post-surgically, a general decrease in FFT amplitude was observed in every recording from patients 1, 2 and 4. For these patients, every post-surgical acquisitions had a spectrum with similar amplitudes as from the healthy spectrum. For patient 3, the pre-surgical spectrum had a similar amplitude than the healthy population, whereas all post-surgical spectrums showed a lower amplitude signal, mainly in the alpha and beta ranges. Finally, one interesting observation is that, although each post-surgical recording had different types of stimulation (OFF and ON with different stimulation electrodes), every frequency spectrum appeared to be...
very identical, and no significant changes were verified in order to be able to discriminate the different types of stimulation.

**Beta Burst analysis** The first measure computed was the categorization of the beta burst duration in 9 time windows of 100 ms, starting from 100 ms. The results presented in Figure 5.A. show that, in general, the pre-surgical rs-EEG signal had a smaller number of short bursts (between 100 ms and 400 ms) and a slightly higher number of long bursts (between 800 ms and 1 s). When inserting the DBS electrode, both with and without stimulation, the number of short bursts increased whereas the number of long bursts decreased. Additionally, in the post-surgical EEG recordings, differences between OFF and ON stimulation did not appear to be as significant as the differences from pre-surgical EEG recordings. For the average burst duration measures (Figure 5.B.), once again, pre-surgery recordings (without any medication or stimulation) showed longer bursts comparing with the controls as well as the post-surgery recordings (both OFF and ON stimulation), and there were no significant differences between OFF and ON stimulation recordings. Regarding the percentage of time each signal spent as a burst (Figure 5.C.), signals with higher beta burst duration were the pre-surgery data, and there was almost no differentiation between the different post-surgery recordings. Regarding the amplitude of the beta burst (Figure 5.D.), we can see higher amplitude values in the pre-surgical signals, mainly for longer bursts, as well as reduced amplitude of the longer bursts in the post-surgical recordings.

**Discussion**

Using diffusion to reconstruct the connections between brain structures, we can find connections which discriminative between healthy and PD brains. Hitherto, using a simple diaglinear classifier and only 20 connections from the more than 4000 connections existing in a segmented brain, it was possible to achieve a classification performance of 80%. Perhaps if in the future, the classification parameters were optimized, we could improve the discriminative power of this classification.

From the results obtained for all connectivity matrices, the sensitivity of the classification was always considerably lower than the specificity of the classification. This interesting result led us to the conclusion that the connectivity features used are successfully discarding the existence of the disease in healthy subjects (true negatives), but have more difficulty in diagnosing Parkinsonian patients with PD (true positives). Nevertheless, the sensitivity value is a good value, since it can diagnose more than 50% of the Patients. Additionally, when we used our validation set to measure the performance of our best classifier (DWI data of 3 PD patients), there was an accuracy of 100%. One explanation for the low sensitivity values might be related to the different stages of PD along the disease time. A patient with a more advanced stage of disease will, in theory, have more significant structural differences when compared with a patient in a very early stage. As a result, patients in earlier stages might be misclassified. Nonetheless, when trying to correlate the clinical score of the patients with their classification performance, we did not obtain a very high correlation. Of course that we are correlating a biased score with an objective classifier, and that one single clinical score per recording does not reflect the real stage of development of the disease. In fact, the UPDRS clinical score of each patient can be influenced by fatigue, medication, emotional factors, among others. Therefore, one clinical score might not reflect the stage of disease of the patient entirely. Using graph measures did not predict PD. A possible explanation is that graph measures generalize too much and that the discriminant structural information about PD is provided by the circuitry between several different structures of the brain. Richiardi and colleagues [20] had arrived at the same conclusion with functional MRI.

In order to increase the classification performance, several improvements could be considered from the beginning of the analysis. One possibility could be the implementation of multishell acquisitions for the DWI, known to increase the precision of the tractography [21]. Other improvements could pass by improving the brain segmentation. The built atlas has interesting features and is fast to register, but, due to the low contrast of the scanned images, it is not able to be correctly registered in the brain structure. One solution could be to use higher resolution segmentations (such as the FreeSurfer toolbox [22]), but higher segmentation accuracy is more time-consuming. Next, there is the choice of the tractography algorithm. By choosing to use a probabilistic tractography, and considering a connection when there is at least one streamline between regions, we are jeopardizing the integrity of the information in the connectivity matrices by adding spurious connections to it. Nonetheless, there was the need to guarantee connections to
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Figure 5: A. Example of categorization of the beta bursts duration in 9 time windows of 100 ms (i.e., the first window is between 100 ms and 200 ms, and so on). For all four patients, beta bursts tend to have a longer duration for the pre-surgery stage of the recordings, and, after DBS implantation, the beta bursts are shorter in duration. In none of the cases, the PD signal comes closer to the healthy behavior, but the post-surgery acquisition appears to be the closest to it. The various post-surgery acquisitions do not show very significative differences. B. Average burst duration in each rs-EEG recording for patients PD1 to PD4 (from left to right). Beta bursts from the pre-implantation surgery recordings have a longer average duration time, but they also have a high duration variability. Similarly, all post-surgical recordings (either OFF and ON stimulation) have a shorter average burst duration. These average durations are integrated into the distribution of the healthy beta burst duration. Nevertheless, the control variability is also high, in comparison with the post-surgical variability. C. Percentage of time each rs-EEG signal recording spent in burst mode, for patients PD1 to PD4 (from left to right). For the pre-implantation recordings, compared with the controls, the signal is above the beta burst threshold for an extended period in all patients. After surgery, for all patients, the percentage of time the signal is in burst mode is reduced and becomes even smaller than what was observed for the controls. D. Average burst amplitude for the categorized beta bursts along nine time windows of 100 ms. For short bursts, there is no variability between any rs-EEG recordings. For long bursts, average amplitudes between controls and pre-surgery recordings are similar and are in general reduced for the post-implantation recordings (both ON and OFF stimulation). Additionally, there seems to be higher variability in the amplitude values for longer bursts.
small subcortical structures, which due to their size and location, are unlikely to be determined in tractography. Therefore, a better balance between guaranteeing subcortical connections and reducing spurious connections could be analyzed further in detail. The threshold choice might also be one of the reasons why the use of a streamline connectivity matrix has a lower performance in the classification. Finally, although infinite feature selection seems to be a suitable feature selection type (since it considers the connections between regions as a graph and not as independent features), there might also exist better feature selection tools.

Regarding the Electroencephalography analysis, there are three major discussion topics. The first comparison regards the rs-EEG signals of pre-surgery Parkinsonian patients and healthy controls. A general observation for all patients was the tendency to have a smaller number of short bursts and a larger number of long bursts in PD patient. This variance in burst duration led to an overall increase of the time each electrical signal is spent in burst mode. Regarding the amplitude of the bursts, the differences are less noticeable, but it is possible to observe a slight increase in the burst amplitude for the PD patients for the longer bursts. The increase both in the amplitude and in the duration of the beta bursts agrees with what other research groups had already found in previous studies using LFP's [7, 9, 10, 12].

The second interesting observation is between the two previous groups of recordings (control and PD pre-surgery) and post-implantation surgery patients. For the post-surgery acquisitions, in general, the duration of bursts becomes shorter and with lower amplitude. These results had also been verified before by other research teams [10, 11, 12] using LFP's, but, from the best of my knowledge, it is the first time that it has ever been reported using rs-EEG, and comparing with a healthy control group. Additionally, it appears sometimes that the duration of beta bursts agrees with what other research groups had already found in previous studies using LFP's [7, 9, 10, 12].

In all three comparisons, it was harder to find differences in beta burst amplitude than in duration. This difficulty might come from the fact that the EEG registers a smoother and noisier signal in comparison to the LFP's, and therefore the amplitude of the beta bursts might not be recorded as easily. The low amplitude variability might explain why amplitude differences in the beta range between PD patients and healthy subjects were rarely reported before.

This rs-EEG analysis could be improved with a statistical analysis, to understand better how significant the differences between different brain states of PD are, when applying DBS and when comparing with a healthy population. The statistical analysis was not performed due to the reduced sample size in this part of the project. Therefore, an increased sample size (not only for the patients but also for the controls) could give increase the statistical power of these results, and thus increasing our conclusions regarding the possible use of EEG to differentiate stages of Parkinson.
Conclusion
There exists the possibility to predict Parkinson’s disease from diffusion-weighted imaging. So far, only advanced stages of PD (with motor scores) were studied, but, perhaps by improving the prediction power, it would be possible even to detect PD in earlier stages of the disease. Additionally, electroencephalography could help to optimize the DBS parameters, but only in a chronic stage of the implantation.
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