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Abstract
This paper applies a Discontinuous Galerkin (DG) finite element time-stepping method for the numerical solution of optimal and sub-optimal control problems within the framework of the Pontryagin’s Maximum Principle. The local nature of the piecewise polynomial approximation used in the DG method handles easily the case of a large number of switching instants not known a priori. The weakly enforced inter-element continuity allows a simple implementation of element-wise mesh and polynomial refinement. To show the capabilities of the method, an element-wise time-interval refinement algorithm was implemented (the so-called \( h \)-refinement) and applied to a classic bang-bang optimal control problem. Finally, the application of the method to a practical problem is discussed: the optimal latching (bang-bang) control of a floating oscillating water column wave energy converter equipped with a self-rectifying air-turbine. The results presented in this study show that the DG method is an efficient alternative to the well-known Pseudo-Spectral methods.
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1. INTRODUCTION
The present paper proposes a Discontinuous Galerkin (DG) finite element time-stepping method for the solution of optimal and sub-optimal control problems within the framework of the Pontryagin’s Maximum Principle (PMP). The finite element function space normally used by DG approximations consists of piecewise polynomials that are allowed to be discontinuous across element boundaries. The inter-element boundary conditions are weakly enforced. In the present work, the state, co-state and control variables are approximated using Legendre polynomials and the resultant integrals are evaluated using a Gauss-Legendre quadrature rule.

The solution method arising from the DG method only involves a common element-wise matrix due to the weak inter-element boundary conditions.

The numerical solution implies the factorization of a matrix that is equal for all the time-elements, being performed once at the start of the calculations. Mesh refinement, the so-called \( h \)-refinement, is straightforward to implement in practice and does not require reassembling the element-wise matrix.

The comparison of Pseudo-Spectral (PS) and DG methods shows that both methods seek a polynomial approximation to the solution and use an integral form of the differential equations. In PS methods, high-order polynomials are usually selected to compute the approximate solution over the whole computational domain. The DG methods satisfy the differential equations in an weak sense, a discretization of the computational domain in multiple finite-elements being preferred in conjunction with the use of lower-order polynomials.

The DG time-stepping method has already been applied to optimal control problems (OCPs) but not in the context of the Pontryagin’s Maximum Principle (Boucher et al., 2014a,b; Kraft, 2008; Naveh et al., 1999). In Boucher et al. (2014a,b), the authors only consider one or two time-elements and use high-degree Lagrange polynomials, in a framework similar to the PS methods. Here, a more classic approach is adopted, i.e., lower degree Legendre polynomials and a larger number of finite elements.

To show the advantages of the DG Method, an initial classical bang-bang test case is presented. The example demonstrates how to obtain: i) an optimal control solution with \( h \)-refinement; and ii) a sub-optimal solution obtained with a uniform time discretization where the switching point lies inside a time element. The second test case is the latching (bang-bang) control of a spar-buoy oscillating water column (OWC) wave energy converter (Henriques et al., 2016d).

The main contributions of the paper are: i) a new numerical solution of OCPs using the Pontryagin’s Maximum Principle within the framework of the Discontinuous Galerkin finite element method; ii) approximation of the
control variables with the same basis functions of the state and co-state variables; and iii) a h-refinement algorithm for problems were the switching instant is not know a priori.

The paper is organized as follows. A discussion about the need for a continuous solution in time is presented in Section 2. Section 3 describes the numerical solution of OCPs within the framework of the Pontryagin’s Maximum Principle based on the Discontinuous Galerkin Finite Element Method. Section 4 contains results for two bang-bang test cases. Conclusions are drawn in section 5.

2. THE NEED FOR A CONTINUOUS TIME SOLUTION

An OWC is a type of wave energy converter where a hollow structure is open in the bottom to the action of the waves and in the top to the atmosphere through a duct where a turbine is installed, as illustrated in Fig. 1. The wave action compresses and decompresses the air entrapped in the air chamber, resulting in a flow that drives a turbine/generator set. Controlling a latching valve installed in series with the turbine can significantly increase the turbine power output. The control of the valve is of the bang-bang type and is usually called “latching control”.

Turbine aerodynamics and mechanical constraints require that the latching valve control can only have two states, \( u \in \{0,1\} \). Due to the physical dimensions and operating mode of the high-speed stop valve, the opening/closing action takes at least \( \Delta t = 0.1 \) s to execute. For practical purposes, we may assume that the control action occurs instantaneously but it can only happen at the beginning of each time-step. If the time integration is performed considering a time interval of \( \Delta t \), this constraint is straightforward to handle. However, this approach transforms the original optimal control into a sub-optimal control problem.

In previous works (Henriques et al., 2016a,c), the authors found that significant performance improvements can be achieved with a latching control strategy within a receding horizon framework. However, an undesired effect was found occasionally: the high-speed stop valve is opened/closed intermittently during short periods of time (less than 2 s). This behaviour is not acceptable in practice.

A possible cause for this undesired behaviour was the point-wise computation of the control action as a result of using a discrete time integration method. To fully understand this argument, let us consider the linear second-order initial value problem

\[
\dot{x} = f(t, x, u),
\]

subject to the initial conditions

\[
x(0) = x_0.
\]

where \( t \in [t_0, t_f] \), \( x = (x_1, \ldots, x_n) \in \mathbb{R}^n \), \( f = (f_1, \ldots, f_n) \in \mathbb{R}^n \) and \( u = u(t) \in U \) is the control function. The set \( U \) describes the constraints applied to \( u \).

The goal of the optimal control is to determine \( u \), defined in \([t_0, t_f]\) which maximizes the cost functional \( J \) defined as

\[
J(u) = C_f + \int_{t_0}^{t_f} \mathcal{L}(x, u) \, dt,
\]

where \( x_f = x(t_f) \) and \( C_f = C(x_f) \) is the cost associated with the terminal state \( x_f \).

Applying the Pontryagin’s Maximum Principle (PMP) along the optimal path \((x, u, \lambda)\) that maximizes \( J \), leads to the following adjoint equation

\[
\dot{\lambda} = g(t, x, u, \lambda)
\]

where

\[
g(t, x, u, \lambda) = -\nabla_x f(t, x, u) \lambda - \nabla_x \mathcal{L}(x, u),
\]

subjected to the terminal condition

\[
\lambda_f = \nabla C_f^T,
\]

where \( \lambda \) is designated by co-state.

For each \( t \), the Hamiltonian \( \mathcal{H} \) defined by

\[
\mathcal{H}(t, x, u, \lambda) = \lambda^T f(t, x, u) + \mathcal{L}(x, u)
\]

is maximum for the optimal input \( u \).

In the case where \( f(t, x, u) \) is a linear or a monotonic function of \( u \) the control is of bang-bang type, see Luenberger (1979). In this case we compute \( u \) that maximizes the Hamiltonian

\[
\max_{u \in U} \mathcal{H}(x, u, \lambda).
\]

Let us split the computational time domain \( \Omega = [t_0, t_f] \) in \( N \) equally spaced time intervals, \( I_e = [t_e, t_{e+1}] \), with \( t_{e+1} = t_e + \Delta t \) and \( \Delta t = (t_f - t_0)/N \).

For the optimal control strategy we want to determine \( u_n = u(t_n) \) for \( t_0 \leq t_n \leq t_f \) such that \( J(u) \) is maximum subjected to the constraint \( 0 \leq u_n \leq 1 \).

A typical discrete solution of the optimal control problem may be obtained using a 4th-order Runge-Kutta time integration method, following the algorithm depicted in Fig. 2a. We start by forward time integration of Eq. (1) followed by a backward time integration of Eq. (4). Afterwards, we compute the optimal that maximizes the Hamiltonian (7). The process is repeated until convergence.
The result of the Runge-Kutta time integration is a sequence of discrete values \( x \) and \( \lambda \) at time instants \( t_e \) as shown in Fig. 2 b). Due to the discrete nature of the algorithm, it suffers from three main drawbacks:

- The backward integration of the adjoint equation is performed assuming that \( x \) is piecewise constant in \([t_e, t_{e+1}]\) and equal to \( x_e \).
- The control for the time interval \([t_e, t_{e+1}]\) is computed as function of the point-wise values at \( t_e \), \( u_h(t_e, x_e, \lambda_e) \).
- If the time interval \( \Delta t \) is not infinitesimal, the optimal control approximation \( u_e \) may not be the optimal in \( I_e \).

To overcome these issues we need a continuous piecewise solution for \( x \) and \( \lambda \).

Moreover, the sub-optimal solution \( u \) that maximizes the Hamiltonian \( \mathcal{H} \) should be computed as

\[
\max_{u(t)} \int_{t_e}^{t_{e+1}} \mathcal{H}(t, x, u, \lambda) \, dt,
\]

instead of the point-wise value

\[
\max_{u(t)} \mathcal{H}(t, x_e, u_e, \lambda_e).
\]

3. THE DISCONTINUOUS GALERKIN METHOD

3.1 Weak formulation for the state equations

The Discontinuous Galerkin finite element space is defined as

\[
V^k_h = \{ v \in L^2(0, T) : v|_{I_e} \in P^k(I_e), e = 0, \ldots, N \},
\]

where \( P^k(I_e) \) is the space of the polynomials in \( I_e \) of degree at most \( k \). Although not required, the same degree \( k \) of polynomial approximation was used for all the finite elements, \( I_e \), that discretize the domain \( \Omega \).

The DG method seeks an approximate solution \( x_h \in V^k_h \) of \( x \) satisfying (1), such that for any \( v_h \in V^k_h \), and all \( I_e \) (Huynh, 2011; Shu, 2014),

\[
\int_{I_e} v_h \frac{dx_h}{dt} \, dt + v_h(t_e(x_h(t_e^+) - x(t_e^-)) = \int_{I_e} v_h f \, dt,
\]

where the superscripts + and - denote the right and left element boundaries, see Fig. 3.

The jump term defined by

\[
x_h(t_e^+) - x(t_e^-) = [x]_e,
\]

serves the purpose of weakly enforcing the left boundary condition \( x(t_e^-) \) on element \( I_e \).

3.2 Legendre polynomials

Consider a polynomial approximation of \( k \)-th order for \( x \) in the element \( I_e \) such that

\[
\hat{x}_h(\tau) = \sum_{j=0}^{k} p_j(\tau) \hat{x}_{e,j}.
\]

Choosing Legendre polynomials, \( p_j \) may be obtained using the Rodrigues’ formula (Arfken et al., 2013)

\[
p_j(\tau) = \frac{1}{j!2^j} \left( \frac{d}{dx} \right)^j (x^2 - 1)^j.
\]

It can be shown that \( p_j(1) = 1 \) and \( p_j(-1) = (-1)^j \).
3.3 Domain transformation for each finite-element

Introducing in (14) an affine transformation from \( t \in I_e \) to \( \tau \in [-1, 1] \), we obtain
\[
\int_{-1}^{1} \hat{v}_h \, \frac{d\hat{\lambda}_h}{d\tau} \, d\tau + \hat{v}_h(-1) \hat{\lambda}_h(-1^+) = \frac{\Delta t}{2} \int_{-1}^{1} \hat{v}_h \hat{g} \, d\tau,
\]
where the hat denotes a function mapped onto a local computational domain, \( \tau \), using
\[
\tau = \frac{2}{\Delta t} (t - t_e) - 1.
\]

3.4 System of equations

Equation (18) is applied to all elements \( I_e \) of the computational domain \( \Omega \). Replacing (16) in (18) and using the set of Legendre polynomials, \( p_i \), as test functions, \( \hat{v}_h \), we get a system of algebraic equations
\[
(A_{ij} + P_{ij}) \hat{x}_{e,j} = p_i(-1) x_{e,j}^{BC} + b_i,
\]
where
\[
A_{ij} = \int_{-1}^{1} p_i \hat{p}_j \, d\tau
\]
and
\[
b_i = \frac{\Delta t}{2} \int_{-1}^{1} p_i \hat{f} \, d\tau.
\]
The matrix associated with the inter-element boundary condition are given by
\[
P_{ij} = p_i(-1) p_j(-1).
\]
The boundary conditions \( x_{e,j}^{BC} \) for each element \( I_e \) are given by
\[
x_{e,j}^{BC} = \begin{cases} 
  x_{0,j}, & e = 0, \\
  \sum_{j'=0}^{k} p_{j'}(-1) \hat{x}_{e-1,j'}, & 0 < e \leq N.
\end{cases}
\]

The integrals appearing in (21) and (22) are computed using the Gauss-Legendre integration rule (Abramowitz and Stegun, 1964) with \( q \) points.

The initial value problem (20) is solved starting from the element \( I_0 \), integrating sequentially and element-by-element forward in time. Each component of the state vector \( \mathbf{x} \) of (1) is computed sequentially.

3.5 Weak form of the adjoint equations

The adjoint equations are integrated backward. The weak formulation for the adjoint equations is similar to (14)
\[
\int_{-1}^{1} \hat{v}_h \frac{d\hat{\lambda}_h}{d\tau} \, d\tau + \hat{v}_h(1) \left( \hat{\lambda}(1^+) - \hat{\lambda}_h(-1^-) \right) = \frac{\Delta t}{2} \int_{-1}^{1} \hat{v}_h \hat{g} \, d\tau,
\]
where the jump term is defined at the right-hand side of the element \( I_e \) and defined by
\[
\lambda(t_e^+ - 1) - \lambda_h(t_e^-) = \| \lambda \|_{e+1}.
\]
Considering a polynomial approximation of \( k \)-th order for \( \lambda \) we get
\[
\hat{\lambda}_h(\tau) = \sum_{j=0}^{k} p_j(\tau) \hat{\lambda}_{e,j}.
\]
The resulting system of equations is given by
\[
(A_{ij} - P_{ij}) \hat{\lambda}_{e,j} = -p_i(+1) \hat{\lambda}_{e,j}^{BC} + c_i,
\]
where
\[
c_i = \frac{\Delta t}{2} \int_{-1}^{1} p_i \hat{g} \, d\tau.
\]
The boundary conditions \( \hat{\lambda}_{e,j}^{BC} \) for each element \( I_e \) are given by
\[
\hat{\lambda}_{e,j}^{BC} = \begin{cases} 
  \lambda_{\tau,j}, & e = N, \\
  \sum_{j'=0}^{k} p_{j'}(-1) \hat{\lambda}_{e+1,j'}, & 0 \leq e < N.
\end{cases}
\]

3.6 Maximization of the Hamiltonian function

Following the typical approach of the finite element methods, we approximate each component of the vector of control variables \( \mathbf{u} \) with a Legendre polynomial such that
\[
\hat{u}_h(\tau) = \sum_{j=0}^{k} p_j(\tau) \hat{u}_{e,j}.
\]
The optimal solution \( \mathbf{u}(t) \) is computed by maximizing the integral of the Hamiltonian, \( H \), in each time interval, \( I_e \), using (11).

In the case of continuous control, a standard gradient based optimization algorithm can be used to compute the \( \hat{u}_{e,j} \) that maximizes (32) in each \( I_e \). The derivative of (11) in order to \( \hat{u}_{e,j} \), usually required by the optimization algorithms, is given, for each element, by
\[
\frac{\Delta t}{2} \int_{-1}^{1} \left( \frac{\partial H}{\partial \hat{u}_h} \right) \frac{\partial \hat{u}_h}{\partial \hat{u}_{e,j}} \, d\tau,
\]
where
\[
\frac{\partial \hat{u}_h}{\partial \hat{u}_{e,j}} = p_j(\tau).
\]
For the present bang-bang optimal control problems, we assume a constant value of \( \hat{u}_h \) in each element, \( I_e \). In our finite element context, a constant value of \( \hat{u}_h \) in each element, \( I_e \), is equivalent to a zero degree polynomial approximation
\[
\hat{u}_h(\tau) = p_0(\tau) \hat{u}_{e,0}.
\]

4. RESULTS

Before considering the main problem, related to an OWC, a case study is presented in order to illustrate, in a simpler setting, the main ideas of the method.

4.1 Case test 1: A bang-bang OCP with analytical solution

The population of wasps in a colony is formed by two cases: workers, \( x \), and reproductives, \( p \). From an evolutionary perspective, in each year, the goal of the colony is to maximize the number of reproductive elements. The problem of maximizing the number of reproductives can be modelled by the following equation (Luenberger, 1979)
\[
x = bux - \mu x,
\]
Figure 4. $h$-refinement algorithm for a third-order Legendre polynomial. a) Initial solution without $h$-refinement considering 5 elements of time length 1s, 0 ≤ j ≤ 4. b) Comparison between the analytical solution and the 3 levels required to converge the $h$-refinement algorithm.

where $b$, $c$ and $\mu$ are positive constants. The optimal control problem is to maximize

$$\mathcal{L}(x, u) = c(1 - u) x,$$  \hfill (36)

in the fixed time interval $t \in [0, T]$, subject to the constraint $u \in [0, 1]$ and the initial condition is $x(0) = 1$.

The adjoint equation is given by

$$\dot{\lambda} = -[(bu - \mu) \lambda - c(1 - u)],$$ \hfill (37)

with $\lambda(T) = 0$. The Hamiltonian is

$$\mathcal{H} = ((\lambda b - c) u + (c - \mu \lambda)) x.$$ \hfill (38)

It can be shown that for $t = T$ we have $u(T) = 0$, see Luuenger (1979). Since the Hamiltonian is linear in $u$, the optimal control solution is of the bang-bang type.

For the present solution we will assume that the control $u$ is constant for each time step $\Delta t$. The switching function is, for each time interval $I_t$.

$$u(I_t) = \begin{cases} 1, & \int_{t_e}^{t_e+1} \frac{\partial \mathcal{H}}{\partial u} \, dt > 0, \\ 0, & \text{otherwise.} \end{cases}$$ \hfill (39)

The results for the optimal control computed with $b = 1$, $c = 1$ and $\mu = \frac{1}{2}$ are plotted in Fig. 4 for several $\Delta t = T/N$. For the case considered $b = 1$, $c = 1$, $\mu = 0.5$ and $T = 5$ s. The analytical solution can be found in Luuenger (1979).

Fig. 4a) shows that forcing the time element boundary to be at the switching instant $a$ has a major effect on the numerical results. By applying the $h$-refinement algorithm, the switching instant can be computed with a prescribed degree of accuracy, see Fig. 4b). Algorithm 1 basically splits the elements at the zero crossing points of $(\partial \mathcal{H}/\partial u)$.  

4.2 Case test 2: Latching (bang-bang) control of a Spar-buoy OWC

The spar-buoy (floater and tail tube) was named here as body 1, see Fig. 1. The air-water interface is modelled as an imaginary weightless rigid piston denoted as body 2. A complete description of the non-linear numerical model can be found in Henriques et al. (2016b,d,e). The spar-buoy OWC oscillates essentially in heave. Let $x_i$ be the coordinates of body $i$ for the heave motion, with $x_i = 0$ at the equilibrium position and the $x_i$-axes pointing upwards. A simplified first-order ordinary system of equations that describes the system is given by

$$\dot{x} = f(t, x),$$ \hfill (40)

where

$$x = (v_1 \, v_2 \, x_1 \, x_2 \, p^*)^T.$$ \hfill (41)

$$f(t, x) = (f_1 \, f_2 \, v_1 \, v_2 \, f_p)^T,$$ \hfill (42)

and $v_1 = \dot{x}_1$, $v_2 = \dot{x}_2$. The functions $f_1$ and $f_2$ are linear functions of $x$ given by

$$f_1 = M_2^* F_1 - A_{12}^* F_2,$$ \hfill (43)

$$f_2 = M_1^* F_2 - A_{21}^* F_1,$$ \hfill (44)

with

$$F_1 = -K_1 \, x_1 + K_p \, p^* + F_{d1} - R_{11},$$ \hfill (45)

$$F_2 = -K_2 \, x_2 - K_p \, p^* + F_{d2}.$$ \hfill (46)

Here $M_i = m_i + A_{ii}^*$, $D = (M_1 M_2 - A_{12}^* A_{22}^*)^{-1}$, $M_1^* = D M_1$, $A_{12}^* = D A_{12}^*$, $m_i$, is the mass of body $i$, $A_{ii}^*$ represents the limiting value at infinite frequency of the added mass of body $i$ as affected by the motion of body $j$, $F_{d1}$ is the hydrodynamic excitation force on body $i$, see Henriques et al. (2016e) for further details. The stiffness constants are defined by $K_1 = g_w g S_1$, $K_2 = g_w g S_2$ and $K_p = S_2 p_{at}$, where $g$ is the acceleration of gravity, $g_w$ is water density,
of the hydrodynamic excitation force is obtained as a superposition of single period. Assuming linear water wave theory, the hybrid control simply a mere repetition of the optimal control action for a period. Under regular (monochromatic) waves, latching control is applicable. In the present work, only irregular waves were considered.

\[ \omega = \sum_{m}^{N} \Gamma_{m} \cos(\omega_{m} t + \phi_{m}) \cos(\omega_{m} t + \phi_{m}) \]

where \( \Gamma(\omega_{m}) \) is the excitation force coefficient, \( A_{m} \) is the frequency-dependent wave amplitude, \( \phi_{m} \) is the phase response of body \( i \) at the angular frequency \( \omega_{m} \), and \( \phi_{m} \) is a random phase. The frequencies \( \omega_{m} \) are obtained from a discretized Pierson-Moskowitz spectrum, see Goda (2000); Henriques et al. (2012) for details. Typically, ocean waves have typical periods, \( T_{w} \), between 6s and 16s. As the considered time intervals, \( \Delta t \), are much smaller than the typical wave periods, \( \Delta t \ll T_{w} \), the \( h \)-refinement algorithm was not used for this test case. The optimal control was computed considering a time interval of \( T = 1200 \) s.

The dimensionless relative pressure oscillation inside the air chamber is defined as

\[ p^* = \frac{p - p_{at}}{p_{at}} \]

where \( p \) is the instantaneous pressure inside the air chamber. The last entry of (42) is a non-linear function of \( \mathbf{x} \) defined by

\[ f_{p} = -\gamma (p^* + 1) \frac{V_{c}}{V_{c}} - \gamma (p^* + 1)^{3} \frac{Q_{turb}}{V_{c}} u. \]

Here \( V_{c} = V_{0} + S_{2} (x_{1} - x_{2}) \) is the instantaneous volume of air inside the chamber, \( V_{0} \) is the volume at hydrostatic conditions, and \( S_{2} \) is the area of the OWC free surface. The constant \( \gamma = 1.4 \) is the specific heat ratio for the air and \( \beta = 1 - 1/\gamma \). The volumetric flow rate through the turbine, \( Q_{turb} \), is a function of the pressure difference between the air chamber and the atmosphere and the turbine rotational speed. The control \( u \) models a latching valve actuated in series with the turbine. Since (42) is a linear function of \( u \), the optimal control is of the bang-bang type.

The performance characteristics of the turbine are usually presented in dimensionless form. Here we consider a lossless turbine where the dimensionless pressure head, \( \Psi \) and dimensionless flow rate, \( \Phi \), are related by (see Dick (2015); Dixon and Hall (2013))

\[ \Phi = \text{sign}(\Psi) K_{1}|\psi|^{n}, \]

where

\[ \Psi = \frac{p_{at} p^*}{\varrho_{at} \Omega^{2} d^{2}}, \]

\[ \Phi = \frac{Q_{turb}}{\Omega d^{2}}. \]

In Eqs. (52) and (53), \( \Omega \) is the turbine rotational speed (in radians per unit time) and \( d \) is the turbine rotor diameter. Assuming a large turbine inertia, a constant rotational speed, \( \Omega \), model was adopted. The atmospheric air density is denoted as \( \varrho_{at} \). Furthermore, we will assume that the turbine operates at a constant rotational speed and \( n = 3/5 \) is a turbine type dependent constant.

The optimal control aims to maximize the time-averaged turbine power output,

\[ J(u) = \int_{0}^{T} \left( \frac{u \Psi \Phi}{T} + \varepsilon (1 - u)^{2} \right) dt, \]

where \( (1 - u)^{2} \) is a regularization term and \( \varepsilon \) is a small positive constant. The regularization term is as a threshold value to avoid opening the latching valve when the available pneumatic power, \( \Psi \Phi \), is too small. The switching function is given by

\[ \frac{\partial H}{\partial u} = -\lambda_{5} \gamma (p^* + 1)^{3} \frac{Q_{turb}}{V_{c}} + \frac{\Psi \Phi}{T} + 2\varepsilon (u - 1). \]

where \( \lambda_{5} \) is the fifth entry of \( \lambda \). The control is computed using (39). In the present case, Eq. (39) has no singular arc as the integral is always different from zero. The integrand is only zero at the points where the pressure crosses zero, \( p^* = 0 \Rightarrow \Psi = \Phi = Q_{turb} = 0 \). Due to the

\[ S_{i} \] is the annular cross sectional area of body \( i \) and \( p_{at} \) is the atmospheric pressure. In the present work, we only consider the radiation of body 1, \( R_{11} \), computed using a constant hydrodynamic coefficient model (Kurniawan et al., 2011)

\[ R_{11} = B_{11}(\omega_{p}) v_{1}, \]

where \( B(\omega) \) is the radiation damping in the frequency domain and \( \omega_{p} \) is the wave spectral peak frequency.

In the present work, only irregular waves were considered. Under regular (monochromatic) waves, latching control is simply a mere repetition of the optimal control action for a single period. Assuming linear water wave theory, the hydrodynamic excitation force is obtained as a superposition of \( N \) angular frequency components, \( \omega_{m} \),

\[ F_{l,i} = \sum_{m=1}^{N} \Gamma_{i}(\omega_{m}) A_{m} \cos(\omega_{m} t + \phi_{i,m} + \phi_{r}), \]

where \( \Gamma_{i}(\omega_{m}) \) is the excitation force coefficient, \( A_{m} \) is the frequency-dependent wave amplitude, \( \phi_{i,m} \) is the phase response of body \( i \) at the angular frequency \( \omega_{m} \) and \( \phi_{r} \) is a random phase. The frequencies \( \omega_{m} \) result from a discretized Pierson-Moskowitz spectrum, see Goda (2000); Henriques et al. (2012) for details. Typically, ocean waves have typical periods, \( T_{w} \), between 6s and 16s. As the
oscillatory nature of the excitation force - the ocean waves - this event only happens typically twice in each wave cycle. The overall solution method for the present OCP is described in Algorithm 2. The state, co-state and control variables are solved using a segregated solution method with under-relaxation to improve convergence. The dimensionless time-averaged turbine power output is plotted in Figure 5. A sea-state with an energy period of $T_e = 8$ s and a significant wave height of $H_s = 2$ m was assumed. Figures 5 a) and b) shows the importance of the choice of $\varepsilon$ for the turbine power output and the convergence rate of the optimal control. A smaller value of $\varepsilon$ increases the time-averaged turbine power output but also increases the number of iterations required to achieve convergence. This effect is clear in Fig. 5 a) for the case where $\Delta t = 0.2$ s. The increase of $\varepsilon$ also reduces variance of the power output as functions of the time step. For $\varepsilon = 0.0001$, the relative turbine power output gains are about 46%, while in the case of $\varepsilon = 0.05$ the gains are only 30%.

The time series results of the control and the dimensionless relative pressure are plotted in Fig. 6. For comparison, the pressure is also plotted for the case without latching control. Figure 6 a) shows that for the smallest $\varepsilon$ the latching valve operates in several occasions intermittently for short time intervals. The regularization effect of increasing $\varepsilon$ may be used to achieve a more reliable operation of the turbine although reducing the time-averaged turbine power output. From Fig. 6 b) we check that the latching control increases the power output by increasing significantly the pressure peaks. In the case of the lower $\varepsilon$ this behaviour is enhanced. Interestingly, when the valve is closed for longer time-periods, pressure peaks have a larger increase than the uncontrolled case.
5. CONCLUSIONS

The current paper demonstrates the capabilities of the Discontinuous Galerkin method to solve optimal and sub-optimal control problems within the framework of the Pontryagin’s Maximum Principle. Adaptive mesh h-refinement was exploited to obtain high-accurate bang-bang solutions without prior knowledge of the switching instant. Latching control of a spar-buoy OWC demonstrated the capabilities of the DG in the numerical solution of a bang-bang sub-optimal control where: i) time-step is fixed and non-infinite; ii) the control command is only applied at the beginning of each time-step; and iii) the number of switching instants is very large and not known a priori. Due to the high-oscillatory system dynamics of the spar-buoy OWC, it was necessary to include a regularization term to improve the convergence rate. The results show that the DG method can be seen as an efficient alternative to the well-known Pseudo-Spectral methods.
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