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Abstract

The decision that students have to make on which masters courses to enrol is decisive: this choice may have a direct impact on their academic and personal goals and may constrain their future professional area. A bad choice of courses may demotivate a student, which can cause the student to drop out or to not take advantage of the totality of his skills. However, usually no support is offered to contest this problem. It is crucial that understanding over students particularities is acknowledged, so as to recommend courses that besides interesting, are also adequate to their capabilities. The use of recommendation systems to suggest items to users has well-known success in several domains, as in e-commerce and movies recommendation. Some of the most successful recommendation techniques are singular value decomposition (SVD) and collaborative filtering. In this work, we propose the combination of these two techniques, along with as-soon-as-possible (ASAP) classifiers, so as to capture the hidden factors that explain courses marks. With this knowledge, we aim to predict students masters courses marks, in order to be able to recommend the masters courses that are more adequate for their skills. Through ASAP classifiers is possible to anticipate the recommendation, requiring less data from the target student. Our results show that our approach to predict the masters courses marks has potential to serve as a starting point for the recommendation production.
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1. Introduction

After bachelor, many students strive to select the masters courses that are most likely to meet their interests and skills. Although this decision may have a strong impact on students motivation and future achievements, usually no support is offered to help them on this decision. A bad choice of courses may cause demotivation, which can result in a student to drop out or to not take advantage of the fullness of his skills. Hence, it is urgent that students are given the so much needed support to help them to select the best set of master courses, according their skills and interests, which will keep them motivated and with a clear path to achieve their goals. Educational Data Mining is concerned on developing methods that use several types of data originated from educational contexts aiming to improve the learning process. Although several interesting results have been achieved on student modeling and performance prediction, when it comes to recommend courses we are not able to find a lot of diversity on the existing solutions [13]. However, the good results that recommendation systems have on other areas are acclaimed [10] and, despite some few approaches, their (natural) application to this problem is roughly explored. The fact is that this problem is suitable to be seen as a recommendation problem: we can easily define the object of recommendation (courses), our users (students), and the most important, we should be able to get a lot of heterogeneous data to explore using recommendation techniques, so as to produce our recommendations.

Current solutions on education have a tendency to recommend courses based on their contents or potential interest to the students, not considering how those courses can affect the students overall academic performance [6][12][17]. Other solutions demand too much participation by the students [5][14][19]. Therefore, we propose the creation of a system that, given a student’s bachelor results, automatically recommends the master
courses that are more adequate to the student’s skills. To achieve it, we propose to combine two successful recommendation techniques: singular value decomposition (SVD) and user-based collaborative filtering (UB-CF), so as to explore historical students bachelor and master results towards the prediction of master courses marks. This follows our belief that we will be able to produce good master courses recommendations if our predictions unveil themselves accurate. We also will show how to use ASAP classifiers [2] so as to complete profiles of students whose bachelor data is not totally available. This allows to anticipate recommendation, as well as to recommend courses to students that for any reason have completed only a subset of the bachelor courses.

The rest of the paper is organized as follows: in section 2, we introduce some important concepts and techniques in the area of recommendation systems, approaching both singular value decomposition and user-based collaborative filtering. We also overview existing literature about courses recommendation and the systems that address it. We then present our proposal in section 3, explaining how we perform recommendations in the educational context using SVD and UB-CF, taking into account how will the courses recommendation suit students skills. In section 4, we propose the combination of ASAP classifiers to our recommendation process. The paper ends with the evaluation of our recommendations on section 5.

2. Background
Recommendation Systems have become an important multidisciplinary research field in the mid-1990’s, and many people have exhaustively dedicated large amounts of time and effort to the problem of recommending items from some fixed databases. A recommendation system on a common formulation can be seen as a set of tools and techniques used with the goal of providing suggestions of items to individuals who lack sufficient competence to evaluate the potentially overwhelming number of alternative items available. They have grown to become fundamental applications in electronic commerce (Amazon [10]), information access, entertainment (Netflix [9]) and various types of services, providing suggestions that effectively prune large information spaces so that users are directed to those items that best meet their needs and preferences.

The majority of recommendation systems are based on Collaborative Filtering (CF). In pure CF, one identifies users whose tastes are similar to those of the target user and recommends items they have liked, never doing any analysis over the items at all. For this reason it is said that it uses the common principle of word of mouth [3]. By using other users recommendations, it is possible to deal with any kind of content and receive items with dissimilar content to those seen in the past. Since other users’ feedback influences what is recommended, there is the potential to maintain effective performance given fewer ratings from any target user. However, this approach is not ridden of problems: a user profile for a new user will only be valid after he have done some ratings, in order to enable the identification of the most similar users to the new user. Other weakness is that if a new item appears in the database there is no way it can be recommended to a user until more information about it is obtained through another user either rating it or specifying which other items it is similar to. If the number of users is small, relative to the volume of information in the system, then there is a danger of the coverage of ratings becoming very sparse. Another problem is that it will create poor recommendations for a user whose tastes are not according to the majority of the population. Usually, these kinds of systems make use of a users-items matrix \( R \) - the ratings matrix - where \( R_{ij} \) stands for the rating that user \( i \) gave to item \( j \) 

Moreover, collaborative filtering techniques can be split in two categories: user-based and item-based. User-based systems employ techniques to find a set of neighbors that are the most similar users to the target user. As soon as the neighbors are defined, the system combines the preferences of neighbors to produce a prediction for the active user. These methods are popular due to their simplicity, interpretability and ability to produce accurate recommendations. But there are several disadvantages also: they depend on human ratings and their performance is poor when there is too much data sparsity, since it prevents the scalability of the solution. Item-based techniques first analyze the user-item matrix to identify relationships between different items, and then use the relations to indirectly compute recommendations for users. Despite the fact that these techniques handle the sparsity better than the user-based ones, they also require an expensive model construction [15][1]. After the Netflix challenge [7], there was a huge trend to use the so-called latent factor models, aiming to reveal the hidden latent features that somehow explain the observed ratings. One of the most applied techniques with these models is a matrix factorization technique - singular value decomposition - due to its accuracy and scalability. This technique factors the \( m \times n \) ratings matrix \( R \), into three matrices as in equation (1),

\[
R = U\Sigma V^T
\]  

where \( U \) and \( V \) are two orthogonal matrices of size \( m \times m \) and \( n \times n \) respectively. Matrix \( \Sigma \) is a
r \times r$ diagonal matrix whose values $\sigma_i$ are the so-called singular values of this decomposition. These values are stored in decreasing order of their magnitude. We can discover several applications of interest by using SVD in a particular way: if we truncate $\Sigma$ so that we only retain the $k$ largest singular values, so as to yield $\Sigma_k$, and then reduce both $U$ and $V$ accordingly, the obtained result is a $k$-rank approximation $R_k = U_k \Sigma_k V_k^T$ of matrix $R$. This decomposition can be interpreted as an expression of the feature (also referred to as ‘topic’) preference-relevance model. This way, the $|U| \times k$ rows of matrix $U$ can be seen as the users’ interest in each of the $k$ inferred hidden features (topics). Correspondingly, the rows $|V| \times k$ of matrix $V$ hold the relevance of each of topics to each item. Regarding matrix $\Sigma$, its singular values are the weights for the preferences representing the impact that a certain feature has on the users’ preferences described on the original ratings matrix. With this, to obtain a user’s preference on a certain item, we just have to compute the weighted sum of the user’s interest in each of the topics times that item’s relevance to the topic. In fact, this corresponds to the weighted dot product of the user $i$ features vector $U_i$ and the item $j$ features relevance vector $V_j$.

Nevertheless, SVD is not known for dealing well with sparse matrices, where there are a lot of missing values [1]. Hence, as in usual recommendation problems there exists a lot of sparsity on the ratings matrices, some care must be taken in how to overcome this problem. Initially, some proposals tried to fill in the unknown values with normalized averages, but this is highly prone to overfitting[2]. A solution to this sparsity problem was found during the Netflix challenge, whose goal was to predict the ratings users would give to movies. To predict each rating, Simon Funk [7] proposed to use a stochastic gradient descent algorithm in order to compute the best rank-$k$ matrix approximation using only the known ratings of the ratings matrix $R$. This process follows the same idea as the one used on training neural networks. With the error in a prediction of user $i$ to movie $j$ being $(R_{i,j} - \hat{R}_{i,j})$, Funk’s approach takes the derivative of the square of the error with respect to $U_{ik}$ and then with respect to $V_{jk}$. Since $R$ is constant, and $R_k \approx U \times V'$, the updates for the $U$ and $V$ then become (2) and (3), respectively:

$$
\Delta U_{u,f} = \lambda((R_{u,i} - \hat{R}_{u,i})V_{i,f} - \gamma U_{u,f}) \quad (2)
$$
$$
\Delta V_{i,f} = \lambda((R_{u,i} - \hat{R}_{u,i})U_{u,f} - \gamma V_{i,f}) \quad (3)
$$

In summary, the final solution of this learning problem is the combination of feature weights on both $U$ and $V$ such that the error in the approximation $R_k$ is minimized. This solution is determined iteratively, as the gradient of the error function is computed at each iteration step. You should note that all features vectors have to be initialized with some values. Funk’s basic approach is to fill in the values with the global rating average with some random noise introduced.

### 2.1 Courses Recommendation

One of the most challenging problems faced by university students is to correctly choose which academic path to take, based on the available information. Thus, students need counseling on making adequate choices to complete their academic degrees with success. In the last years, course recommendation systems have been suggested as the tool that should be able to provide the guidance students need.

AACORN [14] is a case-based reasoning system that recommends courses to graduate students. The case-based reasoning component first retrieves the most similar student histories for the given inquiry. So, it requires a partial history of the courses followed by a student before it can provide useful recommendations. In order to determine the similarities between course histories, the system uses the edit distance metric. AACORN adapts a solution by building a list of courses found in the retrieved histories but not found in the target student data. Finally, it ranks the courses in the following way: each time a course appears in one of the retrieved students’ history it counts as one vote, and these votes are weighted according to the distance of the retrieved student history to the target student (the less distant, the more the weight). Hence, the courses are ranked according to their total vote weight. In 2011, Unelsrød [17] developed a recommendation system for course selection in higher education. The system has a component that uses a specialized user-based CF: it weights each user, based on their chosen major degree and whether or not the two users compared are friends. His expectations over the importance of the users friends were dashed, but there were improvements on the accuracy of the recommendations when focusing on users with common major degree. The system also has a content-based component that uses the courses features that a student has shown interest, in order to find the courses that suit best his preferences. Vialardi et al. [18] presented a decision tree based recommendation system with the goal of creating awareness of the difficulty and amount of workload entailed by a chosen set of courses. They based their research on the generation of two domain variables: the student’s potential that is calculated for each course and represented as the average of the grades a student has obtained in the pre-requisites of that course; and courses’ difficulty
represented by the average of the grades obtained by students in the course. Lastly, during enrollment students choose a set of courses and the system forecasts if they will pass or fail each of the courses using the C4.5 algorithm.

To the best of our knowledge, there is no proposal to use SVD along with User-Based CF in courses recommendation, and so we present one in the next section.

3. Masters Courses Recommendation using SVD and UB-CF

Our proposal is to apply a user-based approach to select the most similar historical students (neighbors) to a target student (considering their bachelor achievements) and then use those neighbors’ bachelor and masters results to construct a new dimensional space using SVD. Afterwards, we use this new dimensional space to estimate initial marks for all masters courses. In the end, we perform a weighted average with the information of these estimated marks, so as to produce our final marks prediction, and then be able to recommend the master courses. One can see the flow of this process in figure 1. We will now describe the methodology taken to build the system and produce recommendations.

Phase A: Pre-Recommendation

Before we can start to recommend courses to students, we have to parse students’ results data into a structure that both collaborative filtering and singular value decomposition can explore. In our case, we will have to start from an historical record of triplets in the form of <Student, Course, Mark>.

As seen in section 2, the majority of the recommendation techniques makes use of a matrix \( R \), that in general represents knowledge over the rating that a user gave to an item. Since we are trying to recommend courses that are adequate to the student’s skills, we believe that representing a student as a vector of his marks is the starting point to capture his ability on different courses. Hence, our proposal is a novel mapping where we can look to the mark obtained by a student in a course as the usual rating in recommendation systems. More precisely, matrix \( R \) will have students represented on rows and courses on columns, and each entry \( R_{ij} \) will be filled with the grades obtained by the \( i^{th} \) student on the \( j^{th} \) course. In cases that there are missing values, that is, in the courses where the student did not enroll, we will represent the grade with the 0 value. This is a natural mapping, as we also want to recommend the items (courses) with predicted better ratings (marks). Additionally, we have the constraint of recommending only a subset of the items (the masters courses). From now on, we will illustrate some steps with a small example, so that we can better understand how the process unwinds. In figure 2, one can see that we have some historical students’ results and how we structured this information in the students-courses matrix \( R \). This matrix holds knowledge over 6 different students, 5 bachelor courses and 4 master courses. In this small example the marks scale for each course goes from 1 to 5.

![Figure 2: Example of a marks matrix R](image)

Phase B: Recommendation

In this phase we already have our students-courses matrix built, and we are ready to receive a request of any student wanting to know which are the best master courses for him to attend. We will now describe which are the followed steps when a student asks for a recommendation:

1. **Construct the student’s profile.** As a student requests a recommendation from our system, the first thing we must do is to encapsulate knowledge over the student on an appropriate representation. Since we already implicitly defined a student representation as a vector of the student’s marks, as it was seen on the construction of the students-courses matrix, it seems natural to use the same representation to the student being recommended.
This way, we can use the same kind of student profile all along the recommendation process, and enable easy similarity computation between different students in the following steps. We will also keep the same rules, as above, on how to fill in the values of the student’s vector. Therefore, each position will hold the mark achieved by the student on the corresponding course, or 0 if the student have not enrolled on that same course.

2. Identify the student’s neighbors In this step the goal is to identify the set of $k$ neighbors of the student being recommended, considering only bachelor marks. This idea follows our belief that the more two students have similar marks on bachelor, the more will their masters marks be similar. The goal of this identification, is that later on the process, we can use knowledge over these neighbors’ masters marks to produce the recommendations to the target student. For finding the $k$ nearest neighbors to the student being recommended, we have to measure the similarity between this student and all those historical students. To do this, we will consider the bachelor courses marks, i.e., the values of the first $n$ positions of the vector of each student, with $n$ being the number of bachelor courses. The distance metric used to calculate the similarity value between two students will be the Pearson Correlation (see equation (4)). This metric is commonly used in recommendation problems, as it has already shown to achieve good results when used to define the user’s neighborhoods. In our approach, this metric can be seen in (4):

$$w_{a,u} = \frac{\sum_{i \in I}(g_{a,i} - \bar{g}_{a})(g_{u,i} - \bar{g}_{u})}{\sqrt{\sum_{i \in I}(g_{a,i} - \bar{g}_{a})^2}\sqrt{\sum_{i \in I}(g_{u,i} - \bar{g}_{u})^2}}$$ (4)

where $I$ is the set of bachelor courses attended by both students, $g_{a,i}$ is the mark that student $u$ obtained on bachelor course $i$, and $\bar{g}_{a}$ is the average bachelor mark obtained by student $u$. This metric only uses the courses that both students have attended. Its values will range between 1 and -1, and higher values represent higher similarity between two students. Although Pearson correlation would suffer from computing high similarity between students with few attended courses in common, in our specific case that will not happen. This is due to the fact that all students being compared will have enrolled on the exact same set of bachelor courses.

In our example, with the number of neighbors to select set to 3, we would have to first compute the similarity of each historical student on matrix $R$ to a hypothetical target student, considering their bachelor marks, and then select the three most similar neighbors. In fact, one can look up on a possible result on figure 3 and verify that the most similar neighbors are Michael, Matt and Eric, respectively.

3. Create the neighborhood students and courses features space It is in this step where SVD is used on top of the user-based approach. To do it, we start by applying Funk’s SVD using the bachelor and master marks for all the found neighbors. We go on to construct the $U$ and $V$ Funk’ matrices that correspond the students’ features space and the courses features space. The first matrix $U$ is a $k \times f$, where $k$ is the number of neighbors and $f$ is the number of hidden features that we want to consider. The second one, matrix $V$, holds the courses features weights and is a $(n + m) \times f$, where $n$ is the number of bachelor courses, $m$ is the number of master courses and $f$ is once again the number of features that we want to consider. Note that $f$ has always the same value for the two matrices. These two matrices are then initialized with the global mark average on matrix $R$ and then the gradient descent process learns the values (marks) within a predefined number of iterations, trying to minimize the error between the predicted and original marks.

In this step, when producing these dimensional spaces in our example, we set the number of hidden features to two (we choose this value to ease the task of visualizing the data). In figure 4, one can see the resulting students’ features space and courses features space. These resulting matrices hold the relation that both students and courses have with each of the hidden discovered features, and the product between the two constitutes a 2-rank approximation of the original matrix $R$.

4. Create the SVD marks matrix In this step, we will use the recently created students’ and courses features spaces to create a new matrix $M$ that holds a mark for each neighbor student-course pair. This new matrix $M$ corresponds to the approximation of the original matrix created by the appliance of the gradient-descent SVD on the previous step. In this matrix, each of its entries will hold a relation between a neighbor student and a course, more precisely on how they are related to each one of the discovered hidden features. In fact, this relation is materialized into a mark value, that corresponds to the dot product between a student’s and a course’s features weights. This way, to pro-
duce the computation of a $M_{ij}$ value on this matrix it is used (5):

$$M_{i,j} = U_i \cdot V_j$$

(5)

This approximation has the advantage of having no sparsity, which is good to produce predictions with higher quality. Since it also uses the hidden features that have more weight to the explanation of the marks distribution, this approximation will also reduce unwanted noise and capture the most weighting factors. This way, we will have a complete matrix with all the estimated marks for the selected neighbors. We can see a specific scenario of the construction of this SVD marks matrix following our example. For instance, if we want to know which is Matt’s mark on the DP course we have to compute the dot-product between $S_{Matt}$ and $V_{DP}$ (see figure 4). Hence, the mark value would be $1.465 \times 1.317 + 1.444 \times 1.309 \approx 3.82$. One can see the totality of the SVD marks matrix computed for our example in figure 5.

6. Recommend master courses

Finally, and since we have predicted all the master courses marks for the student being recommended, we can approach on which will be the chosen set of courses that we will recommend. On this step, we argue that if our previous steps are able to produce accurate predictions, than the recommendation can be really simple. For instance, if $N$ is the number of master courses to recommend, we can simply opt for a Top N approach, and recommend the $N$ master courses with the best predicted marks.

4. Completing Students Profiles Prior to Recommendations

Now that we presented our proposal in how to recommend courses with value to students we want to step onto another problem: recommending courses when the data over the student being recommended is not fully observable. We will approach this problem using ASAP classifiers [2].

These classifiers take a different look to what is usual in classification. In particular, if $I$ is a set of instances, $A$ a set of attributes and $C$ a set of possible classes, an instance $x_i$ from $I$ is described by an ordered list of $M$ attributes from $A$, and is represented as $x_i = x_{i1}x_{i2}...x_{im}c_i$, where $c_i$ is the instance class. Then, given $I$ and number of attributes $n$, such that $n < m$, classifying an instance $x_i$ as soon as possible consists on finding the value of $c_i$, only considering the first $n$ attributes, the observable ones.

Hence, our goal is to use these classifiers to incrementally estimate each missing bachelor mark. This is, if $s$ is a student instance with $m$ attributes that correspond to the bachelor marks, where only the first $n$ are known, then for each bachelor course $i$, where $i > n$, we will estimate the $s_i$ using $s_1$, $s_2$, ... $s_n$. This process goes on incrementally, with noise, no sparsity and that encloses the relations between the marks obtained. This seems a good scenario, as this matrix holds a lot of knowledge over marks that we can explore to predict the master marks for our student. Our suggestion is to predict a student $u$ mark on course $i$ using a weighted average of the marks on course $i$ present on matrix $M$, using the Pearson Correlation as the weight:

$$p_{u,i} = \bar{M}_u + \frac{\sum_{u' \in K} \text{PearsonCorrelation}(u,u')(M_{u,i} - \bar{M}_u)}{\sum_{u' \in K} |\text{PearsonCorrelation}(u,u')|}$$

(6)

Subtracting the students’ average mark $\bar{M}_u$ compensates for differences in students’ marks obtained, as some students will tend to have higher marks than others. In sum, in this step, we apply the expression above for each one of the existing master courses.
each mark estimation $s_i$ being used on the prediction of the mark $s_{i+1}$. This process only ends when all $s$ attributes are estimated. As this technique assumes that there is an order between the attributes, it is required that we define an order on the bachelor courses. Our idea is to order courses by year, and for each year order them by semester, as temporal order is the natural order seen in the academic process. However, we recognize that inside each semesters we can explore several orders that may hold different results, as the marks on course $X$ may be correlated to the marks on course $Y$, but the inverse situation does not hold. Hence, the ideal scenario would be one where the order between the courses did not matter in the process. One should also note that this approach is prone to error propagation due to the progressive bachelor marks estimation. This is related to the fact that, for instance, if we want to estimate the bachelor marks $x_i$ and $x_{i+1}$, we will first estimate $x_i$ with the $x_{i-1}, x_{i-2}, ...$ observable marks, and then we will estimate $x_{i+1}$ with the $x_{i-1}, x_{i-2}, ...$ observable marks and with the estimated $x_i$ mark, that may hold an associated error (as usually the predictions are not perfect).

5. Results
To be able to evaluate and corroborate our proposal, we have collected and analysed real students’ results to use as a case study. The used dataset was drawn from a set of students enrolled in the academic program of Information Systems and Computer Engineering at Instituto Superior Técnico, Universidade de Lisboa, in Portugal. This program is composed by a three years bachelor and a two years masters. In this dataset we are able to reach students’ results on 22 mandatory courses, the bachelor courses, and around 60 optional masters courses. In this dataset, the grade scale for all courses goes from 0 to 20, where 10 is the minimum mark that a student must obtain to be approved on any course. Our dataset contains around 25000 results collected from 550 students. In our view, our recommendation problem can be decomposed into two other problems: the prediction of the marks and the production of recommendations. We will give more focus on evaluating masters marks prediction accuracy. The reason is that, we believe that, if we achieve a low error on the predictions then we are able to recommend courses with more certainty. Though, we will also explore other aspects to evaluate our approach.

5.1 Masters Marks Prediction Analysis To analyse how good is our approach in predicting students’ masters marks, we have to use one of the statistical accuracy metrics. These metrics aim to compare the prediction value against the actual real-values for the customer-product pairs, i.e. student-course pairs in our specific problem. Some of the most used metrics are the Mean Absolute Error (MAE) and Root Mean Squared Error (RMSE) between the predicted and the real values. As research experience shows that both metrics typically track each other, we opted to use only one, in this case the MAE, because it is the most commonly used and easiest to interpret.

To begin our experiment we chose two base- lines that are straight-forward and constitute good points from where we can establish comparisons to our prediction results:

- **Course Average**: This first baseline sets the predicted grade for a student $i$ on masters course $j$ as the average of the marks obtained by the training students on course $j$.
- **Student’s Bachelor Average**: This second baseline takes a similar approach but sets the predicted grade for a student $i$ on course $j$ as his grade point average on bachelor.

To start our experiment, we began by building the students-courses matrix with the training data (70% of all students). We set the number of features to 20 and the number of training steps of the gradient descent to 25 (these were some values that showed to achieve good results). We then ran the recommendation process and predicted the master’s courses marks for the test set using different number of neighbors. We would like to add that in our approach, and for each chosen number of neighbors, we ran the experiment five times and made an average of the achieved MAE, due to the random noise present in the training of the gradient descent algorithm. Then, we applied both the user-based approach and the two mentioned baselines, to predict the test students marks on every masters course.

From analysis of the results presented in figure 6, we can see that the students bachelors average approach is the one that presents the worst results, achieving a MAE around 2.2. This may be connected with the fact that the marks obtained on the masters tend to be higher than the ones obtained in the bachelor. Then, we can see that around the 1.9 of MAE, we have the course average baseline approach.

Regarding our approach, we can establish a connection between the error achieved and the number of neighbors chosen. First, we can see that the error is larger when the number of neighbors used is less than 30. Hence, it is noticeable that our approach suffers when using small neighborhoods. This may be related with the inability of both the user-based CF and gradient descent SVD to gather knowledge...
using a small amount of data. Our belief is that
the algorithm is adjusting too much to the created
model, since it has just a few historical students
to analyze, which results in the overfitting of the
model. Though, as we increase the number of used
neighbors, we can see that the error decreases, sta-
bilizing between 70 and 150 neighbors, where we
reach our optimal error. Finally, the error starts to
slowly increase as we reach the 300 neighbors (where
it is using almost all the training set as the neighbor-
hood). Nevertheless, our approach presents good
results agains any of the baselines. In the optimal
number of neighbors (150), our approach presents a
decrease of 32% on the error regarding the student’s
bachelor average, and 17% when comparing to the
courses average approach. At this time, we will put
our approach to a bigger test by comparing it one
of the most widely used recommendation technique:
user-based CF. By looking into figure 6, we can be
perceive that the user-based approach is worse than
our approach: if we compare the optimal number
of neighbors from both approaches, i.e the num- er of neighbors that hold the best results, we can
see that ours presents a better accuracy. In partic-
ular, our best accuracy prediction has an error 4%
smaller than the one achieved in the user-based CF.
Hence, we show that the recognized power of singu-
lar value decomposition still holds in this domain,
when applied on top of an user-based approach. It
is interesting that it can find a way to discover the
hidden factors that somehow explain the masters
marks distribution. We may conclude this, since
that with these comparisons we show that the pre-
dictions of the marks is more accurate in our SVD
marks matrix, than in a regular marks matrix of
a user-based approach. This means that we were
able to gain a small advantage by creating our pre-
dictions from an SVD-dimensional space.

5.2 Recommendation Analysis. In this experi-
ment we verify how our recommendation might af-
fect students’ masters average. As we are doing
an offline evaluation of our system, using histori-
dal data, we will do this by calculating the average
grade of the courses recommended that the students
‘followed’. Hence, we will only take into account the
courses grades where the course was one of the re-
commended by us for the testing student. To have a
comparison to our approach we used two baselines:

- **Best Marks**: Recommends the $N$ masters
courses where students have higher marks.

- **Most Popular**: Recommends the $N$ most fre-
quented courses in the training data.

From observation of table 1, we can see that the
average mark that students achieve with the rec-
ommendations of our approach is high, only be-
ing surpassed by our superior baseline Best Marks.
These results support our idea on the importance of
a small grade prediction error in order to produce
good quality recommendations.

<table>
<thead>
<tr>
<th>Best Marks</th>
<th>Most Popular</th>
<th>UB w/ SVD</th>
</tr>
</thead>
<tbody>
<tr>
<td>16,454</td>
<td>14,59</td>
<td>16,245</td>
</tr>
</tbody>
</table>

Figure 6: MAE on masters marks for our approach,
the defined baselines and the user-based approach

Figure 7: MAE comparison between our approach
and a pure gradient descent SVD
5.3 Student Modeling Analysis  In this section, we will evaluate our approach on how to solve the problem of estimating the missing values on the students’ bachelor information, so as to be able to produce the best recommendations. Once again, we will use MAE as our metric of evaluation. As we aim to use ASAP classifiers to estimate missing values on students bachelor profiles prior to recommendation, our worst-case scenario is the one where we have an incomplete student profile input to our recommendation process. With this said, it is natural to consider this scenario as one of our baselines. This way, we set up three different scenarios to have some initial insights. One is what we consider the regular scenario, where we have the complete target student data (from all three bachelor years). The other two are the ones where we are missing the data since the student’s second and third bachelor years, respectively. We defined other inferior baseline that fills missing bachelor’s marks with the average grade obtained by students on the bachelor’s course where the value is missing. Our ”superior” baseline, which constitutes our goal, is our proposed approach using the complete students’ profiles. The results in terms of prediction accuracy for the baselines and our regular approach can be seen in figures 8 and 9. How it was expected, it is possible to see that the master’s marks prediction accuracy increases with the amount of data used in the students’ profiles. We can also see that filling the missing values with the respective course average does not bring any particular benefit in student profiling as the accuracy is inline with our inferior baseline. With this, we can conclude that initializing the unknown marks with some naïve knowledge is no good to contest the lack on information. In fact, it may end in constituting a source of noise, which results in not improving the accuracy.

Other conclusion reached is that ASAP estimation is slightly more accurate than any baseline. However, the results cannot achieve our superior baseline that is the case where we have full data over students bachelor marks. In the two presented scenarios, the ASAP estimation is the one that presents best results, but it still holds a considerable distance to our perfect scenario. This may be due to the fact that these classifiers also have an error associated to their estimations, carrying the error of its estimations to our prediction process.

6. Conclusions

The urge to solve the problem of which masters courses are most suitable to each student led us to explore a set of recommendation techniques in order to predict all the possible masters courses marks. In particular, what we proposed was to use singular value decomposition on top of a user-based collaborative filtering approach. Hence, we have combined successful recommendations techniques with a novel mapping that looks to courses grades as the rating of the item. We can state that our approach gives a fresh look to course recommendation, since the historical approaches tried to recommendations based on the potential student interest on each course. We believe that our results were interesting, achieving a low MAE on the presented case study, and that open paths for future research. We also have shown an approach to try to estimate student data prior to the recommendation process, when the knowledge over the student is incomplete.

Despite our contribution in mapping a successful combination of recommendation techniques to the educational paradigm, we feel that we have only gave the first step into a topic that can be deeply explored. The marks that students achieve on their masters are not only related with their past academic achievements. A student’s performance is tied with motivation, interests, skills, working status, evaluation methods, their school teachers and staff, as well as any other kind of resources that
help them during their masters. Our suggestion is that future works try to relate these referred factors to the achieved marks by the students.
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