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Abstract—Nowadays, with the development in digital photography and the easiness of taking pictures, the amount of images, both in the Internet and in each person’s private collections, is significantly growing. Whenever we interact with our collection, for example, to search for an image of a specific event, the results displayed will always be the same. However, our emotional state is not always the same: sometimes we feel happy, and other times sad, therefore we are more receptive to some images than others. In the worst case, our mood can deteriorate, which, given the impact of the emotions in our daily life, will lead to a worse performance during cognitive tasks such as attention or problem-solving. Although it would be convenient to take advantage of the emotions that an image conveys, currently there is no way of knowing which emotions are associated with a given image.

In order to identify the emotions in an image, as well as if it transmits negative, positive or neutral feelings, we will use different information: Valence and Arousal, and the content of the image. Given the lack of annotated datasets (with emotional information), we will also provide a new one with the emotional content for each image.

Index Terms—emotion recognition, emotions in images, fuzzy logic, content-based image retrieval, emotion-based image retrieval

I. INTRODUCTION

Images are an increasingly important class of data, especially as computers become more usable, with greater memory and communication capacities [21]. Nowadays, with the development in digital photography and the increasing easiness of acquiring cameras and smartphones, taking pictures (and storing them) is a common task. With this massive growth in the amount of visual information available, the need to store and retrieve images in an efficient manner arises, leading to an increase of the importance of Content-based Image Retrieval (CBIR) systems [38]. However, these systems do not take into account high level features like human emotions associated with the images or the emotional state of the users.

To overcome this, a new technique, Emotion-based Image Retrieval (EBIR) was proposed in order to extend CBIR systems through the use of human emotions besides common features [45], [41].

We can interact with and explore image collections in many ways. One possibility is through their content, such as Color, Shape, Texture and Line, or through associated information such as tags, data or Global Positioning System (GPS) information. Every time we search for something, for example for images from a specific day or event, the images we receive will always be the same. However, our emotional state is not always the same: sometimes we are happy, and other times sad or depressed. Therefore we are more receptive to some images than others, depending of the emotions perceived from the image. In the worst case, these results will make us feel even worse, which, given the importance of the emotions in our daily life, will lead to a significantly negative performance during cognitive tasks such as attention, creativity, memory, decision-making, judgment, learning or problem-solving.

Although it seems interesting to take advantage of the emotions that an image transmits, for example, by using them to explore a collection of images, currently there is no way of knowing which emotions are associated with a given image. In order to identify the emotional content present in an image, i.e., the emotions that would be triggered when viewing the image, as well as the corresponding category of those emotions (Negative, Positive or Neutral), we will follow two approaches: one using Valence and Arousal information, and the other one using the content of the image.

In research areas that use visual stimuli, there are some datasets available in which each image has information about their Valence and Arousal ratings, and datasets related to facial expressions that are labeled with the corresponding emotions that each facial expression represents. More generally, an image has multiple kinds of information such as date and time, or even GPS data, but none of these are helpful for giving the user any information about the emotional content of the image itself or the impression it will make on a viewer. To achieve this, we developed two recognizers. The first one is based on the Valence and Arousal information associated to images, while the second one is based on the visual content of the images, such as color, shape or texture.

In order to provide a new dataset annotated with the emotional content of each image, we performed a study with different subjects. Besides the creation of the new dataset, we also collected important information about what users thought about the experience, and what influenced the way they felt during the visualization of an image.

This document is organized as follows: in section II, we describe the importance of emotions, as well as how they can be represented. Along with it, we detail the previous works in the recognition of emotions from images, how to identify the emotional state of a user, and some research areas where these two topics are combined: EBIR and Recommendation Systems (RecSys). We also describe the relationship between emotions and the different visual characteristics of an image. Finally, we present the datasets that we used in our work: International Affective Picture System (IAPS), Geneva Affective PictureE
expressions of an emotion, there are two types of models: the emotion: Joy, Surprise, Anger, Sadness, Disgust and Fear. and are used to define the facial expressions of an emotion: Joy, Surprise, Anger, Sadness, Disgust and Fear. configurations, that can be summarized as Action Unit (AU) large number of face muscles allow us to produce different attractiveness and age of a person, but also helps to identify the emotion that person is feeling. Underneath our skin, a large number of face muscles allow us to produce different configurations, that can be summarized as Action Unit (AU) and are used to define the facial expressions of an emotion: Joy, Surprise, Anger, Sadness, Disgust and Fear. To describe how humans perceive and classify facial expressions of an emotion, there are two types of models: the continuous and categorical. The continuous model explains how expressions of emotion can be seen at different intensities, whereas the categorical explains, among other findings, why the images in a morphing sequence between two emotions, like happiness and surprise, are perceived as either happy or surprise but not something in between. There have been developed models of the perception and classification of the six facial expressions of emotion. Initially, they used feature and shape-based algorithms, but, in the last two decades, appearance-based models have been used. CBIR is a technique that uses a set of image features, such as Color, Shape or Texture, to search for images in large databases. Color is the most extensively used visual content for image retrieval since it is the basic constituent of images. It is also the result of interpretation in the brain of the perception of light in the human eye. Research has shown that color is a good predictor for emotions in terms of saturation, brightness, and warmth and that the relationship between colors and human emotions has a strong influence on how we perceive our environment. The same happens for our perception of images, i.e, all of us are in some way emotionally affected when looking at a photograph or an image. Saturation indicates chromatic purity, i.e., corresponds to the intensity of a pixel color. The purer the primary colors the more striking the scenery is to viewers. Brightness corresponds to a subjective perception of the luminance in the pixel’s color. Regarding color temperature, warm colors tend to be associated with excitement and danger, while images dominated by cool colors tend to create cool, claming, and gloomy moods. Usually red is considered to be vibrant and exciting and is assumed to communicate happiness, dynamism, and power. Yellow is the most clear, cheerful, radiant and youthful color. Orange is the most dynamic color and resemble glory. The blue color is deep and may suggest gentleness, fairness, faithfulness, and virtue. Green should elicit calmness and relaxation. Purple sometimes communicates fear, while brown is associated with relaxing scenes. A sense of quietness and calmness can be conveyed by the use of complementary colors, while a sense of uneasiness can be evoked by the absence of contrasting hues and the presence of a single dominant color region. Since perception of emotion in color is influenced by biological, individual and cultural factors, mapping low-level color features to emotions is a complex task which theories about the use of colors, cognitive models and involve cultural and anthropological backgrounds must be considered. Given that colors can be used in different ways, we need effective methods to measure their occurrence in an image, such as Color Moments, Color Histogram, Fuzzy Histogram (for Dominant Colors), Color Correlogram, and the Number of Colors. Shape corresponds to an important criterion for matching objects based on their physical structure and profile. These features can represent the spacial information that is not represented by Texture or Color, and contains all the geometrical information of an object in the image. Growing...
evidence indicates that the underlying geometry of a visual image is an effective mechanism for conveying the affective meaning of a scene or object, even for very simple context-free geometric shapes. Objects containing non-representational images of sharp angles are less well liked. Abstract angular geometric patterns tend to be perceived as threatening, and circles and curvilinear forms are usually perceived as pleasant [25]. Usually, perceptual shape features are extracted through angles, lines and curves. The number of angles can be used to describe complexity. Regarding the lines, their directions can express different feelings. Strong vertical elements usually indicate high tensional states while horizontal ones are much more peaceful. Oblique lines could be associated with dynamism [13]. Lines with many different directions present chaos, confusion or action. The longer, thicker and more dominant the line, the stronger the induced psychological effect [30].

Texture is defined as all that is left after color and local shape have been considered. It is used to look for visual patterns, with properties of homogeneity that are not achieved by the presence of a single color, in images and how they are spatially defined. Texture similarity can be used to distinguishing between areas of images with similar color such as sky and sea. It is also important for emotional analysis of an image [13], and its use can change the way other features are perceived; for example, in the case of the emotion unpleasantness, the addition of texture changes the perception of the image’s colors [27]. In some situations, a great deal of detail gives a sense of reality to a scene, and less detail implies more smoothing moods [7]. The following texture features, Tamura [38], and Gabor Transform [38] are intended to capture the granularity and repetitive patterns of surfaces in an image.

Harmonious composition is essential in a work of art and useful to analyze an image’s character. In terms of composition, images with a simplistic composition and a well-focused center of interest are sometimes more pleasant than images with many different objects [20]. Nature scenes, such as forests or waterscapes, are strongly preferred when compared to urban scenes for population groups from different areas of the world [20]. The most popular and widely known Composition rule is the Rule of Thirds, that can be considered as a sloppy approximation to the ‘golden ratio’ (about 0.618) [20]. It states that the most important part of an image is not the center of the image but instead at the one third and two third lines (both horizontal and vertical), and their four intersections.

An important thing we need to keep in mind is that human perception of image similarity is subjective, semantic, and task-dependent. Besides that, each type of visual feature usually captures only one aspect of image property, and it is usually hard for the user to specify clearly how different aspects are combined. However, there is no single “best” feature that gives accurate results in any general setting, which means that, usually, a combination of features is needed to provide adequate retrieval results [38].

However, the low-level information used in CBIR systems does not sufficiently capture the semantic information that the user has in mind. In order to solve this, the EBIR systems could be used [22]. These systems are a subcategory of the CBIR that, besides the common features, also use emotions as a feature. The most of research in the area is focused on assigning image mood on the basis of eyes and lips arrangement, but colors, textures, composition and objects are also used to characterized the emotional content of an image, i.e., some expressive and perceptual features are extracted and then mapped into emotions. In some cases it was possible to identify whether a picture is gloomy or not, associate the visual content of an image to adjectives such as aggressive, elegant or calm, or pairs of emotions such as like-dislike or gaudy-plain. Besides the extraction of emotions from an image, there has been an increasing number of attempts to use emotions in different ways such as the increase of the quality of recommendation systems [43]. These systems help users find a small and relevant subset of multimedia items based on their preferences.

Several possibilities have been explored so far in order to induce emotional reactions, relying on different contexts. The most used method of emotion induction is through the presentation of emotionally salient material like pictures, audio or video, without explicitly asking for a personal contribution from the participant. If stimuli are relevant enough, an appraisal is automatically executed and will trigger reactions in other measurable components of emotion such as physiological responses, expressivity, action tendencies, and subjective feeling.

In the different areas of research based on visual stimulation, such as EBIR systems or psychological studies, reliable databases are important for the success of emotion induction. Regarding this, in 1997, the IAPS [24] database was introduced. It contains about 1182 images, and provides a set of normative emotional stimuli for experimental investigations of emotion and attention. Each picture of the database is plotted in terms of the mean Valence and Arousal rating. However, the extensive use of the same stimuli lowers the impact of the images since it increases the knowledge that participants have of the images. In order to increase the availability of visual emotion stimuli, in 2011, a new database called GAPED [8], was created. It contains 730 pictures, 121 representing positive emotions, 89 for the neutral emotions, and 520 for the negative emotions. Pictures were rated according to Valence, Arousal, and the congruence of the represented scene with internal (moral) and external (legal) norms. Even though research has shown that the IAPS is useful in the study of discrete emotions, the categorical structure of the IAPS has not been characterized thoroughly. In 2005, Mikels [33] collected descriptive emotional category data on subsets of the IAPS in an effort to identify images that elicit discrete emotions. This new dataset is composed of 238 images from IAPS: 133 negative and 187 positive, and was annotated with the following emotions: Amusement, Anger, Awe, Contentment, Disgust, Excitement, Fear, and Sadness.

In Table 1, it is possible to see that only GAPED and Mikels provide information about the category of an emotion, i.e.,...
negative, neutral or positive. Mikels also discriminates the emotions elicited by the images. IAPS does not provide any information about the emotional content of the images that compose the dataset, only V-A information.

<table>
<thead>
<tr>
<th></th>
<th>Total</th>
<th>Negative</th>
<th>Neutral</th>
<th>Positive</th>
<th>Emotions</th>
</tr>
</thead>
<tbody>
<tr>
<td>IAPS</td>
<td>1182</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
<td>No</td>
</tr>
<tr>
<td>GAPED</td>
<td>730</td>
<td>520</td>
<td>89</td>
<td>121</td>
<td>No</td>
</tr>
<tr>
<td>Mikels</td>
<td>330</td>
<td>133</td>
<td>N/A</td>
<td>187</td>
<td>Yes</td>
</tr>
</tbody>
</table>

**TABLE I**

Comparison between IAPS, GAPED and Mikels Datasets

Besides the IAPS and GAPED databases, in which each image was annotated with their Valence and Arousal ratings, there are other databases (typically related to facial expressions) that were labeled with the corresponding emotions, such as NimStim Face Stimulus Set [49], [50] Pictures of Facial Affect (POFA) [39], [40] or Karolinska Directed Emotional Faces (KDEF) [33].

It is possible to see that a lot of work has been done identifying the relationship between emotions and the different visual characteristics of an image, recognizing faces in images and analyzing the emotions that they transmit or even the new technique EBIR used to retrieve images based on emotion’s features. However, there is no system for automatically identify the emotional content present in an image.

### III. Fuzzy Logic Emotion Recognizer

We propose a recognizer to classify an image with the universal emotions present in it and the corresponding category (Negative, Neutral and Positive), based on their V-A ratings using Fuzzy Logic.

#### A. The Recognizer

In order to map V-A ratings into emotion labels, we used the Circumplex Model of Affect (CMA) [36] which states that all affective states arise from cognitive interpretations of core neural sensations that are the product of two independent neurophysiological systems: Valence and Arousal. It is important to mention that there are a lot of variations of this model with no consensus among them.

To build our dataset for training and testing our recognizer, we used Mikels dataset [39], [40], [33]. To our purposes, we have made two assumptions: 1) we assume that Amusement, Awe, Contentment and Excitement correspond to the basic emotion Happiness, and 2) besides each isolated emotion, we also consider classes of emotions that often occur together.

According to the assumptions made, our initial dataset is composed by 1 image of Anger, Disgust and Fear (ADF), 6 images of Anger, Disgust and Sadness (ADS), 1 image of Anger and Fear (AF), 1 image of Anger and Sadness (AS), 31 images of Disgust (D), 25 images of Disgust and Fear (DF), 11 images of Disgust and Sadness (DS), 12 images of Fear (F), 3 images of Fear and Sadness (FS), 114 images of Happiness (Ha), and finally, 43 images of Sadness (S). Given that we removed the classes of emotions with fewer samples (less than 5), the resulting dataset includes: ADS, D, DF, DS, F, Ha and S.

For each image in the dataset, we started by normalizing the V-A values (ranging between −0.5 and 0.5). Then, we divided the Cartesian Space, using these values, in order to define each class of emotions, and as we can see in Figure 1 there was a huge confusion among the different classes.

In order to reduce the existing confusion, and considering the Circumplex Model of Affect, we used the Polar Coordinate System to represent each image in terms of Angle (see Equation 1) and Radius (see Equation 2), each computed using the V-A. Angle was used to identify the class of emotion for each image belongs to, while Radius was used to help reduce emotion confusion between images with similar angles.

\[
\text{Angle}(\text{valence}, \text{arousal}) = \arctan\left(\frac{\text{arousal}}{\text{valence}}\right) \in [0^\circ, 360^\circ] \quad (1)
\]

\[
\text{Radius}(\text{valence}, \text{arousal}) = \sqrt{\text{valence}^2 + \text{arousal}^2} \in [0, \frac{\sqrt{2}}{2}] \quad (2)
\]

Even with the use of Angle and Radius to describe each image, it still exists confusing among the different classes of emotions, so instead of using rigid intervals we decided to used Fuzzy Set Theory to describe each class of emotions, as well as the categories. A fuzzy set corresponds to a class of objects with a continuum Degree of Membership (DOM), where each set is characterized by a membership function, usually denoted as \(\mu_A(x)\), which assigns to each object a DOM with a range between zero and one [46]. In our work we used the Product of Sigmoidal membership function (see Equation 3) and the Trapezoidal membership function (see Equation 4).

A sigmoidal function depends on two parameters: \(a\) and \(c\). The first one controls the slope, while the second is the center of the function. Depending on the sign of the parameter \(a\), the function is inherently open to the right or to the left. The
Product of Sigmoidal membership function is given by:

$$\text{psigm}(x : a_1, c_1, a_2, c_2) = \frac{1}{1 + e^{-a_1(x-c_1)}} \times \frac{1}{1 + e^{-a_2(x-c_2)}}$$

(3)

The trapezoidal curve depends on four scalar parameters $a$, $b$, $c$, and $d$ (see Equation 4). The parameters $a$ and $d$ locate the “feet” of the trapezoid and the parameters $b$ and $c$ locate the “shoulders”.

$$\text{trap}(x : a, b, c, d) = \max(\min(\frac{x-a}{b-a}, 1, \frac{d-x}{d-c}), 0)$$

(4)

Regarding the computation of the parameters for the membership functions, we started by using mean and stddev measures. In the case of the classes of emotions, for the Angle membership function, both measures were used for the slope parameters, i.e., $a_1$ and $a_2$. The parameters $c_1$ and $c_2$ correspond, respectively, to the lowest and highest value of the Angle for that subset of images. For the Radius membership function, $b$ is the minimum, and $c$ the maximum value of the Radius for that subset of images, while $a = b - c_1$ and $d = c + c_2$, with $c_1 = c_2 = 0.01$ (empirical value). In the case of the categories parameters, and since we used trapezoidal memberships for the Angles and the Radiuses, $b$ and $c$ parameters correspond to the lowest and highest value of the Angle/Radius for that subset of images; in the case of the parameters $a$ and $d$, the only difference are the $\epsilon$ values that vary according to each category. For all the classes of emotions, we removed the outliers, i.e., images with angles or radius that were distant from the angles or radius of the majority of the images for the corresponding class.

Although fuzzy sets are commonly defined using only one dimension, they can be complemented with the use of cylindrical extensions. Given this, we used a two-dimensional membership function that is the result of the composition of the two membership functions mentioned above. For each category, we used Trapezoidal membership function, both for angle and radius. In the case of the classes of emotions, we used the Product of Sigmoidal membership function for the angle and the Trapezoidal membership function for the radius. Each image was annotated with the degree of membership for each possible category and class of emotions, and were also associated to the image the two dominant categories and the two dominant classes of emotions.

In Figure 2 there is a global view of the membership functions of all the classes of emotions for Angle, being possible to see the existing confusion between each of the classes of emotions. There is clearly a differentiation between the positive emotion Happiness, ($[0^\circ, 95^\circ] \cup [300^\circ, 360^\circ]$) and the negative emotions ($[120^\circ, 280^\circ]$). However, there is a lot of confusion among the negative emotions, being the main confusions between DF and F, between D, DF, ADS and DS, and finally between ADS, DS and S.

In Figure 3 there is a global view of the confusion between emotions regarding Radius. In this case, and contrary to what happened in the case of Angle, there is no clear differentiation between negative and positive emotions. As we can see, there are no emotions in the proximity of the extremes (0 and 70), in fact the emotions are lying between 8 and 55. Almost all emotions are completely inside the D interval ($[10, 55]$). In some cases, such as F, which is completely inside DF, or S, which almost overlaps completely DF, the radius will not be particularly helpful. However, and considering the results for the angle, in the case of confusions between ADS, DS and S, the use of radius will be useful. So, the combination of the two attributes (Angle and Radius) allow us to better distinguish the emotions.

**B. Experimental Results**

For the proper evaluation of our model for the classes of emotions, and taking into account that “Clinicians and researchers have long noted the difficulty that people have in assessing, discerning, and describing their own emotions. This difficulty suggests that individuals do not experience, or recognize, emotions as isolated, discrete entities, but that they rather recognize emotions as ambiguous and overlapping experiences,” as stated in [36], we consider that a result is correct if the expected class of emotion is present (totally or partially) in the result label; if it is not present, we consider the class of emotion with the biggest DOM as a confusion. For example, if the expected class of emotion was D, we considered correct results ADS, DS, D, DF or any combination of one of those with a second class of emotion.
### IV. CONTENT-BASED EMOTION RECOGNIZER

There is a general agreement on the fact that humans can perceive all levels of image features, from the primitive/syntactic to the highly semantic ones [37], and also that artists have been exploring the formal elements of art, such as lines, space, mass, light or color to express emotions [10]. We assumed that emotional content is characterized by the image Coloss, Texture and Shape. In order to acquire as much information as possible about an image, we will use different features regarding Color, Texture, Shape, Composition, among others. As stated in [37], [16], low-level image features can be easily extracted using computer vision methods, however they are no match for the information a human observer perceives. After the identification of the features that can be used to describe an image in terms of their emotional content, we will train different classifiers in order to understand which ones are the best features to describe an image according to their category. We used the following descriptor vector features: AutoColorCorrelogram (ACC) [19], Color Histogram (CH) [38], Color Moments (CM) [9], Number of Different Colors (NDC) [10], Opponent Histogram (OH) [44], Perceptual Fuzzy Color Histogram (PFCH) [11], [22]. Perceptual Fuzzy Color Histogram with 3x3 Segmentation (PFCHS) [11], Reference Color Similarity (RCS) [23], Gabor (G) [32], Haralick (H) [17], Tamura (T) [42], Edge Histogram (EH) [3], Rule of Thirds (RT) [9], Color and Edge Directivity Descriptor (CEDD) [4], Fuzzy Color and Texture Histogram (FCTH) [6] and Joint Composite Descriptor (JCD) [5]. The majority of the features were extracted using gFeatureLib [14] and LIRE [28], [29], although PFCH, PFCHS, RT and NDC were implemented by us. Given this, we want to identify the combination of visual features that can match human perception as closely as possible regarding the positive or negative content of an image.

For the classification, we used Weka 3.7.11, a data mining software [15]. For the simple classifiers we used Naive Bayes (NB), Logistic (Log), John Platt’s sequential minimal optimization algorithm for training a support vector classifier (SMO), C4.5 Decision Tree (algorithm from Weka) (J48), Random Forest (RF), and K-nearest neighbours (IBk). In the case of meta classifiers, i.e., classifiers based on other classifiers, we used LogitBoost (LB), RandomSubSpace (RSS), and Bagging (Bag). For the combination of classifiers we used Vote with the Average combination rule. Although one of the good practices of machine learning is to use normalized data, in our tests we did not find any difference in the results, so we kept the features unnormalized. For testing and training, we used Mikels dataset [39], [40]. The Positive images are the ones with the Happiness label, while the Negative ones correspond to ADS (6), D (31), DF (20), DS (11), F (12) and S (43) labels. We separate the data into a training and test set using K-fold Cross Validation with K = 5 [30].

We started by analyzing a set of classifiers, in order to understand which one learned best the relation between features and the given category of emotion. For these preliminary tests, we used all the features, but without any combination between them, and we do not consider the time required to build the model. With the used classifiers, we achieved average recognition rates between 52.75% and 56.62%. However, after the observation of the results, we were not able to choose only one classifier. Based on these relations (for each feature), we studied the following combinations of classifiers (using Vote classifier):

- **V1**: Vote(SMO+NB+LB+Log+Bag)
- **V2**: Vote(SMO+NB+LB+RF+RSS)
- **V3**: Is similar to Vote 2 (V2), but with default configurations for the LB and RSS classifier
- **V4**: Vote(SMO+NB+LB)
- **V5**: Vote(SMO+NB+Log)
- **V6**: Vote(SMO+NB)

Considering the preliminary results, we performed more tests using different combinations of features inside each feature type (Color, Composition, Texture, Shape and Joint) using the six vote classifiers. We consider the following combinations as the best ones: CH+CM+NDC+RCS, CH+OH+RCS, CH+CM+NDC+RCS+H, CH+OH+RCS+CEDD, CH+PFCH+RCS+H, CH+PFCHS+RCS+RT+H+T, CH+RCS+H+FCTH+JCD, and CH+PFCHS+RCS+RT+H.
with recognition rates above 68.00% for V2, and 66.50% for Vote 4 (V4).

In order to confirm if our selected combinations really discriminate an image in terms of its emotional content, we also trained the two classifiers V2 and V4 using a new dataset with images from GAPED. For the first tests, we used 121 Negative images (31 from Animal, 30 from Human, 30 from Snake, and 30 from Spider, chosen randomly) and 121 Positive images. For the tests using Positive and Negative categories in which the best combinations were CH+OH+ RCS+CEDD (70.25%) for Positive category, and CH+PFCH+RCS+H (82.11%) for Negative, in both cases using classifier V4.

Given the results achieved until now, and in order to select the best classifier and combination of features for our final recognizer, we created a new dataset of 468 images selected from both Mikels dataset and GAPED dataset. From each one we selected 121 Negative and 113 Positive images, giving us a total of 242 Negative images and 226 Positive images. We divided the dataset with \( \frac{2}{3} \) for training (312 images), and the remaining for test (156 images). The best combination for the Negative category was OH+PFCHS+RCS+RT+H+T using classifier V4 (88.50%), while for the Positive it was CH+RCS+H+FCTH+JCD using classifier V2 (61.54%). For both the categories, and the one that we choose as the best overall combination was CH+CM+NDC+RCS that using classifier V2 achieved an average recognition rate of 72.44% (Negative: 87.18% and Positive: 57.69%).

Given that we performed all the tests using a small number of observations, and that in the majority of the tests the amount of features used for each image is considerably bigger than the number of observations, we consider the possibility of overfitting. Although we used cross-validation in all the tests we performed, which is helpful in reduce overfit in classifiers, we decided to verify if our final classifier suffers from overfitting. If our model was overfitting, when we use images for test that were not used to train the model, the classifier should perform considerably worst, however the recognition rates were similar as the ones using the training set. Additionally, we also tried reduce the number of features used, we also performed Principal Component Analysis (PCA), however the results achieved were that all the features used are important.

The recognizer uses a Vote classifier based on SMO, NB, LB, RF, and RSS, and is composed by CH, CM, NDC, and RCS features.

V. DATASET

In order to provide a new dataset annotated with the emotional content of each image, we performed a study with different subjects.

A. Image Selection

Concerning the creation of the dataset, we started by selecting the images, using the results of the recognizer developed in section III, from the IAPS, GAPED and Mikels datasets. From the first one we selected 86 images: 9 of A (Anger), ADS, D, DF, DS, F, Ha, Neutral (N), S and 5 of Surprise (Su). From GAPED we selected 76 images: 8 of A, ADS, D, DF, DS, F, Ha, N, S, and 4 of Su. Finally, from Mikels we selected 7 images: 1 for ADS, D, DF, DS, F, Ha and S. For each class of emotions, we selected images with the biggest DOM possible. The dataset contains multiple images with animals, such as snakes, spiders, dogs, sharks, horses, cats, tiger, among others. The remaining images include children, war scenarios, mutilation, poverty, diseases and death situations. It also include images from cirurgical procedures, as well as images of natural catastrophes, car accidents or fire.

For the experience, we divided the dataset into 4 subsets: DS0 to DS3. The first one contains 57 images, 20 from our subset of IAPS, 20 from our subset of GAPED, and all the images from our subset of Mikels. This dataset will be rated by all the participants. Dataset DS1 contains 40 images, while DS2 and DS3 contain 36 images each.

B. Description of the Experience

First, we started by explaining the purposes of the study and how it will be held. To ensure the willingness of the subject, regarding Negative images, we started by showing three images as examples of what can be expected. After that, the subject could decide to continue or not the study. If the subject decides to continue the study, s/he should fill the user’s questionnaire with his/her personal information (age, gender, etc.), as well as the classification of their current emotional state (categories and emotions).

There are 7 different blocks with nearly 14 images each. Images were presented in a random order, i.e., each user will have a different sequence of images. Each image was shown to the user during 5 seconds. After looking at the image, the user should evaluate his/her current emotional state, and rate the image according to each of the universal emotions using a 5-Likert scale. When the user fills all the requested information for that image, the Next button appears and s/he can move on to the next image. Although in other study users usually have a limited time to respond, we decided not to do it. This way we allowed the user to spend as much time as needed, without feeling pressured to respond or even stressed out. In order to relax and avoid user fatigue, we provided a 30 seconds interval during which only a black screen was displayed.

C. Pilot Tests

In order to verify and validate if our procedure has any error and also if it is completely clear to the subjects, we performed two preliminary tests with different subjects. The first one was a 27 year old man, that performed the test in Portuguese. The second subject was an 18 year old female, that also preferred to take the test in Portuguese. Regarding an image that was duplicated, none of the subjects had any doubt or detected any error in our application for collecting their emotional information. An interesting aspect of the performed tests was the sensitivity to the negative images. The first subject considered the majority of the images very violent, while the second one considered them almost neutral, and in some cases she enjoyed the negative content.
preliminary results demonstrated how subjective the emotional content of an image can be.

D. Results

We conducted 60 tests: 26 with females and 34 with males, with 70% of them belonging to the 18-29 age group. None of the users had participated in a study using IAPS or GAPED database. In fact, the overwhelming majority had no knowledge about these databases. Regarding their current emotional state, 31 participants classify it as Neutral, 25 as Positive, and only 4 as Negative. The majority of the participants were feeling moderately Happy or moderately Neutral, both with a Median of 3, in the beginning of the tests. Given the number of participants in our tests, each image of DS0 was rated by 60 participants, while each image of DS1, DS2 and DS3 was rated by 20 participants.

We compared the achieved results, concerning categories, between our dataset and the GAPED/Mikels datasets for each of the images of our dataset, in order to obtain the agreement between them. In the case of the images from Mikels dataset the agreement was 100% for the Positive image, where in the case of the Negative there is confusion between the Negative and Neutral categories. For the GAPED dataset we analyzed 76 images (33 Negative, 9 Positives, and 34 Neutral). For the Neutral and Positive categories the achieved agreement was 100% for each, while in the case of the Negative, similarly to what happens for Mikels dataset, there is confusion between the Negative and Neutral categories.

During each session, participants were encouraged to share their opinions/comments about the experience. More than 40% of participants indicated some type of difficulty in understanding the content of some of the images, leading to confusion about their feelings. The majority identified the lack of context as the main reason for this. For example, some users did not understand if an animal in front of a car will be hit by it or not. In this case there is confusion between feeling negative if the animal is hit, and neutral/positive otherwise. Besides this concrete example, one of these users explained that if he sees an image of a hideous act that is made based on religious fanaticism, he feels disgusted and angry, but if it is due to necessity (poverty, to get food, etc.) he only felt sadness.

Some of the users (2) indicated that there are too many emotions to rate. However, other users (8) suggest that there should be an option such as confusion or anxiety, because they consider that some images do not correspond to any of the available emotions. Moreover, another user considered that Happiness is not enough to discriminate the positive feelings of some images, such as cuteness. In the case of surprise, some users (5) claimed that it is subjective, difficult to understand and difficult to elicit from an image. There seem to be some exceptions to this, such as images with unexpected content like a lamp or stairs. However, two users considered surprise as one of the most common emotions in the beginning of the test, but that tends to disappear during the test. In the case of anger, two users explicitly indicated us that none of the images was able to trigger that emotion. In the case of the neutral emotion, and given the existence of the neutral category, four users did not comprehend the use of the emotion suggesting that a rate of “3” in all the other emotions will be equivalent to “feeling neutral”; one user suggested the use of indifference instead of neutral.

Regarding the personal taste of the users, some of them do not appreciate spiders (4), snakes (3) or aquatic animals (1), but some of them consider images with these animals beautiful because of the colors in them. However, the opposite is also true (some users appreciate snakes (4) or spiders (3)). Two users hate needles, one user hates hunting and another is afraid of “heights”, i.e, he reported that he felt fear from an image in which he thinks that should feel happy. In the contrary, two users identified that a specific image should be considered as “negative”, but since they enjoy the content in it (fire and cirurgical instruments), they felt positive and happy. Finally, one user also noticed that in a image with a couple in which the woman is pregnant, usually this scenario would be neutral to him, but as his sister is pregnant, he feels happy because he remembers his sister.

One of the users was particularly happy in the beginning of the test, and reported us he did not feel affected by the images. However, after viewing various negative images, he said that his emotional state was getting worse. In fact, more users (4) stated that sequential negative images, for example 3, negatively affects the emotional state more than, for example, one negative, one neutral, one negative. The same happens for a positive image, the user feels positive, but he is also influenced by the negative images, so he did not feel so happy as he “should”. However, two users justified that, given the extensive amount of sequential negative images, they tend to rate a positive image with a higher value. Finally, some users mentioned that the emotional content of the last image also interferes in the way they were feeling at that moment.

Concerning the design of the test, six users considered it very long, i.e., with too many images, and two other users suggested that should have been more positive images. A large number of users also reported that the test had too many images of snakes (18) or spiders (7). With so many images of snakes/spiders, the users (6) reported that they got used to them, and stopped feeling afraid or disgusted. To avoid this, some users (3) suggested the use of salamanders, grasshoppers, scorpions or maggots. In the case of the pause screen, seven users considered it very long. At least one user appreciated the pause screen, and suggested the use of a timer to indicate the time left for resting. Finally, some users (6) explained that it was complicated to analyse what they were feeling, given that it was very subjective, and also difficult to rate from 1 to 5; two of them gave the example that they would only give a rating of 5 in extreme cases, such as if they started crying or laughing out loud.

The existing comments as well as the reported inconsistencies represent a minority of participants (10%). The remaining participants did the experiment as it should be, and their responses were aligned with the emotions that were supposed to be transmitted by the images.
VI. Evaluation

Each image of the new dataset was classified by the two recognizers: FLER and CBER. Concerning the categories, each image was annotated with the dominant category using CBER and FLER; in the later each image was annotated with up to two dominant categories. In the case of the emotions, only FLER was used to annotate the image with the most dominant emotions.

A. Fuzzy Logic Emotion Recognizer

From our dataset we used 21 Positive, 67 Neutral and 81 Negative images. In the case of the Negative category, the achieved recognition rate was 100%, while in the Positive category, it achieved almost 86%. For the Neutral category, the achieved results was considerably worst (only 28%). When we compared these results with the ones achieved using only GAPED dataset the Negative and Positive categories achieved good results, but the Neutral category achieved a poor result; it decreases from almost 99% to 28%. This result can be explained by the lack of agreement between the results from our users and the previous classification of the images from the GAPED dataset, as well as the existing confusion between Negative and Neutral category for the GAPED.

Concerning the classification in terms of the emotions that an image conveys, we considered that a given emotion is present in the image if the median of the values assigned by users to that emotion was \( \geq 2.0 \). Considering this, from the 169 images that compose our dataset, almost 23% did not have any emotion associated. From the 131 images with emotions associated, there were no images with the emotions Anger or Surprise. For the remaining Negative emotions, we had 18 images of Sadness, 8 of Fear, and 5 images associated with Disgust. In the case of Happiness there were 17 images, while for Neutral we had 36. In the case of combinations of emotions in the same image, we had: DS (8), AS (7), HaN (4), DF(3), FSu (2), NS (2), AD (1), AF (1), DSu (1), FS (1), ADS (7), AFs (3), ADF(2), DFN (1), DFSu (1), FHaN (1), HaNSu (1), and ADSSu (1).

To check if the emotion identified by our recognizer was correct, we assumed that a result is considered correct, if at least one of the emotions for our dataset is present in the emotions identified by the recognizer. For example if an image has the emotions ADS from the dataset, all the following emotions, from the recognizer, will be considered correct: A, D, S, AD, AS, or DS. Given this, our FLER achieved a success rate of 68.70%.

B. Content-Based Emotion Recognizer

For this evaluation, and given that CBER only classifies an image in terms of being Negative or Positive, we did not consider the Neutral images of our dataset; therefore we used 21 Positive and 81 Negative images. For the negative category, we achieved a classification rate of 76.54%, and of 52.38% to the positive category. If we compare these results with the ones obtained earlier, in both cases there was a decrease in the recognition rates. Although this can be justified by the use of only one category, for each image, given that even across our users, in many cases and for different reasons, there is no consensus about which feeling each image transmits.

VII. Main Results and Contributions

With the completion of this work, we achieved the following results:

- A Fuzzy recognizer with a classification rate of 100% in the case of categories and 91.56% in the case of emotions, for Mikels dataset [33]; with the GAPED we achieved an average classification rate of 95.59% for the categories. Using our dataset, we achieved a success rate of 68.70% for emotions. In the case of categories, we achieved 100% for Negative category, 88% for the Positive and 28% for the Neutral.
- A recognizer based on the content of the images, that has a recognition rate of 87.18% for the Negative category, and 57.69% for the Positive, using a dataset of images selected both from IAPS and from GAPED datasets. Using our dataset, we achieved a recognition rate of 76.54% for the Negative category and 53.28% for the Positive.
- A new dataset of 169 images from IAPS and GAPED annotated with the dominant categories and emotions, according to what people felt while viewing each image.

VIII. Conclusions and Future Work

Although there is a lot of work done in understanding the content of an image, the majority of this work did not specifically focus on the emotions or categories that an image conveys. With our work we provided two recognizers of the emotional content of an image: categories and emotions, using the Valence and Arousal information from the image, or the visual content of the image. This allow us to increase the number of images annotated with their emotions without the need of manual classification, reducing both the subjectivity of the classification and the extensive use of the same stimuli.

From the experimental evaluation of the developed recognizers, we can establish new guidelines for the work to be done in the future. Concerning FLER, we used a the distribution of the images, according to each class of emotion, that is not balanced, and in the majority of the cases, there are a small number of images of each. Given this, we consider important to use more annotated images to adjust the Fuzzy Sets for each class of emotions, and consequently the Fuzzy Sets for each of the categories.

Considering the results obtained throughout this work in the case of the categories, the next possible step is to join the two recognizers into one. If a particular image, provided as input to the “new” recognizer has information about their Valence and Arousal values, a weighting system should be use between the values of DOM (assigned by FLER) and the estimated probability (assigned by the CBER) in order to classify the image. Otherwise, it should be used only CBER classification. Further, we suggest to complement the new dataset with data collected using an Brain-Computer Interfaces (BCI) device.
(e.g., Emotiv). This way, each image will have the emotion felt, and the emotion reported by the users.
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