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Abstract—In these days technology is present everywhere, such as in our homes or in our jobs. This presence of technology in our lives can bring some important advantages because the devices can start doing tasks that in the past only humans could do. The devices gain these new characteristics when they become connected to the Internet. This leads to the birth of a new paradigm named Internet of Things. With Internet of Things the devices have access to more information and with it they can make better decisions. With the progress made in the communication between the Internet objects, another paradigm called Wireless Sensor Network emerged. The Wireless Sensor Network is composed by small sensing nodes which perform the acquisition, collection and analysis of data. However, the Wireless Sensor Network has some problems such as energetic consumption and CPU load. The almost infinite capability of storage, the large processing speeds and the rapid elasticity makes Cloud Computing a very good solution to these problems. This work proposes a middleware that seamlessly integrates sensors and actuators on multiple platforms, to efficiently manage the resources of the devices and achieve efficient communication with various platforms (cloud, mobile). The goal is to allow the flow of execution to be transferred between the device and the platform under certain conditions.
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I. INTRODUCTION

The revolution that has occurred in the past years in sensor and actuator technology is making much easier to build Wireless Sensor and Actuator Networks (WSAN). This WSAN consists in a set of nodes (sensors and actuators) that cooperate among them to achieve the goal of collecting data and make some decisions based on collected data. Autonomous network nodes either have a short range, or their computation power is weak. But when used collectively they are effective over large areas offering higher computational power.

Nowadays WSAN have a more pronounced growth, and it is not unreasonable to expect that in a few years our lives become dependent of WSAN in certain areas such as environmental, medical, transportation entertainment and city management. Although there has been an evolution of the nodes in WSAN these continue to have limited battery, limited computational power, etc. And with these problems the network node can crash due to lack of sufficient resources, and this may lead to jeopardize the smooth operation of the infrastructure. So, in such cases sensor and actuator networks cannot operate as stand-alone networks.

But there must be an efficient way for the captured data to be stored and manipulated. Cloud computing may offer attractive solutions for these issues. Indeed, it allows the reduction of the initial costs associated with the computational infrastructure. Another relevant aspect is that the cloud computing resources are easily and automatically adjustable according to the real infrastructure needs. This way, the computational resources are easily scalable following the growth of the infrastructure. Another important point is related with the fact that the customer only pays for the cloud resources that he actually used, therefore he does not have the problem of paying for resources that were not used. But the most important aspect to this work is that the cloud computing ensures unlimited battery, unlimited storage, unlimited computational power due to its immense of resources.

Now that a possible solution to the problem has been found, is necessary to find a way to know when the node of WSAN does not have the capability to perform some operation, and how to communicate in a transparent manner using the cloud infrastructure. To solve these issues efficiently it is necessary a mediator that manages the resources of the nodes of WSAN efficiently and communicates transparently to users with various platforms. We can call this mediator a middleware.

II. RELATED WORK

This section presents and discusses some interesting related work to the Middleware for Wireless Sensor and Actuator Networks. It is necessary to have in mind that robots can be considered a WSAN with extended functionalities. The related work that is going to be described hereafter does not satisfy completely our requirements.

A. ROS

Robot operating System [1] is an open source operating system for robots that was designed to achieve a specific set of challenges taking into account the goal for developing large-scale service robots. The philosophical goals of ROS are: Peer to Peer, Tools-based, Multi-lingual, Thin and Free and open source. These philosophical goals influence the design and implementation of ROS, as described hereafter.

a) Peer to Peer: ROS system consists in a number of different hosts connected at runtime in a peer to peer topology. Peer to Peer connectivity combined with buffering or “fanout” software modules is used to avoid unnecessary traffic flowing across the wireless link that occurs in central server.
b) Multi lingual: because many people have their preferred programming language. For these reasons ROS supports four languages C++, Python, Octave and LISP.

c) Tools-based: ROS has a microkernel instead of a monolithic development and runtime environment. In this microkernel a large number of small tools are used to build and run ROS components.

d) Thin Most: drivers and algorithms could be used in other projects, but some code has become so entangled with the middleware that it is difficult to extract. To solve this problem ROS encourage all drivers and algorithm developers to write standalone libraries without dependencies on ROS. This is achieved by placing virtually all complexity in libraries and only creating small executables.

The fundamental concepts of ROS implementation are: node, messages, topics, and services. Nodes are processes that perform computation. ROS is typically comprised of many nodes. The nodes communicate with each other by passing messages. A message is a typed data structure and can be composed of other messages and array of other messages. A node sends a message by publishing it to a given topic. A node that is interested in a specific date will subscribe. In general publishers and subscribers are not aware of each other. Publish-subscribe mode is a flexible communication paradigm but broadcast routing scheme is not appropriate for synchronous transactions. To treat this issue ROS has services. A service is composed by name and a pair of messages: one for the request and the other for the response.

B. Player/Stage

Player/Stage system is a middleware platform for mobile robotics applications that guarantees an infrastructure, drives and algorithms [3] [4]. The main features of this middleware are the platform-programming language, transport protocol-independence, open source, and modularity.

Main components of this middleware are the player and the stage. The component player is a device repository server where we can find robots sensors and actuators. Each one of these devices have an interface and a driver. The interface is used by the client of this middleware to obtain information collect by the sensor to control the actuator.

The algorithms implemented by the drivers can receive data from other devices, process the received data and then send it back. Other thing the drivers can do is to create arbitrary data when needed. The other component (stage) is a graphical simulator that models devices in a user defined environment.

This system has an architecture with three tiers. In the first tier the clients are software developers for specific robot application. The player which provides common interfaces for different robots and device are the second tier. The third tier is the robots, sensors, and actuators.

Different programming languages like C,C++, Java, and Python are used to access services. Client side libraries are in form of proxy objects. Clients can connect to the Player platform to access data, send commands, or request configuration changes to an existing device in the repository.

C. MARIE (Mobile and Autonomous Robotics Integration Environment)

Integration Environment is a middleware that was made for developing and integrating new and legacy robotic software [5]. MARIE is a flexible middleware, which allows sharing among developers, reuse of code and integration of different robotic software.

The main characteristics of MARIE are interoperability and reusability of robotic application components.

The architecture of the MARIE middleware is divided in three layers which are the following: Core, Component and Application. The core layer is where we can find the services for communication, low-level operating functions and finally the distributed computing functions.

The second layer (component) is the layer that is used to add components that are going to be constantly used by services and to support domain specific concepts.

Finally the application layer has some services and tools that are going to be very useful to build and manage the integrated application. One of the most important aspects of this middleware is its flexibility. This is visible for the middleware to provide some services that allow the adaptation of different communication protocols and applications.

MARIE uses the Adaptive Communication Environment (ACE) communication framework. This framework allows a variety of software components to connect to MARIE using a centralized component. Apart from the centralized component, there exists four functional components that are: application adapters, communication adapters, communication managers, and application managers. The application adapter behaves as proxy between the central component and the application. The goal of communication adapters is to translate the data exchange between application adapters. The connections are created and managed by the communication managers. Finally, application managers instantiate and manage components locally or across distributed processing nodes. MARIE also provides mediator interoperability layers among adapters and managers.

D. RoboEarth Cloud Engine (Rapyuta)

Rapyuta is cloud robotic platform for robots that implements a platform as a Service (PaaS) framework [2]. This framework is open source and is built upon a clone based model.

This clone based model provides secured customizable computing environment (clone) in the cloud. This way the robots can receive help in heavy computation. The robots connect to the Rapyuta and can start the computing environment by their own initiative, launch any computational node uploaded by the developer, and communicate with the launched nodes using the WebSockets protocol. The use of WebSockets protocol provides a full duplex communication channel between the robot and the cloud with predefined messages. The computing environments that are started by the robots have high bandwidth connection to the RoboEarth repository. Thus, the robots are allowed to process their data inside the computational environment in the cloud without the
downloading and local processing. Another aspect of this platform is that the computing environments are interconnected with each other.

The architecture of Rapyuta consists mainly of four elements: the computing environment, the communication protocols, the core tasks and the command data structure. The computing environments are built with Linux Containers. These containers provide isolation of processes and system resources within a single host, and they allow the applications to run at native speed because they do not emulate hardware. Linux containers allow easy configuration of disk, memory limits, I/O rate limits and Central processing unit (CPU) quotas. Thus it is possible to enable one environment to be scaled up to fit the biggest machine instance of the IaaS provider or scaled down to just relay data to the Hadoop backend.

The computing environment has to run any process that is a ROS node. All processes within a single environment communicate between them using ROS interprocess communication. The communication protocols of Rapyuta are divided in three parts: internal communication protocol external communication protocol and the communication between the Rapyuta and the applications that are running inside the Linux container. The internal communication protocol is the protocol that covers all the communication between the processes of Rapyuta. The external module has the goal to define the data sent between the physical robot and the cloud. The core task has four task sets: master, robot, environment and container. The master is the task controller that monitors and maintains the data command structure. The robot is defined by the capabilities necessary to communicate with the computing environment. Finally the container is defined by the capabilities necessary to start/stop computing environment.

Finally Rapyuta is organized in a centralized command data structure with four components. The network is the most complex of the four. These components are used to organize the communication protocols and to provide abstraction to all platform. The next component is the user that is the group of humans that has one or more robots that are going to be connected to the cloud. The authentication of these robots is made by API key that is unique to each user. To manage the robots that are running in the computing environment, there exists the loadBalancer. Finally the distributor has the functionality to distribute incoming connections from robots over the available robots.

All the mentioned middleware solves problems that this work also tries to solve such as: flexibility (MARIE), code reuse, modularity (ROS) and even share information with other devices (player/stage). However, some of these middleware are constrained by the limited capacity of the device (actuators sensors robots) where they are executed. As is the case of the player/Stage middleware that solves some problems that our proposed solution tries to solve, but brings other problems, like when one device sends some data to other device and the device that receives the information does not have the capabilities to run at the moment or even never. This way the device will perform the action even if he has no capacity for such.

Contrary to the other middleware, Rapyuta middleware can solve the problem inherent to the limitations of the hardware by running some algorithms on the cloud platform. But in this the middleware does not exists an algorithm that decides when is necessary to run some code in the cloud or in device (robot, actuator sensor).

III. Solution

This section introduces the distribution of modules over system components and communication architecture.

It is followed by the discussion of system modules. This discussion elaborates on the techniques used to make the system objectives possible.

A. System Components

The system consists in two separate physical components: devices running applications (for example clients) and the cloud that makes data processing and saves data (for example server)(see Fig. 1). The different logic is distributed among them. There are four types of communication between these two components through the protocols TCP, UDP, SSH and HTTP REST. There is also a publish subscribe model for internal communications in the device. Many of the messages exchanged by these protocols trigger events in system components.

Device: Devices are equipments (example cell phones, tablets, and computers) that have a minimum capacity to be able to run applications. Compared to other hardware components, they have limitations such as limited memory and limited battery. Inside of these limited devices there are running applications that were developed by programmers. It is inside of these applications that the management model and cloud client side model are going to be run (see Fig. 1) if the application programmers do not want the hardware components to reach exhaustion because of exhaustive work, ensuring that their application to have a longer life.

Cloud: It is an open and flexible cloud platform that enables to rapidly create, deploy and manage applications. And uses the Platform as a Service model. The main goal of this component is to give to the applications that are running in devices under limiting constraints, more processing power and memory, allowing the device components not to be pushed to the limit.
The cloud server side model runs in this component (see Fig. 1).

B. Manager Module

The management model aims to determine the state of certain hardware components, as well as the state of the Internet connection (depends on how the application programmer defines a good connection or bad connection). The hardware components that will be monitored are the battery, the CPU and the memory. The application programmer defines each component’s critical state on a configuration file, before the middleware starts to be used. When one of these components is equal or superior to the critical value and Internet connection is good (the definition of a good Internet connection state is also defined by the application programmer) a certain execution will no longer be run on the device and starts to be executed in the cloud.

Fig. 2 shows the state machine of the management model.

The management model is initialized in the "Middleware" state when the "Application" state sends a command to "start the management middleware" (initialization class monitor). The “Middleware” state contains the conditions for the components to be monitored. These conditions are updated by the state "Monitoring" through a shared queue between the two states.

The "Monitoring" status is initialized when the "Middleware" state receives the command to initialize the management middleware. These conditions are updated by the state "Monitoring" through a shared queue between the two states.

The "Monitoring" status is initialized when the "Middleware" state receives the command to initialize the management middleware. This state is always checking the conditions of the Wi-Fi signal quality and the conditions of the battery, CPU and memory, through calls to device hardware that runs the application (example robots and actuators) and is integrated with the middleware. The values obtained are compared with the critical values stipulated by the application programmer. The CPU test load is a little bit different from the other tests because it only sends a notification if the read values were three times superior to the critical value. This option avoids reactions to sporadic peaks. If the signal quality of the wireless network is below the critical status (and hence running with enough resources on the device, so that no action is needed) stipulated earlier by the application programmer. This way the programmer’s application can continue to run without any changes, and no event is initiated. This moment is depicted in the state machine through the transition between the "Application" state and "Function" state. The transition between the "Application" state and the "Do Something" state represents the situation where the response sent by the "Application" state is equal to "True". When the answer is equal to "True" it means that the conditions of the component exceed the critical value. In these cases the application programmer has the freedom to choose which action to take after receiving the message. One possible option can be to use the services that a cloud platform provides. For example performing a certain action on a machine provided by the cloud platform. This way some load is removed on the application and on the device that is running the application, and some resources are released (for instance, making available more memory).

C. Cloud Module

The cloud module has the goal of reducing the load on the hardware components. This cloud module is divided into two sub modules: the cloud client and the cloud server. In the following paragraphs both modules will be described. The cloud module state machine is shown in Fig. 3.

The cloud server side model runs in this component (see Fig. 1).
D. Cloud Client Side

The Cloud Client Side module depicts the communication between the application and the cloud. This communication is initialized when the programmer application makes an initial call to the middleware. This boot is portrayed in the connections between the "Application" state and "Reading Socket" state and between the "Application" state and the "Cloud" state. The first step is to boot the server in the cloud via an SSHA command. This way it is possible to execute a command remotely. Secondly the TCP socket and the UDP socket from the client side are created. Lastly are also configured the access settings of POST and GET commands of HTTP REST protocol. When the application programmer intends to perform an upload of information in the cloud or download information a POST or GET command to cloud is sent.

The response of the cloud can be one of these four options: either it is a confirmation that the information was successfully saved, or there was an error while performing the operation of storage of information, or the information requested by the GET command, or message for some reason was not been possible to obtain the information requested. This communication is represented in the transitions between the states "Application", "Upload / Download" and "Cloud".

In the case of UDP / TCP connections between application and cloud there are two types of connection: the blocking call and the non-blocking call. A blocking call is portrayed through the linking between the states "Application", "Blocking Sending", "Cloud", "Function” and "Reading Socket". In this connection a message is sent to the cloud with the following information: the function name and the arguments that the function needs executed. After the message is sent the state "Blocking Socket" enters a blocking state and waits for the result of the function that is going to be executed in the cloud. This result will be delivered by the state "Reading Socket."

In the non-blocking connection a message equal to the blocking connection is sent. But in this case the state does not stays blocked after the message is sent, the program continues to run and when the response is returned by the cloud it is saved in the device memory until the program needs the response. The states involved in this connection are "Application", "Sending", "Cloud", "Function” and "Reading Socket.” The state "Reading Socket” after being initialized enters in block mode waiting for new entries in the socket that arrive from the state "Cloud”. When there is a new message on the socket this will be processed in two ways depending on the information of one of the fields of the message. If this field is "True" the message is from a blocking function and the result of the function is sent to the state "Sending Blocking”. In the case of field is "False” the function name and the function result will be stored in the device memory until the program needs the result of this function.

E. Cloud Server Side

This module depicts the communication between the cloud and the application. The component is initialized when the machine where the application server is running receives a SSH connection with the start command. The state "Cloud” after his startup gets locked waiting to receive messages from the client. To ensure greater efficiency in real-time situation that uses a TCP connection this state contains a mechanism that drops packets. This mechanism aims to solve a possible problem that can occur when the speed of transmission of packets is much higher than the packet reading speed. This can bring an undesirable delay to the application programmer that is using the middleware. Because of that the mechanism is based on the idea that if a new packet arrives and a previous packet was not yet read, the oldest packet is discarded and replaced by the new packet, as this new packet is much more recent than the last. Upon receipt of the message and its decoding it is possible to identify the name of the function intended to be performed and which are its arguments. Knowing what is the name of the function to be performed it is possible to go from state "Cloud" to "Function” state. The "Function” state consists in the execution of the functions that were chosen by the application programmer to be in the cloud. At the end of the execution of a function a message is sent to the client (state "Reading Socket) with the function name, with the function result and a small information for the state "Reading Socket" can identify if the response is to the blocking function or to the non-blocking function. The sending of the message is portrayed by the link between the "Cloud” state and "Reading Socket” state.

In Fig. 4 it is possible to see in more detail the messages exchanged between the following components: the application, middleware and the cloud.

In Fig. 4 the "start” section represents the commands sent to initialize the middleware and cloud. The section "Monitoring" represents the messages sent between the application and the middleware to verify the states of the components: battery, CPU load, memory and Wi-Fi signal quality. The following section represents the messages exchanged to do an upload or
download of information between application and the cloud and the remaining represent the messages that are sent to achieve the distribution of execution flows, differing on the existence of blocking, waiting for a reply and a non-blocking state.

F. Flexibility

To allow the middleware to be as flexible as possible, and simultaneously guaranteeing that it was not necessary to create a solution for every type of language, the following tools were used: IKVM and jython.

IKVM [1] is Open Source software that allows to directly run compiled Java code in C Sharp, transforming a jar in a dll. The IKVM has the following components: a Java Virtual Machine (JVM) implemented in .NET, implementation of Java libraries in .NET, a tool that translates Java byte code to IL. NET, and tools that enable interoperability between Java and .NET. Jython [7] [9] is the successor of JPython and is an implementation of the Python programming language in Java. The Jython programs can import and use any Java class, with the exception of some standard modules. Furthermore Jython includes almost all modules of the standard Python distribution, with only some of the modules originally implemented in C.

Using these two tools, the middleware becomes more flexible because the core of the middleware can be executed on C Sharp and Python.

IV. EXPERIMENTAL RESULTS ASSESSMENT

The objectives of the result assessment is the validation of the implementation, and the determination of adequate system improvements. For achieving these goals, several metrics were firstly defined. This chapter is divided into areas of analysis consisting of sets of testing experiments that cover different analysis aspects. Results are gathered through the execution of a number of experiments that were defined for each area. These results are stored, taking into account the expected value and standard deviation for the set of samples of the targeted metrics. In the end, results analysis are presented in a chart format, so that their interpretation is clearer to the reader. The general assessment methodology focuses on testing, and if possible validating, the different parts of the system individually, and then progressively integrating more complexity. The detailed experimental methodology is described under each test area subsection.

A. Metrics

The following metrics were used to evaluate the potential gains that may be brought by the solution:

- Energy consumed when running the application alone
- Energy consumed when the middleware is integrated with the application
- Time that takes to perform a function in the device
- Time that takes to perform a function when the middleware is integrated
- Delay times when exists migration of execution flow to the cloud platform
- CPU load when application runs stand-alone
- CPU load when running with the help of the cloud.

B. Scenario of Tests

To test the middleware in the worst conditions that an application may be subject an application that makes video processing was chosen. This choice was due to the fact that this kind of applications need a huge CPU load, spending a lot of battery, and requiring rapid responses. The first test scenario consists on the integration of the developed middleware with an Android application (which was being developed in YDreams Robotics). This Android application uses the Computer Vision Library (OpenCV) to do face detection, as well as face tracking after the detection. As this is an application that makes a lot of image processing, it turns out to be a fairly heavy application in terms of CPU processing power, battery consumption and generated traffic. Thus, the device performance gets worse over time. This test intends to

- Check what is the percentage of spent battery
- What are the CPU loads during the application execution
- If the inclusion of middleware brings some significant delays to the application that uses it

In this scenario one BQ tablet with the Android operating system was used, and one virtual machine with one core and 1.75GB of Random-access memory (RAM) for the Microsoft’s Cloud Platform.

C. Analysis of Energy Consumed

This application underwent two experimental test setups to check percentage values for the battery energy spent during the execution of the application described above. These experiments lasted 40 minutes and were repeated 5 times. The first experimental setup set the baseline, where the application that detects and tracks the human face was the only one running on the Android operating system and without any interference from the middleware. The second experimental setup consisted of the same application but integrated with the middleware, being part of the algorithm implemented in the cloud. In the graphs of Fig. [3] and Fig. [6] it can be observed that there were no gains with the transferring of certain application execution flows to the cloud. In both figures and in Table [1] it is possible to see that the results are better when the middleware is not integrated. Although these are almost irrelevant because the difference between the obtained values with the presence of middleware and the values without the presence of the middleware never exceed the 8%. The fact that does not exists any gains in relation to the percentage of battery energy spent with the integration of middleware may be due to excessive use of the camera as it is a hardware component that consumes a lot of battery. But this fact does not explain everything because the test that is conducted without the presence of the middleware also used this component extensively. Another aspect that may have influenced the results to be different from what was expected (the battery values being lower with
the presence of the middleware) is the constant access to the wireless network because after the connection is made with the cloud, this connection will only be closed when the application is turned off or the application programmer specifies an order of termination of the connection. And this constant access consumes some battery [6] [8].

Fig. 5. Energy Consumed without using the cloud

Fig. 6. Energy Consumed using the cloud

Table I

<table>
<thead>
<tr>
<th>Experimental setup</th>
<th>Without Cloud</th>
<th>With Cloud</th>
</tr>
</thead>
<tbody>
<tr>
<td>Average working battery charge (battery at the end of experiment)</td>
<td>73.6%</td>
<td>66.4%</td>
</tr>
<tr>
<td></td>
<td>2.70</td>
<td>3.04</td>
</tr>
<tr>
<td>Average of the battery charge spent by the five tests</td>
<td>25.2%</td>
<td>32.6%</td>
</tr>
<tr>
<td></td>
<td>3.11</td>
<td>3.04</td>
</tr>
</tbody>
</table>

D. Analysis of CPU Load

To check whether there are advantages in using this middleware in relation to the CPU load, the "Face Detect/Tracking" application was subjected to the following testing experiments (these tests lasted 20 minutes and were repeated five times):

- In the first experimental setup the application that detects and tracks the human face was the only one running on the Android operating system and without any interference from the middleware.
- The second experimental setup consisted of the same application but integrated with the middleware. The application only sends messages composed by pictures frames from the camera and sends these to the cloud with the analysis of the picture frames made in the cloud.

From figures [4] [7] and [8] it is possible to notice that there was a significant gain with the migration of the detection and tracking algorithms to the cloud. This increase is explained by the fact that the heavier work is being done in the cloud, which alleviates the processing in the device’s CPU that is running the application, as it only needs to get the frames and sending them. By reducing the CPU load, the lifetime of the battery should increase. As previously explained, this was not the case due to other factors, such as more battery energy required for wireless communications.

Fig. 7. CPU Load without the presence of the middleware

Fig. 8. CPU load with the usage of the middleware

The image processing algorithms requires a lot of CPU to be executed. This situation may preclude those others applications that should run properly (may enter a blocking state) while the image processing applications are also running. The same also happens with image processing application that ceases to have the CPU just for itself, competing for resources such as CPU.
processing time, and this competition may create difficulties to its execution, reducing the framerate, for example less frames per second for the analysis. In order to prove that the utilization of the developed middleware is a good solution to solve this competition problem for limited resources, the following test scenarios were performed: checking the CPU status when an exhaustively analysis of 100 frames is made, and checking the time consumed

- when the analysis is done on the BQ tablet
- when it is done in the cloud.

Through the observation of Table III and Fig. 9 one can verify that when the processing is made in the tablet, the CPU load reaches saturation values. On the other hand, the usage of cloud processing originates a significantly lower CPU load at the tablet.

![Fig. 9. Load in exhaustive case of heavy consumption of CPU computational resources by applications](image)

It can be concluded that the integration of the middleware is beneficial when we want to run reliably more than one application on a device of limited resources, because with the transferring of execution flows to the cloud much of the processing is done outside the device thus freeing some of the CPU load, so that other device applications can also be executed.

**E. Analysis of Time spent**

The time delay that can exist to perform certain execution flows in the cloud is addressed hereafter.

As expected the integration of the middleware brought some delay to the execution of the application and this delay may increase when the message size increases.

After the execution of the test (Tables IV and V) it was observed that there is a significant delay when the algorithm is executed in the device. This longer delay is explained by the the network conditions where not being the best in terms of quality. But the factor that most impacts this delay is the utilization of the TCP communication between the application and cloud. Although this means of communication is quite reliable because none of the sent messages is lost, it can also bring much delay because when there is any error in the network the lost message segments will be sent again until message reaches its destination, thereby translating into an extra delay when sending the message. Even with the implementation of a mechanism to discard messages, these are only discarded when the message is fully received.

In this test it can also be verify the occurrence of high standard deviation values. This is due to image variations in terms of complexity, since image complexity can cause the increase or decrease of the algorithm execution time.

**V. CONCLUSIONS**

Recent technological advances have presented new concepts applied to the various economic sectors of our society. WSN and M2M are emerging concepts in areas of growing interest. Indeed, the idea of monitoring several types of parameters in various environments has been motivating significant research works in these areas. Concerning some challenges presented
by WSN’s deployments, Cloud Computing platforms are a prominent element that can respond in a more efficient and powerful way to such issues. This thesis proposes a middleware whose major goal is to solve the problem of lack of resources in devices such as limited memory and battery, with the help of cloud platforms. The proposed architecture’s most important models are the management and cloud models. The management model aims to monitor the most problematic hardware components and communicate whenever some of these components are in a critical condition. The cloud uses two sub modules. One is cloud client module and this module communicates with the management module and sends messages to the cloud server module, for instance whenever one of the components is in a critical state. The cloud server module is running in the cloud platform and is where the chosen algorithms are running. These algorithms start to be executed when the cloud server module receives a message from the cloud client module. The performed tests demonstrate that the use of the cloud to solve the lack of resources problem in devices is quite advantageous because it allows the CPU load to be reduced to lower values. This leads to battery with extended autonomy, thereby providing less inconvenience to device users. It also avoids applications entering in a blocking state due to lack of memory, and allows running more applications in simple device that otherwise would exceed the available resources. But most importantly, the decision wether to run an application locally or remotely is done dynamically, according to the status of the available resources as checked through active monitoring.

However, in certain situations it cannot be ensured that all issues are solved with the cloud introduction, because some of problems are typical to hardware components (like the utilization of camera that spends a lot of battery). The solution also presented a small flaw with regard to time lost when performing certain flows in the cloud. This delay is not related with the running time of the algorithm, but instead with the time lost in sending the message between the device (robot or actuator) and the cloud and vice versa. This problem relates to the fact that the middleware uses a TCP protocol for communications which, though a reliable transport means, it introduces latencies due to the error-checking for packets.

This middleware will be beneficial for programmers who want to make the most of the hardware resources available on the devices.
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