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Abstract

Alzheimer’s disease (AD) is a well known neurodegenerative disease causing cognitive impairment. Besides being one of the best studied diseases of the central nervous system, it remains incurable. Mild Cognitive Impairment (MCI) is currently considered to be an early stage of a neurodegenerative disease. Patients diagnosed with MCI are assumed to have higher risk to evolve to AD. In this context, the correct diagnosis of MCI and an effective assessment of its predictive value for the conversion to AD are crucial.

In this thesis neuropsychological data is used to distinguish patients with MCI from those already suffering from AD and to predict the evolution of MCI patients to AD. We analyse a dataset with patients labelled by the clinicians as MCI or AD. As most real clinical data, this dataset is strongly imbalanced and has a high percentage of missing values.

We use state of the art supervised learning techniques and perform a throughout study on the effect of class imbalance and missing values in their performance. Since the number of attributes is large, feature selection is studied and used to effectively decrease the dimensionality of the problem. A data mining methodology has been created to automatize the oversampling and parameters search. The created tool automatically creates the models and parametrize them, having in account the balance state of the data.

A decision support system was created making available to medical doctors the diagnosis and prognosis models developed in this model.
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1. Introduction

Declines in cognitive and motors functions, together
with other evidences of neurological degeneration,
become increasingly likely as healthy people age.
The fact is that everyone will experience altered
brain functions, although some at an earlier age or
at a faster rate than others. As such, distinguishing
the motor and cognitive declines of normal ageing
from those due to pathological processes and understand-
ing the individualized disease diagnostic and
prognostic patterns are ongoing research challenges
[21]. In this context, Alzheimer’s disease (AD), a
well known neurodegenerative disease causing cog-
nitive impairment, is amongst the best studied dis-
ces of the central nervous system due to its devas-
tating effect on patients and their family, and to the
socio-economic impact in modern societies. Never-
theless, it remains incurable.

Every year millions of new Alzheimer’s dis-
 ease(AD) cases are diagnosed. The result is demen-
tia on elderly individuals; internment and expen-
sive medical care are a common outcome. An
early diagnostic and prognosis can improve the pa-
tient quality of life, minimizing the need for intern-
ment and expensive medical care, reducing the pa-
tient and the family’s suffering and minimizing the
social-economic effects on the society. In this con-
text, finding out if and when a patient will progress
from Mild Cognitive Impairment (MCI) to AD is of
a major important to the timely administration of
pharmaceutics and therapeutic interventions. Fur-
thermore it can allow medical doctors to adjust pe-
riodicity of medical consults.

Mild Cognitive Impairment is currently consid-
ered to be an early stage of a neurodegenerative
disease, particularly AD. Patients diagnosed with
MCI are regarded with special attention since they
are assumed to have higher risk to evolve to demen-
tia, usually AD [25]. Under these assumptions, the
correct diagnosis of MCI conditions and an effective
assessment of its predictive value for the conversion
to AD are thus of major importance. However, the
definition of MCI and its diagnosis criteria are not
yet consensual; the pathologic and molecular sub-
strate of people diagnosed with MCI is not well established [20]. Moreover, people considered to be suffering from preMCI, that is people having cognitive complains but not fulfilling the criteria for MCI, have recently been shown to have high risk of progression to MCI and AD [15]. This makes the diagnosis of MCI a difficult task in itself and consequently transforms the prediction of MCI to AD conversions into an even more complicated task.

Neuropsychological tests have been used by medical doctors mainly because they are cheaper and faster than PET Scans and biomarkers search. Furthermore, technology such as PET Scans and biomarkers are not globally available. The neuropsychological tests involve simple tasks such as those concerning orientation, memory, attention and language to evaluate the mental state of the patient.

This work aims to use this data to predict the conversion of MCI to AD. The use of data mining algorithms will allow to the extraction of knowledge or rules from the data in what regards the prediction of MCI to AD.

To study the relation between MCI and AD, researchers typically focus on three related but distinct problems [17] [3][12][6][13][24]: (1) distinguishing MCI from AD, (2) predicting the conversion from MCI to AD, and (3) predicting the time to conversion from MCI to AD. In this work, we tackle the problem of distinguishing patients with MCI, from those already suffering from AD, using neuropsychological data. This type of data has also been used by other authors [17, 3, 6, 12]. Giving the increasing difficulty of these three problems and the non-consensual classification of patients as MCI, distinguishing MCI from AD is an important problem in itself but it gains increasing relevance as a support for the feasibility of effectively tackling the conversion and time to progression problems.

In this context, this thesis tackles two related problems: (i) distinguishing the MCI patients form the AD patients; (ii) predicting if a MCI patient will evolve to AD. To achieve these goals we use state of the art machine learning techniques, such as SVMs, artificial neural networks, Nave Bayes, C4.5 Decision trees and k-nearest neighbour. We also talked the missing values and feature selection. The missing values were analysed to find a way to minimize the missing data effects on the learning process and the feature selection to reduce the data complexity.

2. Background
2.1. Alzheimer’s Disease
By the latest estimates, 25 million people currently suffer from dementia and as a consequence of population ageing, the number of persons affected by this condition is expected to climb, doubling every 20 years. Complains of cognitive matter are very common in aged individuals and can be the first sign of on-going neurologically disorders such as AD [18], which is the most common irreparable, progressive cause of dementia. AD can be described by a gradual loss of memory and cognitive skills. Every year over 5 million of new cases are reported and the incidence increases with the age of the individual. These numbers are likely to raise in consequence of the expected lifetime increase [1].

The relation between age and AD incidence is evident, making age the most likely influential risk factor in the diagnosis of AD. It is possible to identify, from the people that have cognitive complains, those who are in risk to progress to dementia. These are those suffering from MCI. Since the MCI classification mandate the expression of a cognitive decline greater than excepted for the person’s age and education level, neuropsychological testing is a fundamental element in the diagnostic [18]. Currently many efforts are being carried out to investigate AD pathology and develop appropriate treatment strategies. These strategies have center their attention on the long-term conservation of cognitive and functional abilities or slowing down the disease development along with reducing behavioral symptoms and maintaining the patient’s quality of life. Nowadays, there is no treatment leading to the cure or the complete stop of AD progression. Nonetheless, a current medical objective is the diminution of symptoms that can delay the institutionalization of the patient, therefore reducing the caregiver costs [23].

To diagnose, determine the stage, assess and monitor AD, MCI and other dementia, the mental health of a patients is assessed though neuropsychological assessment using a common set of tests.

These tests aim to of identify and quantify cognitive, functional and behavioral symptoms. A number of test batteries have been developed by medical doctors to assess the mental health of patients. The more important batteries are: Mini-Mental State Examination (MMSE), Alzheimer’s Disease Assessment Scale (ADAS) and, in our case the Bateria de Lisboa para Avaliao de Demencia (Lisbon Test Battery for Dementia Evaluation) (BLAD). Each battery is composed of multiples tests, where some batteries are composed of multiples other batteries.

MMSE is one the most widely used test batteries to perform a brief evaluation of cognitive status in adults [19] [8] [26]. ADAS was designed to measure the severity of the most important symptoms of AD. The ADAS-cog is the most popular cognitive testing instrument used in clinical trials of nootropics (drugs, functional foods, supplements, etc, that improve mental functions). It consists of 11 tasks measuring the disturbances of memory, language, praxis, attention and other cognitive abilities which
are often referred to as the core symptoms of AD [14].

BLAD [2] [26] is a comprehensive neuropsychological battery evaluating multiple cognitive domains and it has been validated for the Portuguese population. This battery includes tests for the following cognitive domains: attention (Cancellation Task); verbal, motor and graphomotor initiatives (Verbal Semantic Fluency, Motor Initiative and Graphomotor Initiative); verbal comprehension (a modified version of the Token Test); verbal and non-verbal abstraction (Interpretation of Proverbs and the Raven Progressive Matrices); visual-constructional abilities (Cube Copy) and executive functions (Clock Draw); calculation (Basic Written Calculation); immediate memory (Digit Span forward); working memory (Digit Span backward); learning and verbal memory (Verbal Paired-associate Learning, Logical Memory and Word Recall).

The data used in this work was obtained using BLAD. Each evaluation of a patient corresponds to an instance identified by the date of evaluation and the ID of the patient. The majority of patients have multiple evaluations. Each of them is associated with an evaluation date and a patient classification given by a medical doctor.

2.2. Classification

Classification can be described as a two-stage process [10]. In the first stage, a classifier describing a set of data classes is built. This stage is designated by learning step or training phase. In this stage the classification algorithm is "learning from" a training set composed by instances of data, which are made up of a n-dimensional attribute vector, \(X = (x_1, ..., x_n)\), and a class label. In this case \(X\) a set of attributes extracted from the neuropsychological data and the class label is the patient mental health given by a medical evaluation and categorized as MCI and AD. The attributes in vector \(X\) is can be numerical or categorical. The instances used to train the classification algorithm compose the training set. This type of process is known as supervised learning, since the class label attribute is provided to each \(X\) in distinction to the unsupervised learning algorithms that do not know the class label attribute or the number of classes to be learned in advance. In the context of classification, the set of n-dimensional attribute vector that represents an evaluation of the patient, and the respective class label attribute can be named as instances. In the second step, the model obtained is used to classify the test set. The test set is a subset of data, independent from the train set, that is used to measure the accuracy of the classification model. It should be noticed that in this we only use supervised methods.

The used classification algorithms are: Naïve Bayes, Support vector machines, k-Nearest-Neighbour, Decision Trees and Neural Networks.

2.3. Feature selection

A central problem in machine learning is to identify the set of features that best represent the data and can be used to construct a classification model for a particular model [9]. Feature selection is the process of selecting a subset of features for building robust learning models. Feature selection is particular important when the dataset has a large number of features. By removing redundant and irrelevant features from the dataset, the feature selection technique aims to improve the overall performance of the learning models. This improvement results from the reduction on the curse of dimensionality [9], increasing the generalization capability of the learning models (and decreasing overfitting), increasing the speed of the learning process and improving the model interpretability since less features are used.

2.4. Overcoming class imbalance

Imbalanced learning targets a significant amount of problems of interest by academics, industry and governmental agencies [11]. The main problem of learning from imbalanced data sets is the fact that this imbalance compromises the performance of most standard learning algorithms. The majority of learning algorithms assumes a balanced class distribution or equal misclassification costs. The typical result is a favouring of the predominant class which gives poor class predictions.

The class imbalance in the dataset can damage the quality of the classification. If the minority class is hard to discriminate, the classifier can simply classify every instance as the majority class. In this case if the minority class only represented 1% of the data, the obtained accuracy would be 99%, although the classifier is useless in the discriminative task.

To overcome this problem, a set of methods have been developed. These techniques have the objective of minimizing the effect of using imbalanced data. Examples of this techniques are: sampling by removing, creating or duplicating instances; and cost sensitive methods, where different costs to the misclassification of the different classes are assigned.

2.5. Model Validation

In a specific classification problem one can ask the question on which method is the best. Using the train set to make the comparison would lead to misleading overoptimistic results due to an overspecialization of the learning algorithm to the data. To avoid this problem, the dataset is divided into train and test. The accuracy of a model is then evaluated
Accuracy is measured by the ratio between the numbers of correctly classified instances and the total number of instances.

\[
Accuracy = \frac{TP + TN}{TP + TN + FP + FN} \tag{1}
\]

- **Sensitivity** (True Positive Rate or Recall) and **Specificity** (True Negative Rate)

Sensitivity is the proportion of instances which were classified as class \(x\), among all examples which truly have class \(x\).

\[
Recall = Sensitivity = \frac{TP}{TP + FN} \tag{2}
\]

Specificity is the True Negative Rate that is the proportion of instances which were classified as class \(x\), but belong to a different class, between all instances which are not of class \(x\).

\[
Specificity = \frac{TN}{TN + FP} \tag{3}
\]

- **Precision**

Precision is the probability of obtaining a relevant result among the subset declared as positives (TP + FP):

\[
Precision = \frac{TP}{TP + FP} \tag{4}
\]

- **F-Measure**

The F-Measure is the harmonic mean of precision (P) and Recall (R).

\[
F = \frac{2PR}{P + R} \tag{5}
\]

- **Receiver Operating Characteristic (ROC) curves** and \(|TPR - FPR|\)

ROC curves are a useful tool to compare two classifier models. The ROC curve show us the trade-off between the true positive rate (TPR) rate or sensitivity and the false positive rate (FPR) rate for a given classifier model.

The Area Under the Curve (AUC) is also a good metric for imbalanced learning [11], but is harder to compute than the \(|TPR - FPR|\) in probabilistic models. The AUC will not have in account the discriminative power of the classifier directly, since a classifier that has \(AUC = 0\) has more discriminative power than one with \(AUC = 0.5\). In a ROC space, the line TPR = FPR represents a random classifier or a meaningless classifier. Then a classifier model, \(m\), can be represented in this space as \(m = (1 - Specificity, Sensitivity)\). If \(m\) is in the point \((0, 1)\) the classifier is perfect, classifying everything correctly. Or the other hand if \(m = (1, 0)\), the classifier is always wrong. In this case by inverting the label we can get a perfect classifier. In general we are interested in a classification model that returns a point in the ROC space as far as possible from the random line \((TPR = FPR)\). This metric will give as the discriminative score of the classifier. Calculating the normalized Euclidean distance from a point to the random line we get the expression: \([TPR - FPR]\), or \([Sensitivity - (1 - Specificity)]\). This value has a maximum of 1 that represents a perfect discrimination of the class and a minimum of 0 that represents a random classifier or a classifier without discriminative power. This metric gives an equal value of classification to both classes. One advantage of this metric is that it is insensitive to the data imbalacement, in opposition of the accuracy that overvalues the majority class. The advantage of this metric versus the analysis of the sensitivity and specificity, is that this discriminative score combines both in a single value, being more simple to analyse. Because of this, the metric is refereed in the literature as informedness [22].

### 3. Related Work

Table 1 synthesizes the related work together with the information about the test performed.

### 3. Differentiating MCI from AD (Diagnosis)

Correctly differencing MCI from AD is a key step in the process of predict the conversion from MCI to AD. In this context, this chapter addresses the diagnosis problem. Two feature selection techniques are used, techniques for overcoming missing values are studied, and the methodology described in this chapter is applied.

3.1. Formulation and Methodology

In this chapter the problem formulation and methodology is defined. With this we mean the formulation of the problems that we aim to solve, in this work, and by methodology the methods that we use to solve the formulated problems.

3.2. Data Description

The Cognitive Complaints Cohort [18, 16] is a prospective study conducted at the Institute of Molecular Medicine (IMM), Lisbon, to investigate the cognitive stability or evolution to dementia of subjects with cognitive complaints based on a comprehensive neuropsychological evaluation and other
Table 1: Synthesis of the related work.

<table>
<thead>
<tr>
<th></th>
<th>Problem</th>
<th>Data</th>
<th>Methods</th>
</tr>
</thead>
<tbody>
<tr>
<td>Clifford Jr. et al</td>
<td>Time to progression</td>
<td>MRI, PIB PET and Neuropsychological tests</td>
<td>Statistical methods</td>
</tr>
<tr>
<td>Ewers et al</td>
<td>Time to progression and Prognostic</td>
<td>Neuropsychological tests and Biomarkers</td>
<td>Statistical methods, Logical regression analysis</td>
</tr>
<tr>
<td>Chapman et al</td>
<td>Prognostic</td>
<td>Neuropsychological tests</td>
<td>PCA, Statistical methods</td>
</tr>
<tr>
<td>Hinrich et al</td>
<td>Prognostic</td>
<td>Neuropsychological tests, FDG PET and MR images</td>
<td>MKL (Multi-Kernel Learning)</td>
</tr>
<tr>
<td>Maroco et al</td>
<td>Prognostic</td>
<td>Neuropsychological tests</td>
<td>Fisher’s Linear Discriminant, Quadratic Discriminant Analysis, Linear Regression, MLP, SVM, Radial basis Functions, CART, CHAID, QUEST and Random Forests</td>
</tr>
</tbody>
</table>

biomarkers. The criteria for inclusion, exclusion, and diagnosis of the participants as MCI or AD during follow-up are described in detail in Dina et al. [25]. In this work, we used a revised and augmented version of this dataset and considered only neuropsychological data.

The original dataset has 1641 instances consisting of individual evaluations of 950 distinct patients during their follow-up at IMM. In each evaluation, each patient was classified by the medical doctors as Normal, preMCI, MCI and AD using clinical criteria. Only instances labeled as MCI and AD were considered, and from these, only those concerning patients with at least two evaluations were analyzed, since instances corresponding to patients without follow-up are more likely to be misclassified. All instances with a percentage of missing values of at least 90% were removed since these instances have little information. This yielded a dataset with 677 instances labeled as either MCI or AD, where each instance corresponds to a different evaluation of a set of 337 distinct patients. We note that, since we aim to distinguish between MCI and AD patients (or in the prognosis the evolution of MCI to AD), we can consider each evaluation of a patient as a different instance, meaning that we can learn from patients at different disease stages that are always diagnosed as MCI during follow-up and patients that convert to AD during follow-up.

After excluding non-informative features, such as "Patient ID", and features related with patient clinical history, such as "Follow-up Time", the analyzed dataset is composed of 677 instances described by 157 features/attributes, which can be numerical, categorical/nominal or ordinal. This dataset is highly imbalanced, in the original classes, since approximately 86% of the instances are labelled as MCI. Moreover, missing values, which are around 50% in the overall data, are still a issue as we discuss below. Note that, 60% of all features have more than 40% of missing values.

3.3. Methodology
A single data mining methodology can be used used for all problems. In this methodology we include six classifiers: Nave Bayes, gaussian SVM, polynomial SVM, k-nearest neighbour, C4.5 Decision trees and Artificial neural networks using backpropagation. All classifiers used are implemented in WEKA.

The imbalance of the data is tackled with a synthetic oversampling technique (SMOTE) [5]. The classifier parameters and the percentage of oversampling is determined using 10-fold cross validation on a grid search approach. The percentage of oversampling and parameters are combined since SMOTE changes the dataset, and thus so the parameters founded with different SMOTE percentages may not be the same. The SMOTE algorithm is implemented in WEKA.

Each classifier has some type of parameter or a set of them. The best found SMOTE percentage can change for each problem, subset of features, for the classifier parameter or classifier itself. The best classifier parameters and SMOTE percentage must be determined having all this in account. Thus we cross all tested SMOTE percentages with all tested parameter sets in a grid search, using the model
represent in Figure 2. This search is done for each feature selection method applied with a systematic process to evaluate the parameters and test SMOTE percentages on a defined space. Therefore, an automated tool was created to deal with this necessity, avoiding mistakes, and in order to optimize the grid search process. The metric used to compare the models for each parameter set and SMOTE is the $|TPR - FPR|$. This metric is obtained by calculating the normalized Euclidean distance from the point $(FPR, TPR)$ from the random line $(FPR=TPR)$. 

![Figure 1: Data Flow used in the parameter grid search for finding the classifiers parameters. The SMOTE percentage is tested with 11 different values for each parameter combination.](image1)

For testing the obtained classification model a different data set is used, which was obtained by splitting the original dataset in 75% of patients for training and 25% of patients for testing. For this we apply stratification based on: (i) number of evaluations; (ii) age; (iii) sex; (iv) schooling years and (v) class. Spliting of patients was therefore made such as the distribution of the above variables is kept constant in the training and testing datasets.

![Figure 2: Data Flow used simulate the real world results.](image2)

This allows the test set to be used in all problems; diagnosis, prognosis and any future problem tackled in the NEUROCLINOMICS project. It should be noticed that the test set will not be used to find the best parameter set. It is only used to evaluate the final models created using the train set. These models only use the train set to find the best features and the best parameters for that specific data set. This will allow us to analyse the behaviour of trained models in a "real world" simulation, since the model has never been in contact with any instance of the test patients.

3.4. Results

For the diagnosis problem six triples, for each feature set, have been selected. These triples are the classifier, parameters set and the SMOTE percentage. These results are obtained using a grid search using only the train set.

Analyzing the results (see Figure 3) we can see that for each classifier method, the best features can change, which means that a single feature set is not always the best feature set for all cases, but varies from model to model.

Using the train set, the higher median value is $|TPR - FPR| \approx 0.6$ using SVM RBF with correlation-based feature selection (the results with others feature sets are almost similar). However when using the test set the model now has a $|TPR - FPR| \approx 0.5$. The maximum value, obtained in all algorithms, is $|TPR - FPR| \approx 0.6$. This maximum appears in 2 models that use correlation feature set, the Nave Bayes and Neural Network. In this case, we can compare the result, using the train set and using the test set (that simulate the real world with a fully independent sample) to analyse the consequence of only using the train set to pick the best model. The SVM RBF with correlation-based feature selection appears to have the best results. However, generalization is not so good since in contact with unknown instances its results drops.

4. Predicting conversion from MCI to AD (Prognosis)

The prognosis prediction of a patient is of great importance to the medical doctors. It allows for adequate medical care to the patient and support for the family. The prognosis prediction of Alzheimer’s Disease (or other cognitive impairment) has also a role in the decisions of the patient about their future. For example if the conversion to AD occurs in a year, and this patient has a high responsibility job, e.g., as a company manager or a pilot, the patient can adjust his life to minimize the impact of his disease on the society.

4.1. Prognosis prediction approach

For prognosis prediction we use two different approaches. The first one, which is, normally used in similar problems [4] [7] [13] [12], consists in finding if a patient will ever convert to AD. This approach will be refereed in this work as First and Last Evaluation, since it looks for the first and last entry of the patient in the database to determine if a patient will ever evolve from MCI to AD. In this approach, each patient has only one single entry in the post-processed dataset.
The second approach looks at a given temporal window and tries to predict if a patient converts from MCI (at the beginning of the temporal window) to AD (at the end). For this, and according to Figure 4, a new set of labels has been created: evolution (Evol) and no evolution (noEvol) instances. The noEvol class is considered the positive class.

To chose the temporal windows two factors were considered: (i) the instances distribution between classes (Evol/noEvol) and (ii) the medical relevance which was obtained by consulting the medical partners of the NEUROCLINOMICS project. For the latest case, a period of around 3 years was recommended.

4.2. 3 Years Temporal Window

The best results, in all approaches is obtained using the 3 years temporal window. The classification methodology is equal of the diagnosis model. The grid search was done to each model to all temporal windows and three features sets are tested.

In this case the dataset is not unbalanced, but oversampling helped to delimit the decision boundaries. In the three years time window, test results (see Figure 5) show that all classifiers have a reasonable behaviour. The best result obtained in this time window is \(|TPR - FPR| \approx 0.65\), a result that is closer to the perfect classifier that from the random one. We obtained this result using two models: the Naive Bayes and SVM RBF both using the mRMR dataset. The neural network, have also good results in all datasets, having a \(|TPR - FPR| \approx 0.5\) in all cases although best results are achieved using the original set (all features). The kNN also have a good overall behaviour, having with the correlated dataset a result of \(|TPR - FPR| \approx 0.55\). The worst results are achieved using the decision trees. This can be explained since high confidence was obtained using the train set which caused the model to overfit.

It should be noticed that the best results were obtained using no oversampling and using the mRMR feature set. As suspected, the oversampling has little influence when a balanced dataset is used. Nevertheless, in same cases, it is beneficial as it is the
case of the Nave Bayes. The best model is the radial SVM (SVM RBF) using the mRMR feature selection.

Using different metrics, we can observe that Nave Bayes achieves the highest accuracy, sensitivity and ROC area. However, its specificity is significantly lower to compared that of radial SVM.

5. Decision Support System
The models created in chapter 3 and 4 showed an overall good performance in the tasks of discriminating MCI patients (diagnosis) and predicting the progression from MCI to AD (prognosis). But these models are unusable by the medical doctors. To bridge this usability impediment a solution was designed and implemented, to facilitate the use of the system by third parties. By integrating the models in an information system the medical doctors can now evaluate the system and models in real work situation. Since this work was done in the NEUROCLINOMICS project context, the integration of work done is of huge importance. Having this in mind, a DSS (Decision Support System) webservice architecture was applied. Enabling the integration with any other tool developed in the project, in particular the support information system for the AD, that is under development. The use of web services will allow models update without altering any other part of the system. This approach is highly modular. Beside the to inquiry the models with an instance to obtain a diagnosis or prognosis (a percentage referring to the model confidence in the predicted result), an auto-upgradable system was also created. That can be periodically updated with new information, more instances. This database will be automatically analysed, the models will be parametrized and the best oversampling percentage will be applied if needed, using the methodology created in this work.

6. Conclusions
In this work we study the influence of the class imbalance, high dimensionality and missing values. To contract the influence of all these factors a unique approach was designed to create and evaluate the data. This unique model, uses a grid search that combines oversampling and multidimensional parameters search.

To evaluate the results without a bias in case of unbalance dataset. The $|TPR - FPR|$ metric is used in all models of this work. This metric is a trade-off between the sensibility and specificity.

In this work we tackle the diagnosis problem and create models that discriminate MCI and AD cases. We analysed the behaviour of a set of supervised data mining algorithms and we concluded that the Nave Bayes and Neural Networks have a better performance when in contact with a unknown test set. Those results are obtained using Original set of features (All Features) and a Correlated set.

We can also conclude that the use of 10-fold-cross-validation provides an estimate of the goodness of
the result that is not analogue to the one obtained test set. This can be caused by an overfitting to all dataset, that leads to a low generalization of the models, similar results are obtained in all problems analysed. One of the best diagnostic model was obtained using Nave Bayes algorithm this model have a accuracy of 91%, a sensitivity of 93%, a specificity of 69%, a ROC Area of 0.85 and a $|TPR - FPR|$ of 0.62.

In the prognosis problem we present a new approach to predicting the conversion form MCI to AD. The standard method is to use the first and last evaluation of the patient. This approach in our opinion will not use important information, such as profiles that a patient can have in their evaluation history. In that 10 years a patient can pass for profiles that some other patient can also have. By using a temporal window approach we obtain better discriminative results. We concluded that the best models use the Nave Bayes and SVMs algorithms, and that the mRMR feature set showed us very good results, in generally better than those using the original set or the correlated set. The temporal window with higher discriminative power is the 3 years window. Using this window the best model was obtained using radial SVM algorithm this model have a accuracy of 82%, a sensitivity of 79%, a specificity of 86%, a ROC Area of 0.83 and a $|TPR - FPR|$ of 0.64.

Finally, we created a Decision support system, that uses the diagnosis and prognosis models. This system can help the medical doctors to evaluate in a short space of time the patients. This system was implemented using web services to integrate this work in the NEUROCLINOMICS project. The use of web services allows this work to be integrated in other works in the scope of the project since it uses a simple communication protocol.

As future work, we can use voting with the models to increase the discriminative power, to each problem.

Since exists missing data patterns, the use of bi-clusters algorithms to find bi-clusters, and then perform classification on those clusters. This approach can increase the discriminative power of the models. Also with those bi-cluster classifiers a voting system can be implemented or a system of reinforcement learning to adjust the importance of each bi-clusters.

Finally, approach the time to progress problem, this problem aims to find the time to the progression of a MCI patient to AD.
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