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Abstract - Providing Quality of Service (QoS) to
clients from the access to the core network is possible
with an 802.16 based access network. For this pur-
pose, it is proposed the use of the Session Initiation
Protocol (SIP) for signaling of client’s QoS require-
ments. These requirements are processed by a modified
SIP Proxy and sent to a Broker in the access network.
This broker dynamically provisions connection requests
from clients and, if necessary, communicates with the
core Broker, so that a mapping between QoS paradigms
of both networks is accomplished. This mapping allows
that the QoS characteristics are maintained from the
access to the core network.

The prototype’s performance tests show that dynam-
ically provisioning connections in the access network
can be accomplished in a time-window smaller than 100
ms. This time window is a reasonable price to pay for
dynamic configuration of QoS-enabled connections for
the access network.

Keywords - WiMAX, Quality of Service, Dy-
namic management

1 Introduction

The main purpose of this paper is to give an overview
of a system with the capability to dynamically allocate
QoS-enabled connections from the access to the core
network. The access network is based on the 802.16d
standard [1], while the core network is based on IP-
DiffServ. For connection setup, users need to use the
the SIP protocol [2]. The messages exchanged carry
the client’s QoS requirements and are processed by a
modified SIP Proxy. This proxy extracts the relevant
information from the SIP/SDP [3] messages and for-
wards requests to a QoS Broker. This allows dynamic
establishment of connections in the access network.

The dynamic provisioning of connections in the ac-
cess network provides clients the QoS they request and
additionally, with the introduction of a mapping mech-

anism from the access to the core network, preserves
QoS requirements to the core network, thus providing
QoS across domains.

Within the broker there were considered functions
like network element configuration and admission con-
trol. The former allows the configuration of the
WiMAX Base Station, according to requests from
clients, while the latter uses defined policies to al-
low/deny access to QoS-enabled resources. In the ad-
mission control function, it was additionally consid-
ered a degradation model that enables the degradation
of low-priority connections (nrtPS). This degradation
mechanism allows that more high-priority connections
enter the network.

The rest of this paper is organized as follows: the
next section contains related work in terms of hetero-
geneous networks and WiMAX-specific research solu-
tions. In section 3 is explained the architecture of the
system, with focus on the system components. Fol-
lowing the architecture are presented the main imple-
mentation solutions followed. Section 5 presents the
evaluation of the prototype with focus on performance
and finally in section 6 are drawn some conclusions
and future work is pointed out.

2 Related Work

One of the main characteristics of the 802.16 stan-
dard [1] [4] is that it was standardized with embed-
ded QoS support. This provides network operators
the ability to make the distinction of traffic in the ac-
cess network segment. This requires WiMAX specific
solutions to provide control over resources in the air
interface. However, the problem of quality of service
is not circumscribed to the access network.

The heterogeneity of today’s networks poses a chal-
lenge in terms of assuring that QoS requirements are
assured in the access and also crossing domains. The
challenge can be divided in two different components:
protocol layering adaptation in the edge routers and
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the preservation of resource’s characteristics over dif-
ferent domains.

In terms of WiMAX specific solutions, [5] and [6]
are two approaches which aim at resource allocation
optimization. In [5], there is specified a degradation
model that takes advantage of the characteristics of
nrtPS connections. The idea is to degrade lower pri-
ority connections, so that higher-priority connections
are allowed in the access network. In [6], the au-
thors achieve a minimization of bandwidth provision-
ing, while keeping MAC signaling to a minimum. The
authors use pre-determined steps of reserved resources,
which vary according to network load.

In [7], the authors propose an architecture to pro-
vide multi-layer integrated QoS control, where the IP
QoS architectures supported are IntServ and DiffServ.
The architecture is clearly cross-layered and defines
mappings from the 802.16d standard to the IntServ
and DiffServ IP QoS architectures.

In [8], the authors propose a different cross-layered
QoS architecture. The singularity in it is that it
uses the IEEE 802.1p [9] recommendation to classify
packets. Besides this, it also introduces the Channel
Adapter and SNR sniffer, which is responsible for the
evaluation of propagation conditions. It allows the in-
spection of the wireless medium, providing information
related to SNR, fading, etc.

Concerning the topic of heterogeneous networks
and end-to-end QoS support, the WiMAX Exten-
sion to Isolated Research Data Networks (WEIRD)
group [10], [11] defined an architecture with this sup-
port.

WEIRD supports both signaling capable and legacy
applications. The former use SIP/SDP as a signaling
protocol, while the latter have no SIP capabilities. In
order to make resource reservation, they use the NSIS
protocol, which allows resource reservation across do-
mains.

The EuQoS project [12] also addressed the problem
of QoS support over heterogeneous networks. They
consider different domains as Autonomous system,
with different administrative authorities, thus they use
qBGP [13], which is a variant of BGP [14] that inte-
grates QoS features, to reserve QoS paths.

When the use of some ideas that are specific to
the 802.16 standard, like the ones presented in [5]
and [6], which optimize resource usage in the WiMAX
domain, are combined with cross-layered QoS archi-
tectures [7] [8], plus concerns about the rest of the IP
network [10] [12], the result should be a framework
that is able to provide the best of both worlds.

3 Architecture

3.1 System Components

The main system components of the system are those
identified in figure 1.

Figure 1: Components overview

There are considered two domains: the WiMAX,
which is considered the access network and the Diff-
Serv, which is represented as the core network. Inside
each of these domains is a QoS broker. This broker has
the responsibility of configuring the network elements
affected to his domain and admission control. Thus,
they are the brains of the operation, each with the
technological specificity of his domain. Also presented
is a SIP Proxy. This proxy is responsible for mediating
SIP communication between clients, which gives him
access to when are clients initiating connections and
also who are the corresponding hosts.

3.1.1 WiMAX QoS Broker

Figure 2 depicts the main functions of the WiMAX
QoS Broker and the components of the access network.

Figure 2: Access network entitites
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The main functions of this broker are configuration
and admission control in the WiMAX domain. Also
represented are the interfaces to the WiMAX Base Sta-
tion and SIP Proxy.

Regarding the Base Station, the information that
the Broker sends is Provisioning and de-provisioning
of Service Flows, Service Classes and Classifying rules.
What it receives from Base Station is information
about clients joining and leaving the network. This al-
lows the broker to provision connections to clients that
enter the network and remove unused resources when
they leave. In a fixed access usage (802.16d standard),
this may happen if a terminal is unplugged, but in
a nomadic environment (802.16e standard), this may
mean that a mobile station changed from one sector
to another.

The SIP Proxy plays a very important role in the
system. It inspects SIP/SDP messages that come from
clients, gathers the information about the participants
in the call and then dispatches this information to the
QoS Broker. The broker listens to these requests and
does the appropriate connection provisioning in the
Base Station, if there are still resources available.

The gathering of information in the Proxy, regard-
ing client’s QoS requirements plus the resource pro-
visioning functions in the WiMAX Broker allow the
dynamic provisioning of connections in the access net-
work. This way, when clients ask for resources in the
access network (through means of a SIP INVITE mes-
sage), their connections are provisioned with the re-
quired QoS, but when they no longer need these re-
sources (signaled through a SIP BYE message), these
resources are de-provisioned from the WiMAX Base
Station.

Another point of interest in the WiMAX QoS Broker
is the architecture of the broker itself. It is depicted
in figure 3.

It was stratified in different layers: events, events
processing and technology specific actions. This al-
lows the broker to deal with different events indepen-
dently, but simultaneously. The events trigger a se-
ries of processing, like checking profiles or gathering
index information about Service Flows/Classifiers and
finally, after processing, the result is a technological ac-
tion. This action may be the provisioning or removal
of service flow, classifier configuration, etc. This archi-
tecture clearly separates the type of events that occur
in the access network, giving the broker the ability to
deal with different types of events simultaneously. It
also presents a modular architecture, which can be use-
ful if there are some new events that need to be added
or even if the technological support changes. These
changes may occur if the Broker deals with different
vendor equipment.

Figure 3: Configuration module architecture

3.1.2 DiffServ QoS Broker

The DiffServ QoS Broker plays a similar role to the
WiMAX Broker. It has also functions of installing
policies and classifying rules for the core network. Fig-
ure 4 gives an overview of it’s role. When the WiMAX

Figure 4: DiffServ QoS Broker role

QoS Broker receives resource allocation requests from
the SIP Proxy, it will provision the resources that are
needed for the access network clients. If any partici-
pant in the call is not a WiMAX client, he will forward
the request to the DiffServ QoS Broker, so that it pro-
visions the necessary filters for mapping.

When the DiffServ QoS Broker receives the infor-
mation that it needs to create a mapping from the
access to the core network, he will take action in the
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corresponding edge router and provision the necessary
classifying rules. When the SIP conversation ends, the
inverse action is taken, i.e., the provisioned rules will
be deleted from the edge router.

The installation of new classifying rules allows that
traffic coming from the WiMAX domain with QoS
guarantees, has also privileged treatment in the core
network. Worth mentioning is that these classifying
rules are installed as pre-routing filters. This allows
that the traffic is marked in the entrance of the edge
router and when it is routed, he will fall in the correct
traffic queue. In figure are represented three traffic
queues (red, orange and green) that represent EF, AF
and BE classes.

3.2 Protocol Layering

As the previously mentioned domains are technologi-
cally different, there is also a difference in the associ-
ated protocol layers. Figure 5 shows the protocol stack
and the differences between technologies.

Figure 5: Protocol Layering

On one side, we have the QoS concept of the 802.16
standard, which is at MAC layer. This concept is
connection-oriented and each connection has a specific
set of parameters which defines the characteristics of
traffic using that connection. The other approach is
the IP-DiffServ, which is at the IP Layer, with a non-
connection-oriented style.

This difference imposes that, on one hand, the bro-
kers make their admission control and configurations
functions at different levels and on the other hand, it
will need a mapping strategy for packets that cross
from one domain to the other.

On top of these protocol stacks, we have the Signal-
ing function. Signaling carries the information about
client’s QoS requirements and thus provides informa-
tion to the brokers, so that they make the neces-
sary Network Element configuration. This mecha-
nism works on the Application layer and is technology-
agnostic.

3.3 Signaling

SIP is the standard signaling protocol used, which al-
lows users to have access to QoS connections. The
signaling model is represented in figure 6.

Figure 6: Signaling model

The SIP Proxy is in the center of the process. For
applications that use the SIP proxy, the only require-
ment is that they use SDP with the b=*:* modifier.
For applications that do not support the SIP protocol,
it is necessary to use a special driver, which receives
information about the client’s QoS requirements and
encapsulates the requests in a SIP/SDP message. The
driver will need to be installed on two ends, so that
communication is mediated by the SIP proxy and the
information is extracted and passed on to the Broker.

4 Solution implementation

4.1 Implementation considerations

The prototype was developed using the Java program-
ming language. This provides a portable prototype
across OSs, as Java is platform independent.

In terms of network element configuration, the
protocol used is SNMP [15]. The API used was
SNMP4J [16], which is an open-source API for Java.
SNMP was used instead of a proprietary Northbound
interface (vendor Airspan), as it should provide com-
patibility between different vendors (if vendors comply
with the 802.16f standard [17]).

For improved performance using the SNMP API, it
was necessary to have two concerns: first use multiple
sets in each SNMP command. This allowed that, even
though it was necessary to configure several parame-
ters, it was accomplished with one SNMP command.
The other concern is related with socket operations.
As socket operations tend to be heavy in terms of per-
formance, a new thread is launched whenever it is nec-
essary to close sockets. These two concerns allowed
some performance gains in terms of configuration.
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4.2 WiMAX QoS Broker

4.2.1 Configuration

The following is an explanation of the events, process-
ing events and technology specific actions that are sup-
ported by the WiMAX QoS Broker.

Events:

• New SS Event - detection of SS entry/exit

• Provision BW Event - detection of connection re-
quests

• Degradation Event - order connection degradation

• Provision DiffServ Filter Event - order filter pro-
visioning in the edge router

Processing Events:

• Create Subscriber Station - create an SS with a
given profile in the access network (includes gath-
ering of SFs and classifiers)

• Create Default Profile - similar to the previous,
with the singularity of provisioning a BE profile

• Index Generation and Aggregation - calculation of
indexes and associations between SFs and Service
Class.

• De-provision Subscriber Station - gathers asso-
ciated classifiers and Service Flows and removes
them.

• Provision BW for SIP Call - Gather the neces-
sary classifier info, associate with Service Flow
and Service Class.

Technology Specific actions:

• Add/Remove Classifier - classifier provisioning
and removal in Base Station

• Add/Remove Subscriber Station - creation and
removal of Subscriber Station

• Add/Remove Service Flow - creation and removal
of Service Flow

• Add/Remove Service Class - creation and removal
of Service Class

• Change Service Classes’ characteristics - in case
of degradation, change the class.

4.2.2 Admission Control

The admission control function is considered to be di-
vided in two components: pool of resources and degra-
dation model.

For the pool of resources, it is considered a mech-
anism where connections are admitted based on two
threshold values L and U, where L is considered the
Lower threshold and U the Upper threshold. The value
of used connections will be in the range [L,U]. The
value of admitted connections for a given class is con-
sidered to be always higher than U.

It is also relevant to mention the profile-based mech-
anism that is used. This assumes that there are defined
profiles, where each bandwidth request should fit in.
Let’s consider an example for VoIP applications. The
profiles that may be defined in this case are 16, 32, 64
and 128 kbps (it will depend on the codec used). Each
of these profiles is considered to have a relative weight
W, defined in equation 1.

W =
ProfleBW

MaxProfileBW
(1)

For the degradation model, it is considered the
degradation of nrtPS classes. This takes advantage
of the characteristics of the class definition itself,
i.e., the bandwidth of the nrtPS class varies in the
range [MinRR,MaxSR], where MinRR is the Mini-
mum Reserved Traffic Rate and MaxSR is the Maxi-
mum Sustained Rate. This leaves an interval MaxSR
- MinRR where the bandwidth given to the class may
vary. Thus, the degradation will reduce the value of
MaxSR until it reaches the minimum (where MaxSR
= MinRR).

To deal with bandwidth requests that come from
clients, it is considered the state machine depicted in
figure 7. When a new request arrives, the system will
check the defined profiles, to see if one exists that suits
the requested bandwidth request. At this point, if
there is no defined profile that suits the request, the
request for a new connection will be immediately re-
jected.

For the case where there is a profile matching the
request, the system continues and calculates the rel-
ative weight of the class that was chosen (W). Then,
this value is added to the value of currently used flows,
to check if it reached a maximum value. If it has, it
will first try to steal resources from other classes (real-
locating bandwidth to this class) and if this option is
not available, it will try to use the degradation model
in order to allow this new connection in the network.
To use the degradation model, the system first needs
to calculate what are the currently enabled nrtPS con-
nections and calculate the values that may be stolen to
each of these classes. Only after, it is possible possible
to make the degradation. The final step before al-
lowing the connection (post-degradation) includes the
update of the MaxSR values of the nrtPS classes.
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Figure 7: Pool state machine with focus on the degradation model

If the maximum value is not reached, it will check if
the system has reached an upper threshold. If this is
the case, it will check if there is still bandwidth avail-
able in the class, so that it can admit new resources.
If no threshold is reached, the connection is simply
allowed in the network.

4.3 DiffServ QoS Broker

In the prototype implementation, the DiffServ QoS
Broker is physically in the same machine as the
WiMAX QoS Broker. The Traffic queues for DiffServ
traffic are provisioned statically and are dimensioned
so that packets from and to the access network are
not dropped. Still, it has a dynamic behavior in filter
provisioning.

As previously mentioned, when a SIP conversation
between a WiMAX and a DiffServ client occurs, there
is a need to provision filters so that packets are inserted
in the correct queue and served with the necessary
QoS. This enables the preservation of resource’s QoS
requirements across networks.

To provision the necessary filters, it is installed in
the pre-routing chain of the router a new rule. To build
those rules, there are mandatory attributes:

• Source IP / Network Mask

• Transport Protocol / Source or Destination Port

The first group of attributes (SourceIP / Network
Mask) are both at network layer. They identify un-
ambiguously the origin of packets. The second group
of attributes are at transport layer. Along with these
attributes is an associated mark (depending on the
QoS requirement’s of associated packets).

The scheme described allows that the originating
host is unambiguously defined for a determined ser-
vice (in this case, associating a port with a service),
which allows the host to have different connections,
with different QoS requirements, for each of the re-
quested services.

4.4 SIP Proxy

The SIP Proxy is the entity that deals with the sig-
naling originated by clients. As typical SIP proxy im-
plementations lack an analysis module, the proxy had
to be extended to support it. Figure 8 depicts the
architecture of the modified proxy.

The Proxy still needs to take care of the mediation of
client signaling. For this purpose, the proxying func-
tions are maintained. What was added was a logging
mechanism, so that messages are kept in a file, an anal-
ysis component called Message Analyzer, which takes
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Figure 8: Proposed SIP Proxy Architecture

care of the message processing and a provisioning com-
ponent called Order Provisioning, which dispatches re-
quests to the Broker.

As messages are being logged, the Message Analyzer
component processes them and extracts the relevant
information, adding it to a call list. This call list keeps
track of the current on-going calls. In each call is the
information about the participants in the call, keeping
record about what types of media are the participants
using (audio, video) and the host information (Source
and Destination address, source and destination port,
etc).

Note that the information on the call list is being
filled while the participants are exchanging the call
setup messages. The information on the participants
is then forwarded to the Order Provisioning module,
where it will be dispatched to the QoS Broker.

Worth mentioning is that, only if the called termi-
nal accepts the connection are resources provisioned.
If the called user is away or if it rejects the call, mes-
sages will not be dispatched and resources will not be
provisioned.

4.5 Mapping Strategy

A mapping between traffic from the 802.16d to the
IP-DiffServ domain was also considered. The rules are
defined in Table 1.

802.16d IP(DiffServ)
UGS Expedited Forwarding

- Assured Forwarding 4x
rtPS Assured Forwarding 3x

- Assured Forwarding 2x
nrtPS Assured Forwarding 1x

Best Effort Best Effort

Table 1: Mapping 802.16d to IP-DiffServ

The UGS traffic is directly translated into Expedited
Forwarding. This can be justified because UGS traffic
has hard QoS requirements (e.g. VoIP / Leased line
E1/T1). The rtPS traffic is considered to be mapped
to the AF3 class (soft QoS requirements), while the
nrtPS class maps to AF1 (even softer QoS require-
ments). This leaves out, for now, the AF4 and AF2
classes of DiffServ. These classes may be seen as future
expansions to the core administrator. For example, if
it wishes to make a distinction between gaming and
video traffic, it could make that distinction in the core
network, by using one the AF classes that is available.
This way, the rtPS class would map to AF3 and AF4
classes, depending on the traffic type.

With the inclusion of a new scheduling class by the
802.16e standard (extended real time Polling Service
- ertPS), the mapping should not be changed. What
would happen to this class is that it should map to
an EF Per Hop Behavior. This is justifiable because
ertPS is suited for services such as Voice Over IP with
silence suppression.

5 Prototype Evaluation

5.1 Test scenario

The test scenario is depicted in figure 9. The sce-

Figure 9: Test scenario

nario uses 802.16d compliant equipment (from vendor
Airspan) in the access network, while the core network
is composed by a DiffServ edge router. Both brokers
have been joined in one machine and there exists only
one SIP Proxy, that serves all clients.

The evaluation of the prototype will be divided in
three components. The first component will show the
degradation mechanism working, degrading an nrtPS
connection, as clients enter the network. Then, the
presented tests will show the influence of background
traffic in the establishment of a conference call (with
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and without the WiMAX QoS broker in action) and fi-
nally, the times spent in the operations of provisioning,
de-provisioning and degradation will be evaluated.

5.2 Results

An example of the degradation of resources of an nrtPS
connection is presented in figure 10. The figure shows

Figure 10: Degradation of an nrtPS connection

an existing nrtPS connection, that was transmitting
data using this connection, getting degraded over time.
It is clear in the figure that there are three steps. In
the first moment, the nrtPS was operating at it’s full
rate (1Mbps in this case). Then, it was degraded in 256
kbps, with the entrance of a higher priority connection,
dropping to 768kbps. Finally, it dropped another 256
kbps, to 512 kbps.

What is interesting is that, by the degradation of a
lower priority connection (nrtPS), there were allowed
two more connections. If the degradation model was
not being used, they would not have been allowed.

Figures 11, 12 and 13 show the influence of back-
ground traffic during a conference call. The test was

Figure 11: Bandwidth usage of the video connection

Figure 12: Bandwidth usage of the audio connection

divided in three different moments. Moment 1 repre-
sents the influence of background traffic when there
weren’t provisioned QoS connections to clients. It is

Figure 13: Background traffic

possible to see in figures 11 and 12 that video and audio
connections suffer with the introduction of background
traffic.

For moment 2, the QoS solution was turned on and
it can be seen in the audio and video figures that there
is an influence caused by provisioning of new connec-
tions. Moment 2 represents a time window of about
1-2 seconds, where the traffic is unstable. This may
represent some limitation in the WiMAX Base Sta-
tion, which affects the traffic streams when new Ser-
vice Flows and classifiers are provisioned.

Finally, we get to moment 3, where the audio and
video connections have stabilized and background traf-
fic is introduced. It can be seen that, unlike moment
1, the audio and video connections do not suffer with
the introduction of background traffic. Instead, it is
the background traffic that is affected, because it is
being served only after the other two connections.

Note that, in the background traffic, there were
taken two control samples (beginning and end of the
graph in figure 13), which show the values reached
by the background traffic when there were no other
connections. Comparing these samples to moment 1,
there is no clear difference (in average), but in com-
parison to moment 3, it can be seen that, in average,
the background traffic’s performance decreased, as was
expected.

In table 2 are represented the time values that were
obtained in configuration of Base Station.

Parameter Average
(ms)

σ C.I. (ms)

Time to
provision

70.6 14.1 6.5

Time to de-
provision

36.8 18.7 8.6

Table 2: Time spent in Base Station configuration
(confidence interval of 95 %)

The values presented correspond to the time that is
necessary between detection of a request and the real
provisioning in the Network Element (Base Station).
The processing time is included in these values. The
value obtained for provisioning is 70.6 ± 6.5 ms, while
the time to de-provision resources is 36.8 ± 8.6 ms.
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Comparing both values, it is possible to see that the
time needed for provisioning is higher than the time
needed for de-provisioning. This is due to the number
of operations necessary to each action.

As the interface with the WiMAX Base Station is
done through means of SNMP, the provisioning pro-
cess needs three different operations before the action
is finished. The first operation is the creation of a new
entry in an SNMP table. Next, come the values to
fill the entry. For this purpose, it is necessary to cre-
ate a new SNMP PDU, fill in the values and send this
PDU to the Base Station. Finally, the SNMP entry is
marked as active and the action is considered finished.

Concerning the de-provisioning process, it is only
necessary to send one SNMP message to the Base Sta-
tion, deleting the entry. This involves only one oper-
ation, which explains the difference in time between
provisioning and de-provisioning.

Table 3 represents the time spent in the degradation
process.

Parameter Average
(ms)

σ C.I. (ms)

Time to de-
grade

57.7 8.8 5.5

Table 3: Time spent in the degradation process (con-
fidence interval of 95 %)

In the table is represented the time that is spent
in the degradation process. This time represents the
processing time needed to evaluate and calculate the
degradation values for the nrtPS class plus the time
necessary to make the appropriate change in the Base
Station. The value for degradation was found to be
57.7 ± 8.8 ms.

In terms of SNMP operations, degradation is com-
parable to the de-provisioning process, as it is only nec-
essary to make 1 operation (in this case, change the
connection’s characteristics). However, the degrada-
tion process involves floating point operations, so that
new connection’s characteristics are calculated and ad-
ditionally, communication between the different enti-
ties. These operations add delay to the overall time.

Results show that the time between detection of a
new connection and provisioning in the Base Station,
can be accomplished in less than 100 ms. However, the
Base Station appears to drop packets when new con-
nections are provisioned, causing a 1-2 seconds insta-
bility period. However, passed this period, the connec-
tions stabilize, and QoS is delivered to clients. Addi-
tionally, the inclusion of the degradation model allows
that more connections enter the network, at the cost
of deteriorating the nrtPS connection’s characteristics.

6 Conclusions

In this paper were presented the components neces-
sary to make a dynamic management of resources in
the access network, for an 802.16 based network. Fur-
ther, it was defined a mapping strategy to allow the
preservation of QoS characteristics from the access to
the core network.

In terms of the access network, there was presented
the WiMAX QoS Broker, which has the functions of
network element configuration and admission control.
Additionally, it was presented a modified SIP Proxy
to process SIP requests from clients and send the in-
formation to this broker.

The evaluation of the prototype showed that, in
terms of performance, the prototype is able to provi-
sion connections in the access network under 100 ms,
which should not affect user’s QoS opinion. Despite
this fact, when this was tested in a real SIP-call (with
audio and video enabled), it was noticed that the al-
location of these connections affected the stability of
the QoS-enabled connections for one or two seconds.
However, passed this period, it was demonstrated that
background traffic does not affect the QoS of these con-
nections.

6.1 Future Work

Although the prototype is working, further tests
should be conducted to spot any problems that weren’t
detected so far.

Additionally, it should be considered the physical
separation of both brokers and the implementation of
a communication interface between them.

Regarding the DiffServ QoS Broker, it should also
be considered the implementation of a mechanism that
dynamically adjusts the traffic queues capacity, so that
they adapt to network load.
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