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Abstract

Associated with an eagerness to explore every possibility from mankind imagination came the field of engineering. In engineering applications where heat transfer processes are present arise vascular actively-cooled materials, which provide motivation for this thesis. The goal of this work is to implement the tools required to model and optimize conjugated heat transfer problems (heat disperses through the domain not only via heat conduction but also convection). In order to obtain an implementation that is independent of the configuration of the cooling channels (important for the optimization process), an innovative solution for the discretization method is in order, which can be found in the Interface-enriched Finite Element Method. The equations that define heat transfer in the two phases of vascular materials are different. In the convection dominated regions, the standard finite element formulations are ineffective and it is necessary to find a different solution, being the Streamline Upwind/Petrov-Galerkin technique the chosen one. Being developed in a work group at TU Delft, all implementation aspects are integrated in hybrid, a computational tool developed by said group. Following this procedure made it possible to match results with verification tests for the discussed methods and also to optimize vascular geometries by minimizing their maximum domain temperature. Using the approach and results described above, it has been possible conclude that the developed work resulted in the correct implementation of each method and also that their combination is effective and efficient modeling and optimizing conjugated heat transfer problems defined by vascular actively-cooled domains.
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1. Introduction

As the the years are going by, the engineering inventions are getting more advanced and complex, with an outburst of new applications. With the appearance of advanced applications (some unimaginable a few years ago), a need for new materials that have certain characteristics has been created.

One of the ways used within the field of Materials Science and Engineering to design or improve materials is to employ natures solutions to deal with a certain problem. The materials that arise from this process can be called bio-mimetic and the chosen solutions being discussed here have already been time tested by nature through evolution and improved if successful. One of the concepts most easily associated with bio-mimetic materials for someone with an engineering background is the man-made honeycomb structures (inspired by natural structures such as beehives and bone, they have the goal of minimizing the amount of used material to reach minimal weight and minimal material cost).

As is indicated by the document’s title, the topic of interest here is the design and modeling of actively-cooled vascular materials (which mimic the circulatory system found in plants and animals, using a coolant as the circulating fluid). The term active-cooling simply clarifies that the structures being considered use of an external force to drive the coolant in the channels, unlike natural forces such as gravity (refer to [1] for further detail). This vascular approach to cooling (with a fluid circulating in the channels) redistributes heat in the medium which, according to [2], reduces its maximum temperature, making it suitable high temperature applications (one example where the use of actively-cooled materials is being studied is the internal walls of airplanes’ engines combustors).

The interest in this topic comes down to not only study the influence of the cooling channels’ configuration in the maximum temperature of a certain domain but also to optimize said configuration to minimize that temperature.

The work has at its core the development of numerical and discretization tools that can, effectively and efficiently, help with the design and optimization of 2D bio-mimetic vascular materials with the
objective of active-cooling by solving the conjugate heat transfer problem (heat conduction and convection). The implementation of these computational tools may not be very straight-forward due to the large number of design variables and "special" numerical and discretization techniques (in addition to different material properties, the convection in the coolant must be considered, which means that there is a change not only in the material properties but also in the governing equations) but the potential applications of the materials being discussed provide motivation to explore it.

The development of the computational tools mentioned in the last paragraph that provide the motivation and results for this work is integrated in *hybrida*, a new in-house finite element package being developed by the SOM workgroup at TU Delft’s 3mE department.

2. Theoretical Background

The objective of this section is to conceptually describe the theoretical concepts relevant to the study of actively-cooled materials. The fundamental concepts of Heat Transfer are presented in Subsection 2.1 and Subsection 2.2 briefly sums some mathematical concepts of Solid Mechanics needed for the implementation verification in Section 3.

2.1. Background in Heat Transfer

The theoretical concepts of Heat Transfer to describe here can all be introduced by Figure 1.

![Figure 1: Concept of heat convection.](image)

Heat is always transferred via heat convection which, when dealing with a solid phase, is limited to the phenomenon of conduction (process of transferring energy from particles at a greater temperature to particles at a lower temperature due to the interaction between them). When dealing with a fluid phase, the phenomenon of heat advection (process of transferring energy that relies on the macroscopic fluid motion) is no longer negligible.

Considering the vascular actively-cooled materials, the flow within the channels can be categorized as both internal and forced (external driving force).

The heat transfer process is described by the heat equation, which is simpler if convection is negligible. In this heat equation, the possible spatial boundary conditions (BCs) can be Dirichlet BCs (temperature of edge fixed), Neumann BCs (fixed edge heat flux) or Robin BCs (related to the existence of heat convection in the edge, not used in this work).

2.2. Solid Mechanics Fundamentals

Everything that needs to be described as far as Solid Mechanics goes in this work can be deduced from the equilibrium equation for a 3D body made of a linear elastic material (from [3])

\[ \nabla \cdot \sigma + b = 0, \quad (1) \]

where \( \sigma \) is the stress along the domain and \( b \) is the body force. This equation states that the sum of the point loads (left term) with the body force (right term) is null, which means that the body is in equilibrium.

The only equation that is going to be needed in Section 3 is the 1D solution to the equilibrium in Equation (1). The generic model problem for this 1D scenario is presented in Figure 2.

![Figure 2: 1D linear elastic model problem.](image)

3. Discretization Method - IGFE

The Finite Element Method (FEM) is the main tool behind obtaining the solution to the partial differential equations that describe a given problem via computer simulation and has at its foundation a discretization method that divides the problems domain into smaller elements. Because the main goal of this work is to model domains where there are discontinuities in the form of different materials and phases and also due to the fact that it is very expensive to discretize the whole problem for each modification in the geometry resultant from the optimization process, the choice of discretization technique has to be made “outside the box”.

3.1. Finite Element Method Fundamentals

Using just a few lines of text to describe the two main aspects of FEM (see [3]): it divides the problem’s domain into smaller elements (discretization)
that together form the finite element mesh and uses approximated functions of the governing equations, that depend on the type of problem being analyzed, to create the elemental matrices called stiffness matrices (that contain the coefficients for one element’s equations). Then, those elemental matrices are assembled into one global stiffness matrix, resulting in a system of equations that can be solved by enforcing the boundary conditions and that yields the distribution of a main variable. If more results are needed, they can be obtained in an optional phase of post processing.

3.2. Requirements
To get accurate solutions using standard FEMs is only possible using a conforming mesh. In the case of domains where there are at least two materials, this requirement can only be addressed using a mesh whose elements boundaries are perfectly aligned with the interface.

This conforming mesh would be relatively cheap and straightforward to implement for simple cases like the one in Figure 3, where the domain is composed of a square plate made out of two solid materials with a straight vertical interface. However, generating a conforming mesh could prove itself to be a complex and computationally heavy or even an impossible task when dealing with complex structures like vascular materials where a phase change may result in different material properties and governing equations.

![Material Interface](image)

Figure 3: Example of simple conforming mesh.

3.3. Interface-enriched FEM
The answer chosen to deal with the requirements in the previous subsection is the Interface-enriched Generalized Finite Element Method (IGFEM), which was first in 2010 by [2] and is a state-of-the-art improvement on the standard Generalized Finite Element Method (GFEM). GFEMs are direct extensions of the standard FEM and combine the desirable features of it with meshless methods. This leads to the possibility of obtaining an accurate solution of engineering problems using nonconforming meshes by applying a priori knowledge of the solution field in the numerical approximation.

Using GFEMs, the approximated solutions are obtained using

\[
\mathbf{u}^h = \sum_{i=1}^{n_{\text{std. FEM}}} N_i^p u_i + \sum_{j=1}^{n_{\text{enrich}}} s_j \psi_j \alpha_j,
\]

where \(\mathbf{u}^h\) is the approximated solution for the main variable, \(N_i^p\) is a set of \(n\) Lagrangian shape functions evaluated in the original element (of the non-conforming mesh), \(u_i\) represents the main variable of interest (in the case of this document, displacement or temperature) at the node labeled \(i\) in the mesh being used and \(s_j\) is an additional scaling factor that imposes that a well-conditioned stiffness matrix is constructed. Finally, \(\psi_j\) and \(\alpha_j\) are a set of enrichment functions and the generalized degree of freedom associated with the \(j^{th}\) interface node created from the intersection point of the material interface with element edges, respectively.

To obtain the the enrichment functions, the implementation of IGFEM must first subdivide the elements that are cut by the phase interface (parent elements) into smaller triangular elements (children or integration elements). The phase interface should be included in the new elements’ edges. The reason for the children or integration elements to be triangular is simply to simplify the computation of the enrichment functions and the only requirement for these elements is that their boundaries must conform to the discontinuity edges or surfaces of the domain (the aspect ratio of the children elements does not affect the accuracy of the solution).

The enrichment functions for a certain degree of freedom in the IGFEM formulation are obtained by evaluating the standard shape functions in the child element. This means that, after discretizing the parent element into smaller children elements it is only necessary to combine the standard shape functions for triangular elements evaluated at the parent and children elements functions in order to obtain the the complete approximation.

3.4. Implementation
The implementation of the IGFEM solver can be subdivided into two “aspects”. The role of the computational functions that form the first “aspect” is to perform geometric operations. The mentioned geometric operations are related to modifying a non-conforming finite element by creating children elements that result from the intersection of the original mesh elements with the material interfaces and are performed by a module introduced to the code called geometric engine.

The second “aspect” of this implementation of
IGFEM is the elemental assembly. The new functionality needed to deal with the added complexity of computing enrichment functions is integrated in the standard routines and is used only in the presence of integration elements.

3.5. Verification and Applications

To have confidence in any computational results requires some sort of validation or verification and this implementation of IGFEM is no exception. In order to perform this verification, a couple of test cases have been inspired by [4] and its results reproduced using the developed implementation.

The first test case consists of the 2D bi-material square shaped domain represented in Figure 4(a). It has a side length of \( L = 2 \text{ m} \) and is split by a material interface at \( x = 0 \text{ m} \). As for the physical properties, material 1 has \((E_1 = 10 \text{ Pa}, \nu_1 = 0)\) and material 2 \((E_2 = 1 \text{ Pa}, \nu_1 = 0)\). The boundary conditions applied are a clamped left extremity and a constant traction per unit length applied at the right extremity. A constant body force is also being applied to the domain of the problem \( b_1 = 2 \text{ N/m}^2 \).

The effect of using the developed implementation of IGFEM is showed with the sample mesh in Figure 4(b), which didn’t have the vertical interface and smaller integration elements before it.

![Figure 4: Patch test verification problem.](image)

Figure 4: Patch test verification problem.

Using a null Poisson’s ration for both materials means that, under uniaxial traction and these boundary conditions, the deformation only happens in the \( x \) direction. Thus, the analytic solutions for the displacement and its derivative can be approximated by the 1D solutions and obtained from Equation (2) by applying the correct BCs and shifting the referential. Using these analytic solutions and computing the problem’s solution for a range of different mesh refinements, it is possible to obtain the convergence plot in Figure 5.

![Figure 5: Convergence plot for patch test.](image)

The obtained convergence rates are not only equal to the ones found in [4] but also the same as the optimal convergence rates for the standard FEM with a conforming mesh, which would not be possible for the nonconforming meshes that have been used with IGFEM.

The next example is based on the classical Eshelby inclusion problem and consists of the circular 2D domain with a concentric circular inclusion made out of a different material presented in Figure 6(a). For this convergence analysis, the outer radius chosen is \( r_u = 2 \text{ m} \) and the radius of the inclusion is \( r_i = 0.4 \text{ m} \). On the other hand, the inclusion is made out of material 1, with \((E_1 = 1 \text{ Pa}, \nu_1 = 0.25)\), and the matrix out of material 2, with \((E_2 = 10 \text{ Pa}, \nu_2 = 0.3)\). The effect of using the developed implementation of IGFEM is showed with the sample mesh in Figure 6(b), which didn’t have the circular inclusion in the middle and smaller integration elements before it.

![Figure 6: Eshelby inclusion verification problem.](image)

This time, obtaining the exact solution and its derivative is not so simple, but it can be obtained in cylindrical coordinates from [4] and then converted to Cartesian coordinates and derived using a symbolic calculus tool such as Mathematica. Using these analytic solutions and computing the problem’s solution for a range of different mesh refine-
ments, it is possible to obtain the convergence plot in Figure 7.

Figure 7: Convergence plot for inclusion problem.

There is not much to comment in this convergence plot, since the result is identical to what has been obtained previous one, optimal convergence rates. This result for both examples proves a correct implementation of the method, which means that the burden of creating a mesh that conforms to a possibly intricate geometry or of creating a new mesh for each optimization step can be avoided.

Finally, and to show some preliminary steps in the way of modeling vascular materials, the geometric engine has been used on the mesh in a non-conforming structured FE mesh to create a 2D rectangular plate with a vascular sinusoidal channel intersecting it, which is presented in Figure 8.

Figure 8: Sample mesh for vascular material.

3.6. Enrichment Functions Scaling

Despite the feature of not needing good quality finite elements as children elements, initial formulations of IGFEM had a problem in stiffness matrix conditioning. The answer to this problem is scaling the method’s enrichment functions, which is shown in Figure 9. This operation does not affect the solution in any way, as it is accounted for in both creating the enrichment functions and in a post-processing step.

Figure 9: Enrichment function scaling from [2].

The relevant results to present are obtained for three of different scaling factors

\[ s_j = 1, \quad (4) \]

\[ s_j = \frac{\min(d_1, d_2)}{d_1 + d_2}, \quad (5) \]

\[ s_j = \frac{\min(d_1, d_2)}{\max(d_1, d_2)}, \quad (6) \]

where \( d_1 \) and \( d_2 \) are the distances from the interface to the previous and following original mesh nodes in the element connectivity data structure, respectively. The three scaling functions in Equations (4) through (6) correspond to a unitary scaling factor (standard) and the scaling functions from [2] and [5], which correspond to the initial IGFEM formulation (original scaling) and an hierarchic adaptive formulation (modified scaling). The impact of each scaling in the stiffness matrix conditioning is presented in Figure 10.

Figure 10: Condition number.

As can be easily concluded from Figure 10, the IGFEM clearly presents an ill-conditioning problem that is only slightly alleviated with the original enrichment function scaling in Equation (5) but completely fixed with the one in Equation (6).

4. Weighted Residual Formulation - SUPG

Having selected and discussed the choice of discretization method, it is now necessary to look into the choice of weighted residual formulation.

4.1. Requirements

The "best approximation" property from the standard Galerkin method is lost for convection dominated heat transfer processes, as the matrix associated to the convective term is non-symmetric,
which means the solution field can be rendered useless due to the appearance of spurious oscillations, also called “wiggles” in the world of computational fluid dynamics (CFD), as is exemplified in Figure 12 for 1D convection.

4.2. Streamline Upwind/Petrov-Galerkin Method

The chosen alternative has first been presented in [6] and is the Streamline Upwind/Petrov-Galerkin (SUPG) method, which stabilizes the solution for problems that have highly convective effects present by modifying the weight function, which is done adding diffusion only in the flow direction.

In order to explain SUPG, it is necessary to present a generic conjugate heat transfer problem statement. Figure 12 represents a vascular actively-cooled material on a 2D domain $\Omega \subset \mathbb{R}^2$ that has two non-intersecting regions, the solid phase ($\Omega_s$) and the fluid phase ($\Omega_f$), which is where the coolant flows. It is also possible to find the designations $\Gamma_T$, $\Gamma_q$ and $\Gamma_h$ (not used in this work), that are the boundaries to which each type of BC is applied, the first being Dirichlet, the second Neumann and third Robin boundaries.

The strong form of the heat equation to obtain the temperature distribution field in this domain is find the temperature field $T : \Omega \Rightarrow \mathbb{R}$ such that

\[-\nabla \cdot (k \nabla T) = f \text{ in } \Omega_s,\]
\[-\nabla \cdot (k \nabla T) + \rho c_p v \cdot \nabla T = f \text{ in } \Omega_f,\]
\[T = T_0 \text{ on } \Gamma_T,\]
\[k \nabla \cdot n = q \text{ on } \Gamma_q.\]  

Figure 11: Analytic and Galerkin temperature distribution solution in a bar.

Taking this into account, it is necessary to find a formulation that alleviates or eliminates the appearance of “wiggles”.

The presentation of the method’s formulation starts with defining all the relevant variables. The amplitude of the “wiggles” and the stabilization parameter for SUPG depend on the grid Péclet number. This dimensionless number is defined as

\[Pe_k = \frac{\text{rate of advection}}{\text{rate of conduction}} = \frac{|v|}{h k},\]

where $|v|$ is the norm of the vector quantity flow velocity, $h_k$ is the element length in the flow direction and $k$ is the thermal conductivity of the material in the flow direction.

The SUPG method employs a modification of the weight functions used to obtain the FEM approximated solution, which means that it can be expressed as an additional stabilization term in the weak form of the problem as in

\[\int_{\Omega} \nabla w^b \cdot k \nabla u^b d\Omega + \int_{\Omega_f} w^b \rho c_p v \cdot \nabla u^b d\Omega +\]

\[\int_{\Omega_f} \tau (v \cdot \nabla w^b)(v \cdot \nabla u^b) d\Omega = \int_{\Gamma_h} w^b q d\Gamma.\]

Figure 12: Domain heat transfer problem.

The SUPG method employs a modification of the weight functions used to obtain the FEM approximated solution, which means that it can be expressed as an additional stabilization term in the weak form of the problem as in

\[\int_{\Omega} \nabla w^b \cdot k \nabla u^b d\Omega + \int_{\Omega_f} w^b \rho c_p v \cdot \nabla u^b d\Omega +\]

\[\int_{\Omega_f} \tau (v \cdot \nabla w^b)(v \cdot \nabla u^b) d\Omega = \int_{\Gamma_h} w^b q d\Gamma.\]

Concluding this section, the original hybrid code lacked the implementation of the second and third terms in Equation (11) in order to be able to effectively model the vascular cooled materials that are subject for this thesis.
4.3. Verification

Once again to ensure a good implementation, it is necessary to do verification. For this process, two examples inspired by [6] are used.

The first test case consists of a simple 1D bar of length $L = 1$ m made out of a material with a thermal conductivity of $k = 10^{-6}$ W/m $\cdot$ K with the Dirichlet BCs of $T = 0$ K @ $x = 0$ m and $T = 1$ K @ $x = 1$ m. The Galerkin solution for this problem has already been presented in Figure 11 (along with the analytic solution that derives from the heat equation and is $T(x) = \frac{1-e^{-x/L}}{1-e^{-1}}$), while the result obtained using the implementation of SUPG is provided by Figure 13.

![Figure 13: Analytic and Galerkin temperature distribution solution in a bar.](image)

With a result that is identical to the analytic solution, the implementation of SUPG is proved to eliminate “wiggles” for this 1D convection problem.

The next test case is a classical convection skew to the mesh problem whose details can be found in [6]. The results for both the Galerkin formulation and SUPG formulation from the implementation and the literature source can be found in Figures 14 and 15. Other skew angles have also been tested and similar results have been obtained.

![Figure 14: Patch test verification problem.](image)

Combining the somewhat qualitative conclusions that can found here (using the mesh outline as reference, the solutions appear to be similar) with the indisputable results obtained for the 1D bar, it is possible to claim with confidence that, from what is observed with these examples, the implementation of the method is correct.

5. Test Case Modeling Results

It is in this part of the work that the two numerical methods discussed thus far are combined, showcasing the power of this union by modeling two test cases involving actively-cooled vascular material blocks.

5.1. CPU Cooler Test Case

Inspired by real life data, the first test case modeled using the developed stable thermal solver is pictured in Figure 16 and the remaining data expressed in Equation (12)

\[
L = 45 \text{ mm} \\
D = 0.8 \text{ mm} \\
\dot{m} = 10 \text{ g/min} \\
T_{\text{inlet}} = T = 20^\circ \text{C} \\
q = 150 \text{ W (uniform heat flux)} ,
\]

where $\dot{m}$ is the mass flow rate that enters the cooling channel.

Despite being represented as a straight line, the cooling channel is modeled considering a sinusoidal centerline (the amplitude of the sine and wave length that are in this case null are going to be optimized in Section 7) with a parabolic Hagen-Poiseuille velocity profile given by

\[
v = 1.5 \frac{\dot{m}}{\rho A} \left(1 - \frac{2r}{D}\right)^2 ,
\]
where $r$ is the distance to the channel’s centerline.

To ensure good numerical accuracy, a set of differently refined meshes have been used to obtain the maximum domain temperature. A convergence study graph is presented in Figure 17.

![Figure 17: Mesh convergence study.](image)

Given the time limitations, the mesh chosen to obtain the results and later optimization is a mesh with 128134 FEs, which presents a relative error of 1% to 55% of the computing time of the converged result mesh.

It is also interesting to look into the efficiency of the developed implementation, which can be done analyzing Table 1.

<table>
<thead>
<tr>
<th>NELEM</th>
<th>$T_{\text{total}}$ [s]</th>
<th>$T_{\text{solid}}$ [s]</th>
<th>$\Delta T_{\text{total}}$ [%]</th>
</tr>
</thead>
<tbody>
<tr>
<td>8290</td>
<td>13</td>
<td>7</td>
<td>43</td>
</tr>
<tr>
<td>38540</td>
<td>43</td>
<td>28</td>
<td>34</td>
</tr>
<tr>
<td>72591</td>
<td>96</td>
<td>63</td>
<td>35</td>
</tr>
<tr>
<td>128134</td>
<td>163</td>
<td>114</td>
<td>30</td>
</tr>
<tr>
<td>197127</td>
<td>255</td>
<td>176</td>
<td>31</td>
</tr>
<tr>
<td>231177</td>
<td>294</td>
<td>220</td>
<td>25</td>
</tr>
</tbody>
</table>

Table 1: Computation times vs. number of FEs.

Finally, the temperature field for the actively-cooled CPU cooler is presented in Figure 18.

![Figure 18: Mesh convergence study.](image)

5.2. Engine Cylinder Test Case
In order to provide further numerical applications of the developed stable thermal solver, yet another test case has been devised. It mimics a car engine cylinder and it also proves that this implementation is capable of handling multiple channels. Because the analysis and results are similar to what has been presented for the CPU cooler and due to the space restrictions of this document, it is not presented here.

6. Optimization Fundamentals
Being one of the goals of this work to combine the stable IGFEM thermal solver with an optimization tool, this section briefly describes the fundamentals needed for this specific case.

6.1. Problem Formulation
The general form of a constrained optimization problem, which is the process of minimizing a function with respect to some variables in the presence of constraints on those variables, is

\[
\text{Minimize: } f(x, b) \\
\text{Subject to: } x_L < x < x_U \\
A x \leq b \text{ (Linear)} \\
h(x) \leq 0 \text{ (Non-Linear)},
\]

where $f(x, b)$ is the objective function, the function that undergoes the optimization process and the equations under the category “Subject to:” are the constraints. The first equation under this category represents the bounds for the variables $x$. It is also important to mention that constraints are not limited to linear relations, they can also be non-linear, as exemplified by the last two inequalities.

6.2. Optimization Tool
The process of optimization implemented for this work relies on an optimization package already implemented in a module of the programming language Python, which can be found under the SciPy library, and is called optimize.minimize, which does minimization of a scalar function of one or more variables.

6.3. Optimization Method
The optimize.minimize optimization module from the SciPy contains a large array of optimization methods that can be chosen by the user. Given it is the most well rounded in terms of the advantages and disadvantages, the chosen optimization method is the Sequential Least SQquares Programming (SLSQP) iterative method.
7. Test Case Optimization Results

The goal of this section is to demonstrate the possibilities that result from combining the efficient thermal solver that has been implemented with the standard Scipy optimization method choice discussed in Section 6 by analyzing a sample vascular actively-cooled example.

7.1. Optimization Problem Definition

As stated in Section 6, it is necessary to formulate the optimization problem before presenting its results. Using the CPU cooler test case modeled in Section 5, the objective function is the maximum domain temperature, the bounds are the second and third expressions in Equation (15) and one additional constraint is defined in the last expression

\[
\text{Minimize: } \max[T(a, n_{sw})]
\]

Subject to:
\[
\begin{align*}
2 &< a < 4 \text{ [mm]} \\
2 &< n_{sw} < 4 \\
\Delta p &\leq 1.5 \times \Delta p_{\text{straight interface}}
\end{align*}
\]  

where \( \Delta p \) and \( \Delta p_{\text{straight interface}} \) are the pressure drop in the channel due to viscous effects for the selected interface and straight interface, respectively.

While the choice of bounds for the design variables is related to geometrical restrictions introduced by the modeling strategy (sinusoidal centerline), the introduction of the pressure drop constraint is what makes this problem relevant, as the solution would otherwise be the upper limits of the design variables for an increased cooling capacity. Taking into account that in the parabolic Hagen-Poisssou(page 0021)el velocity profile pressure drop due to viscous effects equation (from [8]) all remaining variables are constant, the pressure drop ratio constraint in Equation (15) is equivalent to

\[
\Delta p \propto s \Rightarrow \Delta p \leq 1.5 \times \Delta p_{s.i.} \Leftrightarrow s \leq 1.5 \times L
\]

7.2. Enhanced Solution

For a sinusoidal channel, the meshes that result from the IGFEM discretization are as presented in Figure 8. Table 2 presents the results of the relevant channel configurations, S.C. for straight channel, \( x_L \) for the lower bounds of the design variables, where there is still room for improvement, U. for unconstrained, where the pressure ratio constraint is not active and O.D. for the optimized design.

<table>
<thead>
<tr>
<th>( a ) [mm]</th>
<th>( n_{sw} )</th>
<th>( \max[T] ) [°C]</th>
<th>( \Delta p/\Delta p_{s.i.} )</th>
<th>Rmks.</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>0</td>
<td>102.3</td>
<td>1</td>
<td>S.C.</td>
</tr>
<tr>
<td>2</td>
<td>2</td>
<td>84.9</td>
<td>1.1</td>
<td>( x_L )</td>
</tr>
<tr>
<td>4</td>
<td>4</td>
<td>59.4</td>
<td>1.8</td>
<td>U.</td>
</tr>
<tr>
<td>3.15</td>
<td>3.7</td>
<td>66.9</td>
<td>1.5</td>
<td>O.D.</td>
</tr>
</tbody>
</table>

Table 2: Test case optimization results.

The combination of the chosen and implemented numerical techniques with the SLSQP optimization method from the Scipy library allowed this geometry to be optimized in just 1h40 using a personal system running an Intel Core i7 processor clocked at 2.2GHz with 16GB of memory and on OS X Yosemite despite the forty two iterations that the optimizer needed to obtain the result. A special emphasis must be given to IGFEM in problems such as the one being analyzed here, as it is a very interesting method that efficiently deals with the discontinuities and without which an optimization process to this problem would be much more user time consuming and cumbersome, with a constant need for remeshing.

The evolution of some relevant parameters with the iteration number can be analyzed in Figure 19. It is noticeable that there are maximum temperatures below the optimized result, but those correspond to geometries that violate the pressure ratio constraint.
Finally, the temperature field solution for the optimized geometry, characterized by a channel amplitude of 3.15 mm and 3.7 sinusoidal waves in the horizontal direction of the domain, is represented in Figure 20.

![Figure 20: Optimized design.](image)

With this optimization process, it has been possible to reduce the maximum temperature of a CPU cooler from a temperature of over 100°C, which is above integrity threshold to 66.9°C, an adequate CPU temperature under load.

8. Conclusions

If using the already implemented functionality of the computational tool simplified implementation, the conformity requirement that comes from using a preexisting tool means that the achievements required not only the understanding of the code’s structure but also a lot of design thinking.

The basic formulation of a state-of-the-art discretization technique described by the Interface-enriched Generalized Finite Element Method (IGFEM) has successfully been implemented and verified for efficient mesh-independent modeling of 2D problems with discontinuous gradient fields. Some improvements on the original method were also implemented, namely via the modification of the enrichment function scaling.

Presenting oscillatory solution fields for convection dominated problems (characteristic of the methods that use a Galerkin formulation of convection), the weighted residual formulation previously implemented was inadequate. As a solution for this problem, the Streamline Upwind/Petrov-Galerkin (SUPG) method has been implemented and verified for heat transfer processes where heat convection is not negligible, stabilizing the solution and reducing the amplitude of fictitious oscillations.

Combining both the IGFEM and SUPG in an efficient and stable thermal solver allowed to solve conjugate heat transfer problems of vascular actively-cooled materials. Combining this solver with a standard SciPy optimizer facilitated a straightforward and efficient optimization of a sample conjugate heat transfer problem of a vascular actively-cooled material.

With the goal of a continuous evolution of hybrid in the subject of this thesis, it could be interesting to study the implementation of specially developed optimization routines, to generalize the implemented methods to 3D and to use the developed tools in real optimization problems with well defined bounds, goals and constraints.
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