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Abstract

Collaborations in art can lead to the creation of innovative content and potentially generate new art

movements. However, traditional collaboration methods often pose challenges, as they require artists to

work within a shared physical space or coordinate themselves using inconvenient asynchronous meth-

ods. Furthermore, collaborative art projects may encounter downsides that do not exist in individual art

creation. Artists usually are forced to align their ideas and have a deep understanding of each other’s

perspectives, which can be a challenging process. To address these challenges, we developed a Virtual

Reality application offering an alternative approach for contributing artists. This system incorporates

version control as a means to encourage idea exploration and minimize creative conflicts during the

collaborative process.

Through user testing, we evaluated the Virtual Reality environment created and gained valuable

insights into its potential benefits. Our findings revealed similarities between the Virtual Reality environ-

ment and a traditional real-life setting in terms of the level of immersion and engagement experienced by

artists. These results show that Virtual Reality can provide an adequate environment for asynchronous

collaborative art creation. Moreover, the utilization of Virtual Reality positively influenced users’ sense of

ownership over the creative process and facilitated the exploration of new ideas. Our research not only

addresses the challenges posed by usual collaboration methods but also contributes to the advance-

ment of asynchronous collaborative art practices.
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Resumo

Colaborações em arte podem levar à criação de conteúdo inovador e potencialmente gerar novos movi-

mentos artı́sticos. No entanto, métodos tradicionais de colaboração frequentemente apresentam de-

safios, uma vez que exigem que os artistas trabalhem num espaço fı́sico partilhado ou se coordenem

através de métodos assı́ncronos inconvenientes. Além disso, projetos de arte colaborativa podem en-

frentar desvantagens que não existem na criação individual de arte. Os artistas geralmente são obri-

gados a alinhar ideias e ter uma compreensão profunda das perspetivas dos outros, o que pode ser

um processo desafiante. Para enfrentar estes desafios, desenvolvemos uma aplicação de Realidade

Virtual que oferece uma abordagem alternativa para artistas colaboradores. Este sistema incorpora

controlo de versões como um meio para incentivar a exploração de ideias e minimizar conflitos criativos

durante o processo colaborativo.

Através de testes de utilizadores, avaliámos o ambiente de Realidade Virtual criado e obtivemos

observações valiosas sobre os seus potenciais benefı́cios. As nossas descobertas revelaram semelhan-

ças entre o ambiente de Realidade Virtual e um ambiente tradicional de vida real em termos do nı́vel

de imersão e envolvimento experienciado pelos artistas. Estes resultados demonstram que a Reali-

dade Virtual pode proporcionar um ambiente adequado para a criação de arte colaborativa assı́ncrona.

Adicionalmente, a utilização de Realidade Virtual influenciou positivamente o sentido de propriedade

dos utilizadores sobre o processo criativo e facilitou a exploração de novas ideias. A nossa pesquisa

não aborda apenas os desafios apresentados pelos métodos habituais de colaboração, mas também

contribui para o avanço das práticas de arte colaborativa assı́ncrona.

Palavras Chave

Colaboração de Arte, Colaboração Assı́ncrona, Controlo de Versões, Realidade Virtual.

iv



Contents

1 Introduction 1

1.1 Research Questions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 4

1.2 Hypothesis . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 4

1.3 Thesis Outline . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 6

2 Related Work 7

2.1 Collaboration in Art . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 9

2.2 Asynchronous Art . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 10

2.3 Collaborative Virtual Reality Art . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 11

2.4 Art and 3D Model Version Control . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 12

3 Proposed Solution 15

3.1 Requirements . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 18

3.2 Architecture . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 18

3.2.1 Ubiq . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 19

3.2.2 Open Brush . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 19

3.3 Version Control Tree . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 20

3.3.1 Creating the Version Control Tree . . . . . . . . . . . . . . . . . . . . . . . . . . . . 21

3.3.2 Loading the Version Control Tree . . . . . . . . . . . . . . . . . . . . . . . . . . . . 22

4 Implementation 23

4.1 First Iteration . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 25

4.1.1 First Iteration: Open Brush UI Simplification . . . . . . . . . . . . . . . . . . . . . . 25

4.1.2 First Iteration: Environment Walls . . . . . . . . . . . . . . . . . . . . . . . . . . . . 25

4.2 Second Iteration . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 26

4.2.1 Second Iteration: Incorporating User Feedback . . . . . . . . . . . . . . . . . . . . 26

4.2.2 Second Iteration: User Test Timer . . . . . . . . . . . . . . . . . . . . . . . . . . . 27

4.2.3 Second Iteration: User Identification . . . . . . . . . . . . . . . . . . . . . . . . . . 27

4.2.4 Second Iteration: Data Collection . . . . . . . . . . . . . . . . . . . . . . . . . . . . 28

4.2.5 Second Iteration: Branching System . . . . . . . . . . . . . . . . . . . . . . . . . . 29

v



4.2.5.A Branching Visualization . . . . . . . . . . . . . . . . . . . . . . . . . . . . 29

4.2.5.B Saving Instances . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 30

4.2.5.C Loading Instances . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 30

5 User Evaluation 31

5.1 Asynchronous Environment and Branching Interface Preference User Evaluation . . . . . 33

5.1.1 Participants . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 33

5.1.2 Apparatus . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 34

5.1.3 Procedure . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 34

5.1.4 Study Design . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 35

5.1.4.A Measures . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 36

5.1.5 Results . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 36

5.1.5.A RL and VR Environments . . . . . . . . . . . . . . . . . . . . . . . . . . . 36

5.1.5.B Branching Interface Preferences . . . . . . . . . . . . . . . . . . . . . . . 38

5.2 Continuous Asynchronous Collaboration User Evaluation . . . . . . . . . . . . . . . . . . 41

5.2.1 Participants . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 42

5.2.2 Apparatus . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 42

5.2.3 Procedure . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 42

5.2.4 Study Design . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 45

5.2.4.A Measures . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 46

5.2.5 Results . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 47

5.2.5.A Demographics and Immersion Tendencies . . . . . . . . . . . . . . . . . 47

5.2.5.B Memory Questions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 47

5.2.5.C Painting Sessions Analysis and User Satisfaction . . . . . . . . . . . . . 48

5.2.5.D Interview Insights . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 51

5.3 Discussion of Results . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 52

5.3.1 Attention and Emotional Connection . . . . . . . . . . . . . . . . . . . . . . . . . . 53

5.3.2 Recognition of Asynchronous Collaboration . . . . . . . . . . . . . . . . . . . . . . 53

5.3.3 Adequacy of VR as an Environment for Asynchronous Collaborative Art Creation . 53

5.3.4 Individualized Working Areas in Artistic Collaboration . . . . . . . . . . . . . . . . 54

5.3.5 Branching Motivations and Outcomes . . . . . . . . . . . . . . . . . . . . . . . . . 55

5.3.6 Ownership and Idea Exploration in the Creative Process . . . . . . . . . . . . . . . 56

6 Conclusion 58

6.1 Exploratory Study on Synchronous Artwork Creation . . . . . . . . . . . . . . . . . . . . . 59

6.1.1 Branching Visualization Correction . . . . . . . . . . . . . . . . . . . . . . . . . . . 59

6.1.2 Synchronous Collaboration . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 60

vi



6.2 Future Work . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 61

6.2.1 Technical Improvements . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 61

6.2.2 Research on Artistic Interaction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 62

Bibliography 62

A Collection of User Artworks 68

A.1 Asynchronous Environment and Branching Interface Preference User Evaluation . . . . . 69

A.1.1 Real-life Artworks . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 69

A.1.2 Virtual Reality Artworks . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 70

A.2 Continuous Asynchronous Collaboration User Evaluation . . . . . . . . . . . . . . . . . . 74

A.2.1 VR Artworks by Pair 1 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 74

A.2.2 VR Artworks by Pair 2 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 75

A.2.3 VR Artworks by Pair 3 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 76

A.2.4 VR Artworks by Pair 4 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 78

B First User Test - RL and VR Environments Questionnaire 80

C First User Test - Branching Interface Preference Questionnaire 85

D Second User Test - Demographic and Immersion Tendencies Questionnaire 89

E Second User Test - Painting Session Satisfaction Questionnaire 94

F Second User Study - Additional Tables 99

vii



List of Figures

2.1 The First International Dada Fair, Berlin, 1920. . . . . . . . . . . . . . . . . . . . . . . . . 9

2.2 Cadavre exquis, a Surrealist collaborative art technique, made in circa 1930 by artists
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The human activity of art creation involves creativity and the expression of the world through the

artist’s unique experiences. Artworks are also shaped to convey meanings and concepts, serving as

a form of communication. These creations of art can be developed individually or in collaboration with

others. Collaboration in different contexts has been studied to lead to better learning, the development

of cognitive skills, and generate innovative creations. [1,2]

Collaboration in art is not a new concept, and it has been executed in various ways depending on the

artists and their objectives. [3] Art collaborations often result in fresh perspectives, as artists contribute

their skills and ideas. For instance, one of the most famous art collaborations, between pop artist Andy

Warhol and graffiti artist Jean-Michel Basquiat produced several art pieces, including the popular artwork

Olympic Rings in 1985. [4] Similarly, the German couple Bernd and Hilla Becher collaborated on black-

and-white photography of industrial architecture for 50 years, with equal ownership and no division of

tasks or photo identification. [5] These successful collaborations worked because the artists understood

each other’s objectives for the artwork and allowed for the unpredictability of their collective imagination.

However, collaborative art also presents challenges, particularly regarding ownership of the resulting

artwork. In many cases, there is ambiguity regarding who owns the intellectual property rights of the

artwork, leading to legal disputes and financial issues. [6–8]

Despite a history of successful partnerships, the creation of art is mostly associated with introspective

and personal endeavors. Like art, Virtual Reality (VR) technology has also been associated with an

individual experience, immersing the user in an artificial world and disconnecting from the physical

one. [9, 10] However, VR has demonstrated positive results in enhancing creativity [11, 12] and there is

a growing interest in using this technology for strengthening relationships and co-creation, particularly

through Social Virtual Reality (SVR). SVR platforms are unique social interaction spaces that create

immersive experiences for users, enabling them to build interpersonal connections through interactive

VR activities and various forms of communication. [13–15]

Previous applications of VR art collaboration have often followed the SVR approach, providing plat-

forms for real-time co-creation and sharing. However, with these applications and the success of VR

artwork, [16] currently, these methods of collaboration often force artists to conform to a single artistic

direction to complete an artwork, leading to unsatisfying outcomes and collaborations. [17–19] This ap-

proach highlights a gap in social and community-based art collaborations that respect the diverse styles,

ideas, and individuality of participating artists in the final artworks.

With this project, we aim to bridge this gap by proposing an asynchronous VR art application that

allows artists to collaborate and exchange ideas while preserving individual creative freedom. This solu-

tion acknowledges the increasing growth of artist communities in social media and digital art movements

that actively engage in asynchronous art collaborations. [20,21]

To accommodate multiple ideas and art styles, this solution features a version control system that
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enables artists to experiment with various versions of their artwork, providing the option to test different

ideas and iterate on their work. This type of version control, which allows for the storage of multiple

instances of the same piece, is only achievable in digital artwork and not possible in traditional painting,

where artists must work over their previous work or recreate an inexact copy of the piece.

Overall, this solution aims to establish collaborative spaces that preserve the benefits of solo artistic

work while fostering a supportive environment for artistic expression. By combining the flexibility of

asynchronous collaboration and version control, this approach offers a new way for artists to collaborate

while enabling them to explore new ideas, experiment with different versions of their artwork, and respect

each other’s artistic freedom in the collaborative process.

The evaluation process involved conducting user tests, where participating artists provided feedback,

interacted with the VR environment, and shared their perspectives on the platform’s features and capa-

bilities. By analyzing these interactions, the collected data informed the development and refinement of

the solution.

1.1 Research Questions

The solution presented in this work aims to explore asynchronous art collaboration through a VR appli-

cation. The development of the application and its subsequent evaluation were guided by the following

research questions:

RQ1: Does the immersion and engagement of Virtual Reality provide an adequate environment for

asynchronous collaborative art creation?

RQ2: How does the use of Virtual Reality for asynchronous collaboration impact artists’ sense of own-

ership over the creative process? To what extent do artists explore different ideas for an art piece?

1.2 Hypothesis

To gain insights into collaborative art creation and the potential role of VR in this context, a questionnaire

was administered to sixteen individuals who had prior experience in art collaborations.

The closed questions asked during the interviews and their corresponding answers are summarized

in Table 1.1. The questions focused on various aspects of collaboration in art, including the perception of

quality with collaboration, feelings of insecurity about collaborating on art, preferences for collaborating

with others or working alone, expression of personal style in collaborative projects, and the impact of

collaboration on art production.

Of this group, six were currently or previously enrolled in an art degree in painting, while the other

ten engaged in painting or drawing as a hobby, with half of them having other types of arts degree
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Table 1.1: Table with interviewees’ answers about their experiences of collaboration in art, median and standard
deviation of the responses.

Closed question Median SD

The results of art are better with collaboration 3.00 0.93
Art collaboration creates fresh ideas 4.00 1.06

I feel/would feel insecure about collaborating with someone on my art 2.00 1.33
I like to collaborate with other people on art 3.00 0.96

I prefer to work alone on my art projects 4.00 1.28
I like that my art projects have my style clearly expressed 4.00 0.81

I would make more art if I collaborated with others 3.00 1.42

Note: Scoring from 1 (completely disagree) to 5 (completely agree)

background. Among the interviewees, 56% reported having used VR, and from this group with VR

experience, only 33% had previous experience with VR painting apps such as Tilt-brush, A-Painter,

Painting VR, or similar platforms.

When asked about their motivations for collaborating in art, interviewees provided diverse responses,

including resource management (P13: “(...) if it’s a massive project with a time limit.”, P1: “It takes less

time and energy.”), sharing of ideas (P11: “The more people, the more ideas, the more that we can

explore a subject in ways that I wouldn’t have on my own.”, P2: “Being each others’ catalyst when hitting

mental blocks and the opportunity to examine multiple perspectives at once.”), entertainment (P16: “It’s

more fun and inspiring.”, P15: “Some of the work I’ve collaborated on was usually just for fun and to

see what would happen with our meshed, different types of methods. Other times it was just satisfying

to see a finished product, all from our hands.”) and different skill interaction (P8: “I can specialize in a

certain aspect of the art piece.”, P9: “If it’s a multidisciplinary project.”, P10: “Create a project beyond my

individual capabilities.”).

These interviews provided valuable information that served as the basis to formulate hypotheses

for this study. The hypothesis serve as predictions for the outcome of the study and provide a clear

direction for addressing the research questions. The validation or refutation of these hypotheses will be

determined through data collection and analysis, which will be presented later in this work in Section 5.3.

RQ1: Does the immersion and engagement of Virtual Reality provide an adequate environment for

asynchronous collaborative art creation?

H1.1: While creating art in Virtual Reality, the levels of attention and emotional connection achieved are

higher than in real-life art creation.

H1.2: In Virtual Reality, the recognition of asynchronous collaboration is easier for participants, as

compared to the real-life scenario.
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RQ2: How does the use of Virtual Reality for asynchronous collaboration impact artists’ sense of own-

ership over the creative process? To what extent do artists explore different ideas for an art piece?

H2.1: Artists prefer to paint in specific sections of their artwork, creating their own working areas.

H2.2: The number of new branches created will increase over the evaluation sessions.

H2.3: The mean number of painting strokes is expected to be higher in newly created branches com-

pared to the asynchronous collaborative branch.

1.3 Thesis Outline

This document is divided into six chapters and several appendices about the following contents:

• Chapter 1 Introduction: Overview of the problem being addressed and outline of the research

questions and hypothesis explored.

• Chapter 2 Related Work: Analysis of previous research and other work relevant to the topics

addressed.

• Chapter 3 Proposed Solution: Description and explanation of the proposed system.

• Chapter 4 Implementation: Information about the system’s implementation and features.

• Chapter 5 User Evaluation: Description and interpretation of the evaluation’s results.

• Chapter 6 Conclusion: Main takeaways from the project and potential future work.

• Appendix A Collection of User Artworks: Presents all the artworks created by the users during

both user tests.

• Appendix B First User Test - Real-life (RL) and VR Environments Questionnaire: Question-

naire used to evaluate the RL and VR environments in the first user test.

• Appendix C First User Test - Branching Interface Preference Questionnaire: Questionnaire

focused on gathering preferences for the system’s branching interface in the first user test.

• Appendix D Second User Test - Demographic and Immersion Tendencies Questionnaire:

Questionnaire used to collect demographic information and assess immersion tendencies in the

second user test.

• Appendix E Second User Test - Painting Session Satisfaction Questionnaire: Questionnaire

used to evaluate user satisfaction regarding the painting sessions in the second user test.

• Appendix F Second User Study - Additional Table: Additional results of the evaluation from the

second user test.
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To comprehensively investigate the research questions presented in Section 1.1, we reviewed rel-

evant literature on different styles of collaboration in art in Section 2.1. Following this, we explore the

potential of asynchronous interactions in creating new art pieces in Section 2.2. From this understand-

ing, we examined various approaches that use digital tools, firstly in collaborative VR art in Section 2.3,

and secondly for version control of art and Three-dimensional (3D) models in Section 2.4.

2.1 Collaboration in Art

Art collaborations can take various forms, and one notable artistic movement centered around collab-

oration was Dada or Dadaism. Emerging in early 20th-century European art, Dada was based on the

spirit of performance, play, and collaboration. Cabaret Voltaire was the artistic nightclub in Switzerland

that represented Dada’s characteristics the most. With an unusual fusion of theater, poetry, and art

exhibitions, artists collaborated in anti-war performances amid World War I. [22] Only four years after

Cabaret Voltaire’s opening, the First International Dada Fair was held in Berlin and featured over two

hundred artworks. (Figure 2.1)

Another example of collaborative art in the early 20th century was the surrealistic game known as

cadavre exquis. (Figure 2.2) This collaborative game often engaged a small number of artists who would

contribute to a drawing, collage, or sentence with no knowledge of what the others had already done.

The outcome was often a spontaneous and unpredictable artwork that integrated the distinct styles

and ideas of each participant. According to André Breton, one of the principal founders of Surrealism,

what initially began as a lighthearted activity, eventually evolved into a playful and enriching experience,

opening up new artistic possibilities through mutual collaboration. [23]

In contemporary art, collaboration continues to be a significant phenomenon. Brian Sherwin, an

Figure 2.1: The First International Dada Fair, Berlin,
1920.

Figure 2.2: Cadavre exquis, a Surrealist collabora-
tive art technique, made in circa 1930
by artists André Breton, Nusch Eluard,
Valentine Hugo and Paul Eluard.
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Figure 2.3: Still image from SUPERFLEX’s Flooded
McDonald’s, 2009. A critique on mass-
production of food and the role of
large multinational companies in climate
change.

Figure 2.4: Chim↑Pom visiting the exhibition Don’t
Follow the Wind in Fukushima. A collab-
oration of the group and a dozen interna-
tional artists that only a small number of
visitors can see until the nuclear contam-
ination is cleaned up.

American art critic, described collaboration in art as the “ultimate test of placing your ego aside in order

to work toward a common idea”. He also noted that creative conflict can arise in collaborative art,

emphasizing the importance of mutual respect and trust among collaborators for successful outcomes.

[24]

Curator and writer Ellen Mara De Wachter, after interviewing twenty-five collaborative groups, such

as the Danish group SUPERFLEX and the Japanese group Chim↑Pom, concluded that these collabo-

rative groups do not subscribe to the exaggerated appreciation of authorship and individuality. These

are attributes that solo works are admired for and are unnecessary to present artworks with strong

meanings. [25] (Figure 2.3 and 2.4)

2.2 Asynchronous Art

Asynchronous art not only allows artists to express themselves at their own pace, but it also has the

potential to involve a much larger number of participants compared to synchronous art creation.

One notable example of asynchronous art is “The Johnny Cash Project”, an online art project that

invites participants to contribute to a crowd-sourced painted music video of “Ain’t No Grave” by Johnny

Cash, involving over 250,000 fans from 172 countries. [26] In this project, participants create and submit

unique drawings that are then compiled and added as frames to the music video. (Figure 2.5) This

form of collaborative art maintains individual expression while fostering collaboration, interaction, and

connection between the fans of the deceased musician in an ever-evolving homage. [27]

Another example of asynchronous art is “The 1000 Journals Project”, launched in 2000 by the artist

Brian Singer. [28] This innovative project ended up reaching over 40 countries, resulting in a book, a

feature-length documentary and multiple art exhibitions. The concept of the project involved leaving a
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Figure 2.5: Screenshot of The Johnny Cash Project
website showcasing a visualization of
frames for the music video.

Figure 2.6: The 1000 Journals Project exhibition in
San Francisco Museum of Modern Art
(SFMOMA) in 2008.

thousand blank journals in public spaces with instructions for individuals who find them to contribute

something and then pass the journal to another person. This project created a diverse and dynamic

experience, with each participant adding their own unique perspective to the journals. (Figure 2.6)

These projects demonstrate examples of collaborative art that go beyond traditional synchronous

methods. By allowing artists to express themselves without time constraints and with the possibility to

involve a larger number of participants, asynchronous art projects open new possibilities for creativity,

collaboration, and connection in the art world.

2.3 Collaborative Virtual Reality Art

The field of collaborative VR is one that is vastly researched, with a wide range of studies conducted in

various fields, from general collaboration [29] to workplaces [30] and education [31]. In the context of

VR art creation, there are several applications that enable artistic collaboration. In this section, we will

discuss some of these applications, including Oculus Medium, MasterpieceVR, and Multi-A-Painter, as

well as the provided features for collaborative VR art creation, and their respective levels of complexity

and innovation.

One of the earliest examples of a collaborative VR art creation application is Oculus Medium, a digital

sculpting software released for Oculus Rift in late 2016. [32] In 2017, with the release of version 1.2, it

became the first major VR art software to offer multiplayer functionality. However, this feature was very

limited, only allowing two users to connect and communicate in the same room, as shown in Figure 2.7.

The connected users could see each other’s artwork but were constrained to working on their art pieces,

meaning they were not collaborating on the same artwork.

Another example is MasterpieceVR, released at the end of 2017 by Brinx Software, with the focus

on synchronous painting and sculpting with other users. [33] In this application, users were able to chat
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Figure 2.7: User giving feedback on a sculpture
done in Oculus Medium.

Figure 2.8: Promotional image of MasterpieceVR
multiplayer feature.

while working on the same art piece. To not disrupt the other person, each user had their view of the

artwork. Jonathan Gagne, Chief Executive Officer (CEO) of Brinx, described it as “a virtual sandbox

for friends or production teams to use. Creators can work together on a project, exchange ideas, give

real-time feedback or teach a 3D modeling class in virtual reality”. When interviewed on the purpose

of the application, he said, “We wanted users in different locations to be able to walk into the same

virtual room and begin cooperating on a project immediately in a highly productive and effective way.

MasterpieceVR makes this possible” (Figure 2.8). MasterpieceVR required users to be online to collab-

orate synchronously, which could be a limitation for international teams. In 2019, MasterpieceVR was

discontinued and replaced by Masterpiece Studio, but the synchronous collaboration feature remained.

Similar to MasterpieceVR, Multi-A-Painter is an open source extension of Mozilla’s A-Painter ap-

plication, where users anonymously collaborate by creating 3D paintings in real-time. [34] While the

anonymity can be liberating for users, it can also hinder communication and collaboration towards spe-

cific goals.

While collaborative VR art has seen advancements in recent years, there are still limitations that

can be addressed to make it more appealing, such as real-time collaboration on the same artwork,

providing offline and asynchronous collaboration options, and improving communication tools within the

VR environment.

2.4 Art and 3D Model Version Control

Version control for art emerged in the context of storing individual artworks and virtual heritage. More

recently, museums and curators have become interested in this technology and opened the possibility

of creating instances of artworks to represent changes in time and enable creative challenges for artists.

[35,36]

One system that aligns with this trend is Open3D, which facilitates the collaborative curation of large-

scale city models. It supports real-time collaborative editing and updating of 3D models of buildings for
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Figure 2.9: Pipeline of Open3D procedural edits.

synchronous users. [37] When users make changes, they can choose a model, edit it in the separate

Open3D Editor, and update the Open3D Browser. (Figure 2.9) These components communicate with

a server to retrieve or update models, while editing conflicts are avoided through a locking mechanism.

The procedural modeling changes are saved as the edit history of each building, and these models can

be reused for modeling similar buildings.

Graphic design projects were also in need of version control, and in 2021, SnowFS was introduced

as an open-source version control software specifically designed for graphic files. [38] It is a lightweight

application that enables backup, storage and synchronization of projects on different devices, while

providing access to different versions of the project. Built around the idea that projects go through various

interactions and different ideas, SnowFS has native cloud capabilities tailored for Two-dimensional (2D)

art and 3D modeling programs, mainly the 3D modeling program Blender [39]. The application that

serves as User Interface (UI) of SnowFS, called Snowtrack, produces a visualization of the project

evolution and provides interactive thumbnails of the working versions, as shown in Figure 2.10.

With the increase in museum digitization and the creation of 3D model libraries [40], the implemen-

tation of version control has been predominantly used for historical artifacts and their several stages of

modeling. The underlying technology behind many of the version control methods previously mentioned

is Merkle trees. The tree is constructed by recursively hashing pairs of nodes until only a single hash

remains, called the root hash or the Merkle root. Each leaf node in the tree represents a piece of data,

and each non-leaf node represents the hash of its child nodes, as shown in Figure 2.11. The usage

of hashes allows for data separation and integrity checks. [41] By using Merkle trees, version control

systems can detect and prevent conflicts that arise when merging different versions during collabora-

tive editing, track changes made by individual users, and maintain the consistency of the data across

different versions.
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Figure 2.10: Snowtrack’s visualization of a 3D project timeline.

Figure 2.11: Binary Merkle tree. Non-leaf nodes’ hash values are the concatenation of children’s hash values.
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Figure 3.1: Representation of the three contexts in which collaboration in art applies. (Left) Group, (Middle) Com-
munity, (Right) Hierarchical.

The proposed solution aims to facilitate non-invasive collaboration that does not impose pressure on

a single concept or version of an artwork.

To address the research questions, we implemented the solution on a single type of art, and chose to

do it in VR to allow collaboration between geographically distant users and to provide a more immersive

and interactive environment. Among the different types of art, 3D painting was chosen because of its

relatively low interface requirements and easy adaptation to VR. This approach also allows for a lower

VR skill requirement for users while maintaining a high level of artistic skill. However, it is important to

acknowledge that the chosen approach for creating artworks requires physical space and movement.

This design choice may limit the accessibility and convenience of the collaborative art creation process.

Exploring alternative design choices could potentially mitigate this limitation and make the process more

accessible and convenient for a wider audience.

Collaborative art projects can take on different contexts as discussed with artists in Section 1.2.

These contexts include: a group of artists who are interested in producing an artwork asynchronously

with defined objectives or themes, an artist who creates a base for an art piece and releases it publicly for

a community to participate, or an artist who is hierarchically superior to others where the development

of an art piece needs their approval. (Figure 3.1) To develop the proposed solution and perform the

subsequent evaluation, the contexts presented were considered. The focus selected for this project

is the scenario of a group of artists interested in producing an artwork asynchronously with a general

objective or theme.

To inform the development of our solution, we conducted research on existing art creation software for

VR, evaluated their features, and gained an understanding how art collaboration usually works through

the artists’ interviews. Based on this research and the insights obtained, we compiled a list of require-

ments (Section 3.1). Considering these requirements, we also present the architecture of our solution

(Section 3.2).
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3.1 Requirements

From the interviews with artists in Section 1.2, the following requirements for the VR application were

gathered:

• Basic painting features in a VR environment with the use of a Head-mounted Display (HMD) and

hand controllers;

• Range of materials and colors to choose from;

• Visualization of the artwork in 3D perspective;

• Control of the painting, with undo and redo actions;

• Facilitation of collaborative art creation by allowing users to:

– Invite others to participate in their collaborative artwork;

– Store multiple versions of an artwork throughout the various iterations;

– Track progress of the project and contributions from each user;

– Work on the same project without requiring interaction with each other.

• Enable users to experiment with different versions of the project, emphasizing their ability to ex-

press ideas without overriding previous work.

3.2 Architecture

The proposed solution is an application1 that facilitates asynchronous collaboration for art creation.

To meet the requirements identified in the previous section, the proposed system utilizes two existing

technologies: Ubiq and Open Brush. Figure 3.2 illustrates how Ubiq provides a platform for creating

multiple rooms, each incorporating the mechanics, features and UI of Open Brush to enable collaborative

artwork creation. These technologies communicate with the local device storage, allowing users to

manage and save their artworks and related data. The application saves data in a version control tree

structure, allowing users to start a session at any saved point and add from it.

Both Open Brush and Ubiq were developed using Unity, which is a cross-platform game engine that

supports the creation of 2D and 3D experiences for multiple platforms, including VR devices. [42] Unity’s

active community of developers from different levels and backgrounds provides a vast library of tools

and assets, making for an efficient implementation of our proposed solution. The necessary scripting

was performed using the C# programming language, which is commonly used in Unity.

1https://github.com/aclaudiadavid/Asynchronous-Collaborative-Art-Creation
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Local
Storage

Ubiq room

Figure 3.2: Proposed solution’s architecture.

Figure 3.3: Ubiq’s avatars representing users in a
VR environment. Figure 3.4: VR 3D painting made with Open Brush.

3.2.1 Ubiq

Ubiq is an open-source toolkit designed to simplify the construction of SVR systems. [43] Ubiq has a

server that maintains rooms with a peer system, providing standard SVR features such as avatars, voice

chat, and connection management. (Figure 5.13) Its flexibility and adaptability makes it an ideal tool for

developers seeking to create collaborative VR experiences.

Our proposed solution leverages Ubiq rooms to provide a social environment for asynchronous col-

laborative art creation. Although Ubiq is primarily designed for real-time synchronous collaboration, we

have adapted it to create and host rooms for our proposed solution. While we do not utilize its real-time

features, Ubiq still serves as a reliable platform for managing collaborative art creation and preserving

the various states and iterations of artworks. Implementing Ubiq in our proposed solution meets the

requirements for user participation in collaborative work and the management of artwork iterations.

The Ubiq version used in our solution is version 0.1.1, which can be found in the University College

London (UCL) Ubiq GitHub repository. [44]

3.2.2 Open Brush

Open Brush is a 3D painting VR application that originated from the open-source code of Tilt Brush,

a previously discontinued application by Google. [45] With Open Brush, users can create paintings in

a room-size 3D space with the freedom to choose from various colors, brushes, and sizes. (Figure

3.4) Since January 2021, Open Brush has added several features, including some experimental and

alternate builds, and it is available on different platforms.
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Figure 3.5: Conceptual illustration of the user’s perspective of the saved art instances in a version control tree.

Open Brush’s features meet the requirements for a VR environment designed for painting with a

HMD and hand controllers. Being open-source and having an active community provides the necessary

flexibility to easily modify and adapt it during the implementation of our proposed solution.

To implement our solution, we used Open Brush version 0.3.0 [46], which requires SteamVR [47]

and Unity version 2019.4.25f1 [48]. This version of Open Brush offers a comprehensive set of painting

tools and features that allowed users to create and manipulate their artworks.

3.3 Version Control Tree

In order to support asynchronous collaboration in the VR application, we implemented a version control

tree with a UI that tracks the progress of art projects made in the application. (Figure 3.5) This allows

collaborators to make changes without overwriting each other’s work and facilitates the ability to revisit

previous versions. With the version control tree, we aimed to provide more freedom and exploration in

the creative process.

The version control tree is a hierarchical data structure that organizes the various versions of a

project. It comprises a root node, representing the first saved version of the project, and a set of parent-

child relationships that specify which version every non-root version is expanded from.

In our proposed solution, each time a user saves an artwork, a new instance is created, either as a

root node or as a child of a previous instance. By using a version control tree, users can work from any

previously saved instance of the artwork through the ability to create multiple branches.

A branch refers to a path of subsequent instances from the first saved point in the project until a

leaf/terminal instance. In the version control tree, a leaf or terminal instance refers to a node with no

child nodes, indicating the end of a branch, as shown in Figure 3.6. A new branch is created every time

an artist continues an instance that is not a terminal instance. Finally, a new project is presented by a

new root of a version control tree.

Our solution incorporates a custom-made version control tree inspired by Merkle tree structures. We

made the deliberate decision not to use a traditional Merkle tree implementation, as it allowed us to
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Figure 3.6: Example of version control tree with
highlighted green leaf/terminal nodes. In
this tree there are three branches.

Figure 3.7: Example of version control tree with one
root, five nodes, two branches, and high-
lighted green leaf nodes.

avoid complex merging processes and ignore security aspects that require hashing.

3.3.1 Creating the Version Control Tree

To create a new instance, the user paints and then saves the progress of the artwork. Each save action

is treated as a new instance, without overwriting any previous saves. When the save action is received

by the HistoryManager script, the HistoryGraph script is called to create the new instance.

The new instance is represented by an object of the class Node, which contains its identification and

a list of the identifications of its children. Once the node is created, it is placed in the tree. If this is a

new project and the tree is empty, the node becomes the root and a new project has been started. If

this is not a new project, then this new instance becomes a new leaf, and its identification is added to

its parent’s list of children. The HistoryGraph keeps track of the current version tree, and every time a

modification is made, the HistoryManager exports the HistoryGraph into a JSON [49] file.

The JSON file includes the number of nodes in the tree (number nodes), the roots and the nodes with

their identification and list of children. For example, to create a tree with one root, five nodes, and two

branches, as illustrated in Figure 3.7, the corresponding JSON file would have the following structure:

{"number_nodes":5,

"roots":[0],

"nodes":

{"0":{"id":0,"children":[1]},

"1":{"id":1,"children":[2,3]},

"2":{"id":2,"children":[]},

"3":{"id":3,"children":[4]},

"4":{"id":4,"children":[]}}

}

By storing the version control tree locally in a JSON file, we can preserve the entire history of the
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project and make it available for visualizing and loading instances. This allows the user to navigate

through the project’s history and easily choose any previous instance to work from.

3.3.2 Loading the Version Control Tree

When the user requests to visualize the instances, the locally stored JSON file is loaded into the Histo-

ryGraph. The HistoryManager then generates the UI for the graph, creating interactive blocks for each

instance and connections between the nodes to depict the structure of the tree.

Using this visualization, the user can select a particular instance to load and continue working on.

The HistoryManager sets the identification of the selected instance as the current open node, so that the

next saved project has that instance as its parent. This allows the possibility for the user to branch out

from any previous instance, creating a new branch in the version control tree and allowing for multiple

branches to exist.
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Our system was designed to meet the requirements presented in Section 3.1, which were aimed at

providing users with a virtual environment that facilitates asynchronous collaborative art creation. To

achieve these goals, we developed our system in two iterations.

During the first iteration, we focused on integrating Ubiq into the Open Brush system, simplifying

the Open Brush UI, and adding environment walls. This iteration was used in the first user test, which

involved participants with artistic backgrounds comparing RL and VR environments for asynchronous

collaborative art creation. Their feedback from the user test was relevant to refine the system for the

subsequent iteration.

In the second iteration, we incorporated the feedback received from the first user test and added

essential new features to the system for the second user test. The features included a timer, user

identification, and extensive data collection. Additionally, the entire branching system was implemented,

including a UI and the ability to save and load instances. These modifications played a vital role in

the second user test, where users engaged in an asynchronous collaborative artwork creation process

across multiple sessions to deepen our understanding of ownership and idea exploration within this

environment and context.

4.1 First Iteration

After integrating Ubiq into the Open Brush system, we worked on simplifying the Open Brush UI, for

a more user-friendly experience, and adding environment walls. These changes were made with the

intention of preparing the system for the first user test.

4.1.1 First Iteration: Open Brush UI Simplification

In this iteration, our goal was to simplify the Open Brush UI, to accommodate users who may not be

familiar with VR technology. We recognized that having a complex interface may be overwhelming for

some users, and we wanted to ensure that they could easily navigate through the system. The original

interface, as seen in Figure 4.1, contained numerous features per menus, with 9 pages of brushes to

navigate. To achieve our objective, we focused on retaining only the essential tools, as shown in Figure

4.2. We also reduced the number of brushes, removing those that were similar to other brushes or

intended for 3D sculpting, resulting in less than 3 pages.

4.1.2 First Iteration: Environment Walls

To standardize the user testing environment and ensure consistency among participants, we added

environment walls to create a fixed virtual testing area with dimensions of 2.30m x 2.30m. (Figure 4.3)
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Figure 4.1: Original Open Brush Tools UI. Figure 4.2: Simplified Open Brush Tools UI.

Figure 4.3: Discrete environment walls were added to create a fixed testing area.

As the user tests were conducted at locations chosen by participants, these walls helped us minimize

any potential discrepancies between tests and provide each participant with the same level of mobility.

4.2 Second Iteration

In the second iteration of our system, we focused on addressing the feedback received from the first

user test, as well as implementing essential new features for the second user test. One of the most

significant additions was the implementation of the branching system, which was necessary to manage

the asynchronous collaborative artworks and enable users to interact with the version history of each

project.

4.2.1 Second Iteration: Incorporating User Feedback

During the first user test, we received feedback from the users that they missed having a dropper tool to

easily reuse colors and materials that were previously used but not stored. In response to this feedback,

we incorporated an existing Open Brush dropper tool into the Color Wheel menu. We also increased the

size of the Save Color buttons to make it easier for users to save their selected color. These updates
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Figure 4.4: Changes made to the Color Wheel menu. (Left) Original UI. (Right) Dropper added and Save Color
buttons increased in size for the second user test.

Figure 4.5: User test timer implemented in the Tools UI. (Left) Starting the timer. (Right) Timer in countdown.

were designed to improve the user experience and address the concerns that were raised during the

first user test. The changes are visible in Figure 4.4 which provides an example of how the new tool and

button changes were incorporated into the Color Wheel menu.

4.2.2 Second Iteration: User Test Timer

In order to provide a standardized testing experience with minimal interference from the user test facil-

itator, we introduced a 15-minute timer in the interface for the second user test. As soon as the timer

button is pressed, the timer starts counting and data collection begins simultaneously. (Figure 4.5) When

the timer starts, it plays a sound, and the same sound plays again when 30 seconds remain, reminding

users to save their artwork. Finally, the sound plays once more when the timer reaches zero, signaling

the end of the user test and prompting users to stop painting.

4.2.3 Second Iteration: User Identification

To enable better data collection and distinguish user interactions within the same HMD during asyn-

chronous collaboration in the second user test, we implemented a user identification button in the

system. (Figure 4.6) This feature was limited to pairs of users for the user tests and allowed us to

differentiate the actions of each user when interacting with the project.

27



Figure 4.6: User identification button on the admin menu enables participants to change between user 1 and user
2 during the user test sessions.

4.2.4 Second Iteration: Data Collection

To facilitate data collection for analysis during the painting sessions of the second user test, we imple-

mented a C# script called TestPrinter. This script creates two CSV [50] files, namely controllerDetails

and headeyePos, which record the necessary information. The controllerDetails file includes logs of the

details about the two controllers every 100ms or when the right trigger is activated (when painting or an

action occurs), while the headeyePos file records the HMD details every 1s. To ensure easy identification

of files associated with each user test, we adopted a naming convention that concatenates ”controllerDe-

tails” or ”headeyePos”, the current date and time, and the user selected in the User Identification button.

For example, two files created in the same session may have the following names:

controllerDetails_20230510_152034_User1.csv

headeyePos_20230510_152034_User1.csv

This way, we can easily identify the files associated with each user test and analyze the data accordingly.

The controllerDetails file captures several variables at each moment, including:

• Time: A string with the time elapsed since the start of the timer;

• Side: A string identifying whether the log is about the left or right controller;

• ControllerPosition: A Vector3 of the current position of the controller;

• ControllerRotation: A Quaternion of the current rotation of the controller;

• TriggerButton: A boolean indicating whether the controller’s trigger is being pressed;

• Type: A string of what the user is doing with the controller. It can be an Action (features with

instant use like an undo or redo), a Tool (features with prolonged use, like the eraser), or a Stroke

(painting);

• StrokeNum: An integer indicating the stroke number, if variable Type is a Stroke;

• Name: If Type is an Action or a Tool, this variable is a string with its identifying name;
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• BrushType: A string indicating the name of the brush being used, if Type is a Stroke;

• BrushColor: A Vector4 containing the color code of the painting stroke, if Type is a Stroke.

The variables captured in the headeyePos file at each moment are:

• Time: A string with the time elapsed since the start of the timer;

• HMDPosition: A Vector3 of the current position of the HMD;

• HMDRotation: A Quaternion of the current rotation of the HMD.

4.2.5 Second Iteration: Branching System

Implementing the branching system was crucial to our application, giving users the ability to interact

with the version history of each art project and manage asynchronous collaborative instances of the

artworks. In this subsection, we will discuss the details of how the branching UI works, including how

users can view, save, and load different instances, and how the branching system provides a powerful

tool for collaborating and managing complex art projects.

4.2.5.A Branching Visualization

In order to provide users with an overview of the version control tree, the branching visualization was

implemented. By clicking on the Branching button in the main menu, users can access a visual repre-

sentation of the tree. The instances of the artworks are represented by blocks, while connecting lines

show the sequence between them. Included in the visualization are the name and creation date of each

instance. The branching visualization appears in front of the user, on one of the four walls, and can

span multiple walls if necessary. Figure 4.7 shows an example of the branching visualization and how

to access it. This feature offers users an easy way to track changes and understand the structure of the

art project.

Figure 4.7: (Left) To access the visualization, press the Branching button on the Tools menu. (Right) Example of
the version control tree of an art project.
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Figure 4.8: Steps to saving instances. (Left) To save an instance, press the Save Sketch button on the Tools menu.
(Middle) Then, take a photo of the artwork for the instance’s thumbnail. (Right) New instance is added
to the branching visualization.

Figure 4.9: Steps to load instances. (Left) After opening the branching visualization, point to the instance to load.
(Right) After 5 seconds, the instance is loaded and the user can experiment on the existing artwork.

4.2.5.B Saving Instances

When users want to save an artwork that they painted, they can do so by clicking on the Save Sketch

button. Upon doing so, the user is prompted to take a photo of the artwork, which is then stored along

with the new instance. These instances are represented by their thumbnail images in the version control

tree, as seen in the previous subsection, providing a visual history of the project. Figure 4.8 illustrates

the process of saving instances in our system.

4.2.5.C Loading Instances

To access previously saved instances, users can use the version control tree by clicking on the Branching

button in the main menu. From there, they can point to the specific instance they want to load and hold

the controller in place to confirm their selection. After holding for 5 seconds, the selected instance will

be loaded and displayed in the user’s view. This feature allows users to access and view their previously

created artwork easily, as well as experimenting on an existing artwork. Figure 4.9 illustrates how users

can load previously saved instances from the branching tree visualization.
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In order to address the research questions outlined in Section 1.1 and test the hypothesis presented

in Section 1.2, two sets of user studies were conducted with distinct methodologies and objectives. The

first user test was essential to finish the development of the system being used in the following user test.

Throughout both procedures, information was collected about the users’ interactions with the system

and their personal opinions about the tasks and the studies.

To collect the most informative feedback, the participants recruited for both studies needed to pos-

sess a sufficient level of artistic ability. Therefore, eligibility criteria included either a formal background

in the arts, such as holding a degree or being enrolled in an arts program, or amateur experience

demonstrated by a portfolio of artworks.

All final artworks created by the users are presented in Appendix A.

5.1 Asynchronous Environment and Branching Interface Prefer-

ence User Evaluation

The purpose of the first user test was to reach conclusions regarding RQ1 (“Does the immersion and

engagement of Virtual Reality provide an adequate environment for asynchronous collaborative art cre-

ation?”) and its related hypotheses, H1.1 (“While creating art in Virtual Reality, the levels of attention

and emotional connection achieved are higher than in real-life art creation.”) and H1.2 (“In Virtual Real-

ity, the recognition of asynchronous collaboration is easier for participants, as compared to the real-life

scenario.”).

With these objectives, participants with artistic backgrounds compared RL and VR asynchronous

art creation by collaborating from a starting baseline. They then completed a questionnaire evaluating

whether the unique features of VR provided a suitable environment for asynchronous collaborative art

creation. Afterwards, the participants were presented with design options for the branching interface re-

quired for the continuous study and completion of the system’s implementation. They provided feedback

on these designs and selected their preferred options.

5.1.1 Participants

For this user test, we recruited eight users from Instituto Superior Técnico (IST) and Faculdade de

Belas-Artes da Universidade de Lisboa (FBAUL) university campuses who were previously identified as

meeting the artistic requirements for the study. The participants, consisting of six women and two men,

were between 19 and 51 years of age (Median = 22.50, SDev = 10.39). Regarding artistic experience,

25% of the participants held an academic degree in fine arts, 25% had work experience in the field,

another 25% had both an academic degree and work experience, and lastly, 25% considered themselves
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Figure 5.1: RL asynchronous collaborative artwork
created by user 6, showcasing the ma-
terials provided to the users.

Figure 5.2: User performing the user test by creat-
ing art in the VR environment using an
Oculus Quest system and a cable con-
nection to a computer.

amateur artists or pursued it as a hobby. Most (75%) of the participants had no prior experience with

VR, with only two of them having used it before, and that too, on less than four occasions.

5.1.2 Apparatus

The study made use of different materials for the RL drawing and VR drawing tasks. For the RL drawing

task, participants were equipped with traditional drawing tools, including a standard pencil, a set of

colored pencils, a rubber, and a black pen. (Figure 5.1) For the VR drawing task, participants used an

Oculus Quest system, comprising a HMD and hand controllers. The HMD provided the visual display

while the controllers facilitated the interaction and drawing in the virtual environment. To ensure real-time

transmission of the Unity-based application to the VR system, a cable connection was utilized, as seen

in Figure 5.2. It is worth noting that the VR application used in this user test was still in its early stages,

featuring a simplified interface with less drawing space compared to the original version of Open Brush

that was used. Furthermore, the absence of asynchronous features in this iteration was intentional,

as this user test also aimed to collect user feedback regarding the preferences for the branching and

instances interface.

The design options for the branching interface were presented using a PowerPoint presentation, with

each option displayed on separate slides. Towards the end of the presentation, a slide showcasing all

the designs together was shown, allowing for easy comparison and evaluation.

5.1.3 Procedure

For this user test, eight users were invited to a 30-minute session consisting of two parts. The procedure

is described as follows:

Asynchronous Environment Study:
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Figure 5.3: RL baseline drawing used as a starting
artwork during the first user test.

Figure 5.4: VR 3D baseline painting used as a
starting artwork during the first user
test.

1. User was given drawing materials and an incomplete RL drawing of a specific scene (Figure 5.3),

their task was to complete it within a maximum of 15 minutes. However, they were free to stop

earlier if they felt satisfied with their work.

2. The user received an explanation of the VR application and the HMD usage, and was given time

to experiment with it. They were then provided with an incomplete VR drawing of a specific scene

(Figure 5.4), different from the RL baseline of Figure 5.3, and were tasked with completing it within

a maximum of 15 minutes. As with the previous task, they were free to stop earlier if they desired

to do so.

3. User was asked to answer Questionnaire 1 (Appendix B), evaluating if the unique features of VR

provided an adequate environment for asynchronous collaborative art creation.

Branching Interface Preference Evaluation:

1. In the second part of the study, the user was introduced to the purpose of the planned branching

feature. The proposed interfaces designs were shown sequentially in a PowerPoint presentation.

2. The user responded to Questionnaire 2 (Appendix C) where they indicated their preferences and

could suggest changes or additional ideas.

5.1.4 Study Design

The study was designed as a within-subjects study, in which all participants interacted with both RL and

VR environments for asynchronous collaborative art creation. All participants had a fixed interaction

order, starting with RL and then VR. The purpose of this order was to compare the asynchronous

collaborative experience of the VR system with the medium that users were the most familiar with, RL

art creation.
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It is important to highlight that the selection of participants was limited to those with an artistic back-

ground. This restriction was chosen to facilitate a meaningful comparison between the RL and VR

environments for collaborative art creation. However, it may have limited the generalizability of the study

results.

During the study, a cable connection was necessary to connect the HMD to a computer, as there

were technological limitations. However, participants expressed that this cable hindered their movement

during the study, which is an important consideration for future improvements in the apparatus.

5.1.4.A Measures

In order to assess the immersion and engagement of the VR environment for asynchronous art col-

laboration, we collected a variety of measures during the user tests. These measures were aimed at

capturing the participants’ perception of asynchronous collaboration in VR compared to RL art creation,

as well as their preferences for the design of the branching interface.

This user test included administering two questionnaires to the participants. The first questionnaire,

presented in Appendix B, sought to compare the participants’ experiences in the VR and RL environ-

ments, asking them to rate their experience in various aspects. This allowed us to collect their percep-

tion of asynchronous collaboration, attention, emotional connection and determine the adequacy

of VR as an environment for this type of art creation. The second questionnaire, presented in Ap-

pendix C, focused on collecting feedback specifically related to the design of the branching interface

to be developed for the VR application. By soliciting participants’ preferences, we gathered responses

related to the user experience of different interface designs.

During the VR session, we collected several metrics to understand how the artists interact with the

application. These included tracking the features used, the number of brushes, colors, and paint strokes

used by each user. The findings from these metrics guided the iterative process of the system for the

following iteration, ensuring that it aligns with the artists’ needs and preferences in order to improve their

experience with the application.

5.1.5 Results

5.1.5.A RL and VR Environments

To thoroughly evaluate the usability, immersion, and engagement of the VR environment compared to

the real-life environment, we designed Questionnaire 1, taking inspiration from the established System

Usability Scale (SUS) [51], which we identified as being most aligned with our evaluation objectives. The

usability questionnaire comprised Likert scale questions that effectively measured various dimensions

of usability, including ease of use, learnability, and overall satisfaction with the environments.
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Table 5.1: Comparison of users’ responses to Questionnaire 1 with their perceptions of RL and VR art creation.
Median, standard deviation and T-test values are presented, where the p-value is the test statistic and α
the significance level for rejecting H0 or failing to reject H0.

RL VR T-test
Closed question Median SD Median SD p-value α

1. By completing the artwork, I was collaborating with
other artists

3.5 1.58 5 0.35 0.01 0.02

2. I felt close to the original artist of the artwork 2.5 1.06 5 0.74 1.74E-03 0.01
3. I understood the objectives given to me 5 0.74 5 0.71 0.18 H0

4. I found the objectives easy to complete 4.5 0.99 4 0.99 0.50 H0

5. I was in control of the changes made to the artwork 5 0.71 5 0.74 0.38 H0

6. My interactions with the artwork were natural 4 0.52 5 1.06 0.26 H0

7. The surrounding environment was ideal for art cre-
ation

4 0.46 5 0.71 0.05 0.10

8. I was immersed in completing the artwork 5 0.52 5 0.35 0.37 H0

9. I felt engaged to complete the artwork 5 0.52 5 0.71 0.30 H0

10. I had fun while working on the artwork 5 0.46 5 0.35 0.30 H0

11. I was comfortable during this collaborative work 5 0.00 5 0.35 0.18 H0

12. The finished artwork is original 4 0.99 5 0.76 0.04 0.05
13. The finished artwork is elegant 3.5 0.99 4 1.07 0.30 H0

14. The finished artwork was better with collaboration 5 0.52 5 1.06 0.16 H0

15. I imagined different possibilities that I could try in
this artwork

5 0.92 5 0.46 0.38 H0

Note: Scoring from 1 (completely disagree) to 5 (completely agree)

The responses provided by the users are presented in Table 5.1 along with accompanying statistical

analysis and the results of a T-test [52] statistical test. A T-test is used to determine if there is a significant

difference between the means of two groups. For this data, we used a one-tailed paired T-test for each

question in the questionnaire. A paired T-test is used when comparing two different measures to the

same subjects, which in this case are the two environments being evaluated. A one-tailed test is used

when testing the relationship of the two measures in one direction, in this case, to verify if the VR

environment has certain advantages over RL, as per our research questions. The null hypothesis (H0)

for the T-test is that there is no significant difference between the two environments for the question

being tested. Rejecting the null hypothesis assumes there is a significant difference between the two

environments in favor of the VR environment. In our study, we have chosen significance levels (α) of

0.1, 0.05, 0.02, and 0.01, which represent the probability of rejecting the null hypothesis when it is true.

A smaller significance level indicates a more strict test, requiring stronger evidence to reject the null

hypothesis.

Analysis using the T-test to our Questionnaire 1 results revealed that H0 was rejected for questions

1, 2, 7 and 12, showing that the VR environment had significantly better results compared to the RL

environment. However, for the remaining questions, H0 was not rejected, suggesting no significant

difference between the two environments in those aspects.
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Figure 5.5: Variety of color usage in VR sessions. Example from user 2 on the left and from user 8 on the right.

During the VR session, we collected several metrics to better understand the artists’ interactions with

the application. The results were:

• All users used the eraser or undo feature, or both. 87.5% of users scaled, rotated or moved the

drawing using the embedded feature to adjust their view. 71.4% of users used the feature for

resizing brushes.

• The artists experimented with several brushes, but eventually, most (62.5%) settled on using 3

to 4 brushes as they were their favorites or matched the baseline art style of the asynchronous

collaboration.

• Users generally (62.5%) used 14 or more colors in their session. (Figure 5.5)

• Some users reported difficulty in matching the colors and brushes from their previous strokes to

the starting artwork.

• The number of painting strokes ranged from 31 to 118 (Median: 105, SDev: 31.13).

• Users tended to focus on the same zones, which were mainly where the baseline’s artist left

contributions. However, users also expressed differing ideas for the spaces, as exemplified in

Figure 5.6.

Overall, these metrics provided valuable insights into the users’ engagement with the VR application,

as we had simplified the original interface from the Open Brush version being used. With these insights,

we were able to further improve the system for the subsequent iteration. One of the changes we made

was implementing a dropper feature to address the reported issue with matching the colors and brushes.

5.1.5.B Branching Interface Preferences

During Questionnaire 2, participants provided feedback on the branching interface design options pre-

sented during the user test. The closed questions were repeated for each design, and optional open-

ended questions were included to gather feedback on improvements, unexpected features, and the

applicability of the branching design options for the user’s artistic expression. Additionally, participants
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Figure 5.6: Collaborative contributions to the same spaces with unique artistic perspectives. Top row displays
user 2 and user 7’s additions to the well bucket, while the bottom row showcases user 1 and user 4’s
contributions to the lake.

were asked to provide their opinions on which options corresponded more closely to the problem pre-

sented to them.

To facilitate discussion and analysis, the interface designs were named according to a where-what-

how structure that distinguishes the characteristics of the designs. The ‘where’ indicates the location

where the branching interface can be accessed, either in the left-hand menu of Open Brush or through

a single button. The ’what’ describes the type of information displayed, which can be either text-based

info or an image for visual representation. Finally, the ’how’ denotes the method of navigation through

multiple pages of instances, either through arrows for multiple pages or scroll within a single page.

We opted to use the User Experience Questionnaire Short Version (UEQ-S), [53] a shorter version of

the User Experience Questionnaire, as the basis for our questionnaire. Since participants were required

to complete it for each design presented, the short version was more suitable due to its brevity. The

UEQ-S is a questionnaire for assessing users’ subjective experiences based on their interaction with

an interface or product. In this user test, users did not interact with the designs, so we adapted the

questionnaire as to provide first impressions on the interfaces based only on the visual appearance of

the designs.

Figures 5.7 shows the interface designs presented to the users and Figure 5.8 the corresponding

questionnaire results. The overall scores obtained from the responses to Questionnaire 2 are presented

in Figure 5.9, where the designs Button-Image-Arrows, Button-Image-Scroll and Menu-Image-Scroll re-
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Figure 5.7: Interface designs presented to the users.

Figure 5.8: Bar chart presenting the results of Questionnaire 2 for the interface designs. The chart displays the
average scores per question, measured on a scale of 1 to 5, with 5 being the highest score. The chart
also includes the standard deviation error bars for each question.

ceived the highest scores. It is important to note that all questions were given equal weight in determin-

ing the overall preference score. Additionally, participants were asked to indicate their overall preferred

interface design option, and designs Button-Image-Arrows and Button-Image-Scroll tied with the most

votes, as shown in Figure 5.10.

After reviewing the open-ended responses regarding possible improvements and necessary features,

users expressed a preference for an interface design that would include the visualization of instances and
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Figure 5.9: Bar chart displaying the total sum obtained
from the responses to Questionnaire 2, mea-
sured on a scale of 1 to 5 for each ques-
tion, with 5 being the highest score. The
chart also includes the standard deviation er-
ror bars for each design.

Figure 5.10: Pie chart showing users’ overall preference
for branching interface design options, with
each option labeled by a representation of
its distinguishing features. These results
represent the answers to a multiple-choice
question.

a timeline effect. To meet this preference, we implemented a design that closely resembled the Button-

Image-Arrows and Button-Image-Scroll options, while incorporating the desired visualization features.

5.2 Continuous Asynchronous Collaboration User Evaluation

Building on the insights gained from the previous user test, we incorporated the findings into the devel-

opment process of the system. The second user test involved the full implementation of the system,

including the branching capabilities outlined in Section 4.2.5.

The objectives of the following user test were mainly to explore the hypotheses H2.1 (“Artists prefer

to paint in specific sections of their artwork, creating their own working areas.”), H2.2 (“The number of

new branches created will increase over the evaluation sessions.”), and H2.3 (“The mean number of

painting strokes is greater in a newly created branch than in the asynchronous collaborative branch.”).

These objectives aimed to address the research question RQ2 (“Does asynchronous collaboration in

Virtual Reality still allow artists to feel ownership over the creative process? To what extent do artists

explore different ideas for an art piece?”).

For this purpose, users utilized the interface to engage in an asynchronous collaborative artwork

creation process over multiple sessions. In this study, participants were paired up, but worked on the art

project independently, with no direct communication or knowledge of their partner’s identity. At the end

of each session, they completed a questionnaire regarding their satisfaction with the session. After the

completion of all the individual sessions, participants met for the first time and engaged in a structured

pair-interview to discuss their collaborative project.
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Figure 5.11: Diagram of the test apparatus used for the second user test, featuring improvements based on feed-
back from the pilot of this user study. In contrast to the cable used in the first user test, a LAN
connection was implemented.

5.2.1 Participants

For this user test, we recruited eight users and organized them into four pairs. These users were from

IST and FBAUL university campuses and were recognized as meeting the artistic requirements for the

study. The participants, consisting of five women and three men, were between 18 and 62 years of age

(Median = 21, SDev = 17.63). Regarding artistic experience, 12.5% of the participants were currently

enrolled in an academic degree in fine arts, 25% had work experience in the field, 12.5% had both an

academic degree and work experience and 50% considered themselves amateur artists or pursued it

as a hobby. Like the previous study, most participants had little to no prior experience with VR, with five

reporting little experience and three indicating no experience at all.

5.2.2 Apparatus

In this study, users engaged in asynchronous collaborative art creation using an Oculus Quest 2 system,

comprising a HMD and hand controllers. As in the previous study, the HMD provided the visual display,

while the controllers facilitated the interaction and drawing in the virtual environment. Based on the feed-

back received during the pilot test for this study, we established a Local Area Network (LAN) connection

between the Unity-based application and the VR system, rather than using a cable connection. We

connected the computer running the application to a router via an Ethernet cable, which then wirelessly

connected to the HMD, as illustrated in Figure 5.11. This approach allowed users to move freely, avoid

internet speed limitations and ensure real-time transmission to the application.

5.2.3 Procedure

For this user test, we selected eight users who were paired up but were unaware of each other’s identity.

The test was divided into three parts, starting with an initial 25-minute introduction session, followed by

four 20-minute painting sessions, and finally a pair-interview that lasted around an hour. The procedure

shown in Figure 5.12 is described as follows:

Initial session:
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Figure 5.12: Overview of the user testing procedure.

1. Each user was invited to an initial session where we explained the purpose of the application and

defined their role in the study.

2. User watched an introductory video that demonstrated the tools and functionalities of the VR ap-

plication. (Figure 5.13)

3. Users then had 10 minutes to trial the system and complete a series of tasks intended to reinforce

how the branching feature works. These tasks were completed sequentially, with the same starting

point in the VR environment for every participant. Participants were encouraged to ask questions

if they had any during this process.

The tasks were as follows:

• Task 1: Draw a simple table.

• Task 2: Save the current progress (creating the first instance).

• Task 3: Draw a book on the table.

• Task 4: Save the current progress (creating the second instance).

• Task 5: Use the Branching menu to open the first saving point and draw a vase on the table.

• Task 6: Save the current progress (creating a branch).

After completing these tasks, users should have a version tree that matches the structure illustrated

in the Figure 5.14.

4. Finally, users were asked to complete a brief demographic questionnaire that included a consent

form for the study, as well as questions designed to measure their tendency for immersion. This

questionnaire (Questionnaire 3) can be found in Appendix D.

Asynchronous painting session (4 sessions):

1. Participants engaged in a series of limited asynchronous VR painting sessions. Each pair of users

completed a total of eight sessions, alternating between working on the project individually with

each user completing their own set of four sessions. During each session, participants were given

a maximum of 15 minutes to work on the project in the VR application, with the option to end
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Figure 5.13: Still frame of the introductory video1,
explaining the transformation feature. Figure 5.14: Expected branching interface after suc-

cessfully completing the tasks of the ini-
tial session of the second user test.

the session earlier if desired. It is worth noting that, besides the time limit, participants were also

required to save their work at least once. The test moderator did not intervene in the sessions,

leaving the participants with the time limit present in their UI.

2. In order to acquire insight into the user’s level of immersion and engagement during the session,

participants were asked to answer a memory question. Users were presented with a randomly

selected question from a set, with no repetitions. The set of memory questions was the following:

• Question 1: What are some objects you sketched on the artwork today?

• Question 2: List the current most relevant elements of the artwork.

• Question 3: How many colors did you use in the artwork today?

• Question 4: What objects are in the ’X’ section of the artwork?

It is important to note that Question 4 was never presented in the first painting session to ensure

that participants had first identified ’X’ as a relevant element in their artwork in response to Ques-

tion 2. This helped to ensure that the responses to Question 4 were accurate and reflective of

participants’ engagement with the session.

3. After each painting session, the user was asked to complete Questionnaire 4 (Appendix E). This

questionnaire was designed to record the user’s overall appreciation of the session, as well as their

thoughts on their collaborator’s contributions and their reasoning behind any created branches and

multiple saved instances.

Final pair-interview:
1https://youtu.be/Za8fHLUUoH8
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Figure 5.15: Example of tree visualization delivered to the users before the interviews. It shows the multiple ver-
sions of the project created, with each instance including a link to an interactive 3D image of the
artwork, the date of creation, and the user who created it.

Before the interview, the users were provided with a visualization of the multiple versions of the

project organized in a tree structure, as shown in Figure 5.15. The project instances included links to

interactive 3D images that were created using the open-source web page Icosa Gallery [54] from the

original .glb files (binary file format representation of glTF [55]).

During the scheduled pair-interview, which was the first time the users met their asynchronous col-

laborator, the following questions were asked in no particular order:

• In terms of quality, how do you feel about your individual work and your collaborator’s work?

• Why did you decide to (not) create a new branch? Was the creation of branches relevant to your
creative process?

• Do you consider the instances of the artwork as individual? Or do you feel you share ownership
of it? What about the branches developed?

• Why did you (not) destroy brush strokes your collaborator made?

• To what extent did you feel that you lost track of time during the art creation?

• To what extent did you feel aware of being in the real world while painting?

• What challenges did you feel with asynchronous collaboration?

• Because of the asynchronous nature of this artwork’s creation, did you feel that communication
with your collaborator was one of the major concerns?

• What would you do differently if this artwork was done synchronously?

• Would you have preferred to meet previously to the study to discuss objectives and ideas for the
artwork?

• What features do you think could be added to the application to make it better?

• Which aspects and tools did you find most useful? Were there any features that you found
unnecessary or not essential to achieving your goals?

5.2.4 Study Design

The study was designed so that participants engaged with the same VR environment and UI throughout

four painting sessions, fostering asynchronous collaborative art creation. Their interaction with the sys-

tem was then compared against their prior experiences in RL collaboration. All users actively took part

in the three parts of the user test, the introduction phase, the painting sessions, and the pair-interview.
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To improve the procedure and study design, we conducted two pilot studies and made changes

based on the collected feedback. One of the most significant changes was pairing up participants without

introducing them to each other at the beginning of the test, as pilot users indicated that meeting at the

start was unnecessary, less interesting, and could potentially lead to unintended contact. Additionally,

meeting at the beginning could be intimidating for users who were paired with someone who held a

position of authority, had more experience, or was older than them. The pilot also helped us improve the

user experience by creating an introductory video and setting up a router with LAN connection to avoid

the inconvenience brought by the cable usage in the apparatus.

We chose to restrict participants to those with an artistic background, which may have limited the

generalizability of the study results. Scheduling was carefully done with the 8 participants, with pairs

formed according to similar availability, as we only had one HMD available. The order of the pairs and

who started the artwork first, depended on the availability to schedule the first session, which may have

affected the results.

Before each painting session, users were reminded that they could save their project as many times

as they desired and start drawing from whatever saved instance they preferred. Users started every ses-

sion in the same position and direction in the room. They were permitted to create multiple branches and

instances within the same session to experiment with different approaches to their artwork. Additionally,

participants were required to save their work at least once.

5.2.4.A Measures

The measures collected during the user test in asynchronous collaboration were designed to understand

the impact of VR on artists’ sense of ownership over the creative process and their willingness to

explore different ideas for an art piece. To achieve this goal, we used various methods of data collection

throughout the study.

First, two questionnaires were administered to the participants. The first questionnaire was a brief

demographic questionnaire that also included a consent form for the study, as well as questions designed

to measure the users’ tendency for immersion. This questionnaire is presented in Appendix D. The

second questionnaire, presented in Appendix E, was prompted at the end of every painting session

and was designed to record the user’s overall appreciation of the session. The questionnaire recorded

the participant’s thoughts on their collaborator’s contributions, as well as their reasoning behind

any created branches and multiple saved instances. Also in this questionnaire, participants were

asked to answer a memory question to understand their level of immersion and attention during each

session.

During the VR painting sessions, several metrics were collected to measure the artists’ engagement

with the application and their artworks. These metrics included the recording of the HMD and controllers’
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positions to measure distances and patterns (H2.1), tracking the number of branches created by the

artists (H2.2), and documenting the count of brush strokes made in leaf instances and newly created

branches (H2.3).

As a precaution against problems that could arise in the data collection, a video of the users’ perspec-

tive during the session was also recorded, with their consent. These metrics were used to understand

the user’s engagement with the application and to guide the iterative process of the system for the

following iteration.

In the final interviews, several main topics were discussed with participants, including:

• Satisfaction with their own and their collaborator’s work;

• Reasons and contributions of branching;

• Sense of ownership over the artwork;

• Level of immersion in the virtual environment (time and space);

• Experiences with asynchronous versus synchronous collaboration;

• Communication in asynchronous collaboration;

• Feedback on technical aspects of the system.

Participants were also asked to provide recommendations and identify any issues or drawbacks they

encountered while using the system.

5.2.5 Results

5.2.5.A Demographics and Immersion Tendencies

To collect data on user demographics and immersion tendencies, Questionnaire 3 was administered

during the initial session of the user test. The questionnaire consisted of three parts: consent for the

study, user demographics, and immersion tendencies. The immersion tendencies part of the question-

naire was based on the Immersive Tendencies Questionnaire by B. Witmer and M. Singer. [56] This

section of the questionnaire was designed with the expectation that users with higher immersive tenden-

cies would become more involved in virtual environments. The demographic answers are presented in

Section 5.2.1.

5.2.5.B Memory Questions

As stated in the procedure of this user test (Section 5.2.3), the participants were asked to answer a set

of memory questions after every painting session, which enabled us to gain a deeper insight into their

attention and engagement during the sessions. The full results of the immersion tendencies and success
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Figure 5.16: Bar chart with the average number of paint-
ing strokes performed by users per painting
session.

Figure 5.17: Bar chart showing the average time spent
painting per painting session by all users.

Figure 5.18: Bar chart with the average distance between paired users in each painting session.

rates in memory questions are presented in Table F.1. According to the results, there is a wide range of

immersion tendencies that range from 46.67% to 86.67%. Most of the users achieved a perfect success

rate in memory questions, where only one user had a success rate lower than 80%. To investigate if

there is a correlation between the two variables, we used Spearman rank correlation coefficient [57] and

found no significant correlation between immersion tendency and success rate in memory questions.

Notably, the lower success rates were not low enough to suggest that the participants were not focused

or attentive during the user test.

5.2.5.C Painting Sessions Analysis and User Satisfaction

To measure user satisfaction with the painting sessions and their results, Questionnaire 4 was admin-

istered at the end of every session, asking participants to rate their satisfaction with their own work,

their collaborator’s work, their cognitive load, and regarding negative emotional responses. Additionally,

participants were asked about their motivation for creating new branches or saving multiple instances

during the session, if applicable.

During the VR painting sessions, users utilized the first session to establish the theme, define the
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Figure 5.19: Example in which the artists painted away from each other’s contributions. (Left) Instance created
by user 2 of pair 3 (P3U2) during the second painting session. (Right) 3D Scatter plot of the HMD
positions of the third pair’s users during the second session.

Figure 5.20: Example in which the artists painted close to each other’s contributions. (Left) Instance created by
P1U1 during the fourth painting session. (Right) 3D Scatter plot of the HMD positions of the first pair’s
users during the fourth session.

main elements of the artwork, and familiarize themselves with the tools. The majority of strokes were

painted during the first and second sessions, as depicted in Figure 5.16. However, the time dedicated to

painting was evenly distributed across the sessions, with the peak occurring during the second session,

as shown in Figure 5.17.

After the painting sessions, we measured the average distance between paired users per session,

as presented in Figure 5.18. Notably, the second session exhibited a significant increase in the average

distance between users compared to the other sessions, indicating that users were creating art in more

distant zones from each other. The third pair of users consistently showed the greatest average distance,

indicating a higher degree of spatial separation while creating art, as demonstrated in Figure 5.19. In

contrast, the second pair of users demonstrated the closest proximity, with one session registering a

minimal distance of ’0.01’ between the users. To illustrate the type of close work that some pairs of

users engaged in, we provide examples of pair 1’s artworks from session 4 in Figure 5.20. In addition
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Figure 5.21: Scatter plot with total number of instances and branches created in each session.

Table 5.2: Table showing for each newly created branch, which user created the branch, in what painting session
and the number of strokes in that branch. We also present the average strokes in leaf instances (LI) of
the artwork performed by the corresponding user.

User identification Branch creation session Strokes in branch LI strokes average
P2U2 2 142 152,67
P1U1 3 76 190,00
P3U1 3 138 158,33

to the average distance analysis per pair, we also collected data on the maximum distance between

strokes performed by users per session, as presented in Table F.2.

When analyzing the creation of instances and branches across painting sessions, we observed a

slight upward trend, as depicted in Figure 5.21. Users tended to paint fewer strokes within the branches,

as evidenced by the data in the Table 5.2. In terms of user satisfaction, our findings indicated that users

reported higher satisfaction with their individual work in leaf instances compared to branches, as shown

in Table 5.3. Additionally, users generally expressed greater satisfaction with their collaborator’s work in

leaf instances and, on the other hand, reported lower levels of mental ease and motivation when working

on branches, as opposed to leaf instances.

Table 5.3: Table comparing, for each new branch created (identified by user and creation session) the questionnaire
responses given by each user relating to satisfaction, mental ease and motivation, with the average of
that user’s responses given when in a leaf instance (LI).

In branch LI averages
Branch
identifi-
cation

Satisfied with
individual
work

Satisfied
with col-
laborator’s
work

Mental
ease and
motivation

Satisfied with
individual
work

Satisfied
with col-
laborator’s
work

Mental
ease and
motivation

P2U2-2 2,00 1,00 1,00 4,00 3,00 3,83
P1U1-3 3,00 3,00 2,00 4,33 5,00 3,00
P3U1-3 4,00 5,00 2,00 3,33 4,50 1,83

Note: Scoring from 1 (completely disagree) to 5 (completely agree)
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5.2.5.D Interview Insights

Following the interviews, we used the automatic transcription service Good Tape [58] to transcribe the

recorded conversations. This allowed us to extract the following key insights from the questions asked:

• Collaboration Quality: Users expressed a positive view of the collaboration, particularly appreci-

ating the quality of their collaborators’ contributions. Only one user expressed dissatisfaction with

their collaborator’s contributions;

• Branching: Three users (P1U1, P2U2 and P3U1) created branches for different reasons, but all

were satisfied with the existence of this feature. Reasons for branching included:

– Dissatisfaction with the latest collaborator’s contribution: “ I was trying to find a theme based

on what they (the collaborator) had done. They drew a comet that didn’t have much to do

with it. But I found it interesting and tried to continue from there. I thought they would do the

same. But it didn’t happen” (P1U1);

– Liking the collaborator’s idea but not the execution: “I found it (the recent instance) a bit

awkward because when I looked at your (the collaborator’s) initial idea, I saw that it was an

infinite sea and you closed it and it became just a lake” (P2U2);

– Experimentation that did not yield the expected result: “I didn’t like how the submarine looked,

but I left it there in case P3U2 wanted to continue from there” (P3U1).

• Non-Branching Users: The remaining five users who did not create branches had various reasons

for their decision. Three cited lack of time, with two of them stating that they would have cre-

ated branches if there were more painting sessions. The other two users preferred to take on a

supportive role and contribute solely to their collaborator’s ideas;

• Ownership: All users perceived the artwork as a shared ownership, even in instances created by

branching;

• Planning: Users rarely planned their contributions in advance and found the unpredictability of their

collaborator’s ideas to be entertaining and pleasantly surprising. However, one user expressed a

desire to set guidelines and themes for the art project with their collaborator;

• Time Awareness: 37.5% of the users were highly conscious of the remaining session time, with

their artwork details and ideas changing accordingly. The remaining users reported consistently

forgetting about the time constraint;

• Spatial Awareness: Users had limited awareness of the real world while immersed in the VR

environment. Three users even reported accidentally hitting the controllers on the HMD due to a

lack of spatial awareness;
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• Asynchronous Collaboration: Users appreciated the asynchronous collaboration and the absence

of communication between collaborators. However, 25% of the users reported some confusion in

following their collaborator’s theme and generating new ideas;

• Anonymity: Users valued the anonymity provided by the system, feeling less pressured in the

results and more comfortable expressing opinions about their collaborator’s work, which they be-

lieved to be more impartial;

• Technical Features: Users expressed a desire for additional technical features in the system. This

included pre-made shapes, color replacement, volume color filler, and a selective eraser that can

erase part of a branching stroke instead of the entire stroke. Some of these features are currently

limited by Open Brush, and others exist in more recent versions of the application.

Overall, users expressed satisfaction with the results of the asynchronous collaboration art creation,

embracing the opportunity to collaborate in a unique and unconventional manner. They demonstrated

respect for their collaborator’s contributions and actively pursued the creation of an original artwork while

incorporating elements they personally enjoyed.

5.3 Discussion of Results

Based on the results of the questionnaire regarding the RL and VR environments for asynchronous art

creation, presented in Table 5.1, we can derive some observations regarding RQ1 (“Does the immersion

and engagement of Virtual Reality provide an adequate environment for asynchronous collaborative

art creation?”) and its related hypotheses. Specifically, H1.1 (“While creating art in Virtual Reality, the

levels of attention and emotional connection achieved are higher than in real-life art creation.”) will be

addressed in Section 5.3.1, while H1.2 (“In Virtual Reality, the recognition of asynchronous collaboration

is easier for participants, as compared to the real-life scenario.”) will be explored in Section 5.3.2. The

remarks related to RQ1 will be presented in Section 5.3.3.

To address RQ2 (“How does the use of Virtual Reality for asynchronous collaboration impact artists’

sense of ownership over the creative process? To what extent do artists explore different ideas for an art

piece?”) and its associated hypothesis H2.1 (“Artists prefer to paint in specific sections of their artwork,

creating their own working areas.”), H2.2 (“The number of new branches created will increase over the

evaluation sessions.”) and H2.3 (“The mean number of painting strokes is expected to be higher in newly

created branches compared to the asynchronous collaborative branch.”), we analyzed the Questionnaire

4, the pair-interview and the data collected during the VR painting sessions. The findings shed light on

artists’ sense of ownership over the creative process and their exploration of different ideas in VR.

Specifically, H2.1 will be addressed in Section 5.3.4, while H2.2 and H2.3 will be discussed in Section

5.3.5. The overall analysis and remarks regarding RQ2 will be presented in Section 5.3.6.
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5.3.1 Attention and Emotional Connection

The T-test results indicate that participants experienced a stronger emotional connection with the asyn-

chronous collaborator in the VR environment compared to the RL environment. This is evidenced by

the significant difference observed in question “2. I felt close to the original artist of the artwork” of

Questionnaire 1.

Regarding attention levels, the questions “3. I understood the objectives given to me”, “8. I was

immersed in completing the artwork“ and “9. I felt engaged to complete the artwork“ showed no signif-

icant difference between the two environments. However, the data distribution reveals consistent high

scores in both environments, indicating similar levels of attention across the board. This pattern is also

observed during the multiple painting sessions in the VR environment of the second user test, where

users were asked memory questions to evaluate their attention, emotional engagement and information

retention. It is worth noting that immersion and memory have been shown to be interconnected [59], and

the success rates of the questions were overwhelmingly high, with the lowest recorded at 75%. In the

pair-interviews of that user test, participants reported that, regardless of being in control of the remaining

time, they were highly focused on the art project and actively planning their ideas.

These findings partially support H1.1, showing that the emotional connection achieved during art

creation in the VR environment is higher than that achieved in RL art creation. However, the conclusions

related to the levels of attention suggest that both environments offer similarly high levels of immersion.

5.3.2 Recognition of Asynchronous Collaboration

The data collected confirmed hypothesis H1.2, which suggested that users would find it easier to rec-

ognize asynchronous collaboration in VR compared to a RL environment. This is supported by the

significant difference in the users’ responses to question “1. By completing the artwork, I was collabo-

rating with other artists”.

5.3.3 Adequacy of VR as an Environment for Asynchronous Collaborative Art

Creation

Users showed a similar level of understanding of the art creation objectives in both VR and RL, however

completing the tasks in the VR environment proved to be more challenging. Despite reporting that

their interactions with the artwork felt natural in both environments, participants had to learn a lot about

the possibilities of the system in a short period of time, especially since many of them had their first

experience with VR in this study.

The T-test also revealed that there is a significant difference in the results of “12. The finished

artwork is original” in VR compared to RL, likely due to the novelty of the VR environment. Additionally,
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the T-test did not reveal a significant difference in the results of “14. The finished artwork was better

with collaboration”. This, together with the high values observed for both environments, indicates that

collaborative artworks created in either environment can be satisfying for users.

The questions “10. I had fun while working on the artwork” and “11. I was comfortable during this

collaborative work” received similar high scores in both environments. This suggests that users found

the art creation process enjoyable and comfortable in both settings. The question “7. The surrounding

environment was ideal for art creation” was answered with a significantly higher score in VR than in RL,

suggesting that users found VR to be a better environment for art creation.

Overall, based on the data collected in this study and the analysis performed for the two hypotheses,

we can draw conclusions regarding RQ1 (“Does the immersion and engagement of Virtual Reality pro-

vide an adequate environment for asynchronous collaborative art creation?”). The findings of this study

indicate that the engagement and immersion in VR are similar to that experienced in RL asynchronous

collaborative art creation. Therefore suggesting that the immersion and engagement natural to VR can

provide an adequate environment for asynchronous collaborative art creation, much like the traditional

RL counterpart. However, we cannot conclude that VR is consistently better than RL in all aspects re-

lated to asynchronous collaborative art creation. To draw more definitive conclusions and to address

other research questions related to asynchronous collaborative art creation, further research in different

contexts and with a larger sample of users is necessary.

5.3.4 Individualized Working Areas in Artistic Collaboration

Our study revealed that artists frequently establish working areas during their painting sessions, for this

conclusion we analyzed the maximum distance covered by users in a session, as shown in Table F.2,

with a median value of 1.74 and a standard deviation of 0.46.

During the pair-interviews, artists provided insights into their contributions and collaboration dynam-

ics. Participants mentioned intentionally leaving unfinished elements within the artwork for their collab-

orators to build upon and develop further. This approach fostered a greater sense of shared ownership

and facilitated the evolution of ideas within the artwork. Participant P2U1 expressed this perspective,

stating, “From my point of view, what I always wanted to do was somehow build upon what was already

done and continue the progression”.

Some artists acknowledged moments where they lacked ideas, but still wished to contribute to the

final artwork. In such cases, they assumed a supportive role by adding details to their collaborators’

contributions. Participant P3U2 recounted their experience by saying, “I remember making a vortex kind

of hastily, but thinking that I would like to see how you (the collaborator) would pick something of mine

and improve on it. So I thought, let me leave this here and see if they pick it up or not”.

Based on our findings, we can confirm hypothesis H2.1: “Artists prefer to paint in specific sections
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of their artwork, creating their own working areas”. While we initially anticipated individualistic and

isolated working styles [60], artists also demonstrated a mindful approach to the themes and elements

introduced by their collaborators. They drew inspiration from their collaborators’ ideas or incorporated

their own ideas into the existing context, leading to a harmonious integration of creative contributions.

5.3.5 Branching Motivations and Outcomes

In our study, we found that 37.5% of the users created branches within the collaborative artwork, while

another 37.5% were unable to do so due to time constraints or a limited number of sessions. Unexpect-

edly, the remaining 25% of participants opted for a supportive role, contributing to and building upon

their collaborator’s ideas.

The motivations behind creating branches varied among the participants. Some users chose to

branch out because they felt the collaborator was not aligned with their artistic objectives or the overall

theme. By branching out, they sought to maintain their own artistic vision and express their disapproval

of the current progress, while retaining a sense of control and reducing their own frustration. On the

other hand, other users created branches because they were intrigued by ideas presented by their

collaborator but wished to explore a different execution. Additionally, some users created branches when

they were dissatisfied with a particular component they had created, leaving it open for their collaborator

to potentially build upon.

Throughout the painting sessions, we observed that one branch was created during the second

session, while two branches emerged during the third session. Notably, no branches were created in

the final session, which may be attributed to the users’ awareness that their work could not be continued

beyond that point.

Regarding hypothesis H2.2, which refers that “The number of new branches created will increase

over the evaluation sessions”, our findings support the hypothesis as the number of branches increased

over the sessions, except for the final painting session, for the reason explained above. The usage of

the branching feature within the collaborative artwork showed the users’ desire for creative autonomy

and their ability to explore alternative ideas within the project.

During our analysis of the strokes made within the branches, we noticed users tended to paint fewer

strokes compared to leaf instances, as indicated in Table 5.2. This can be attributed to users having

more well-defined and planned ideas within the branches, leading to fewer errors and, consequently,

fewer corrections. Surprisingly, this finding contradicts hypothesis H2.3, which suggested that “The

mean number of painting strokes is expected to be higher in newly created branches compared to the

asynchronous collaborative branch”. We initially expected that the freedom of creative expression within

branches would result in increased work, but instead, users demonstrated a higher level of certainty in

their artistic actions, resulting in a reduced number of strokes.
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Participant P2U1 provided insights into their approach to working within a branch, stating, “For me,

the branches would be like ’look at this idea and not that one’. It was never like, I hate your (the

collaborator’s) idea and I want to do something completely different because then there wouldn’t be

cooperation, right? My idea was always to find a base that you (the collaborator) could work with and

wanted to work with, and then I would take your base and see what I could do with it.” This perspective

highlights the intention behind the branches as a means of collaboration and where artists aim to build

upon each other’s ideas.

5.3.6 Ownership and Idea Exploration in the Creative Process

All participants in the study acknowledged the collaborative nature of the artworks created. However, the

level of ownership varied among the participants. Participant P3U2 expressed never feeling individual

ownership, noting that their sense of ownership increased with each contribution made, while P3U1 and

P4U1 emphasized the shared ownership of the artwork, acknowledging the unique contributions of each

collaborator. Focusing on the branching feature, participant P2U2 experienced a heightened sense of

shared collaboration when working on a new branch, as the entire basis of the work revolved around

their collaborator’s contributions.

The participants’ perspectives reflected a collaborative mindset, where the shared artworks created

by both collaborators modified their sense of ownership. In terms of idea exploration, the participants

demonstrated a willingness to embrace and appreciate their collaborator’s contributions. They also

expressed openness to their collaborator erasing or modifying parts of their own drawings, highlighting

a sense of receptiveness and curiosity. This leads us to believe that the use of VR for asynchronous

collaboration with the version control implementation enabled artists to explore different ideas for an art

piece, fostering an environment of experimentation and creative exchange.

The results of the hypotheses H2.1, H2.2 and H2.3 provide insights into RQ2 (“How does the use

of Virtual Reality for asynchronous collaboration impact artists’ sense of ownership over the creative

process? To what extent do artists explore different ideas for an art piece?”). Hypothesis H2.1 yielded a

positive outcome, as discussed in Section 5.3.4, indicating that artists created their own working areas

within the artwork while being mindful of the collaborative aspect. This aligns with a positive answer to

RQ2, as it demonstrates that artists were able to explore their unique visions while acknowledging the

collaborative nature of the artwork. Similarly, the confirmation of hypothesis H2.2, as discussed in Sec-

tion 5.3.5, also supports a positive answer to RQ2. As users found the branching feature important for

their creative autonomy and to express alternative ideas within the same art project. Although hypothe-

sis H2.3 was refuted, as explained in Section 5.3.5, this does not necessarily imply a negative answer to

RQ2. The refutation was attributed to unexpected factors, such as the users’ focus on a specific planned

idea which led to less painting strokes. Therefore, the impact of VR on artists’ sense of ownership and
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idea exploration remains positive.

In conclusion, the use of VR for asynchronous collaboration appears to have positively impacted

artists’ sense of ownership over the creative process. It fostered a shared ownership mindset among

participants, where they valued and embraced their collaborator’s contributions. Moreover, VR facilitated

idea exploration by providing a platform for artists to experiment comfortably and collaborate without

overwriting previous work, leading to a more dynamic and engaging creative experience.
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The proposed platform aimed to address the challenges associated with collaborative art creation

and explore the potential of VR in the context of asynchronous artistic collaboration. By developing a VR

application with a version control system, our aim was to provide contributing artists with an alternate

approach to collaboration, while fostering idea exploration and minimizing creative conflicts.

Through the evaluation of two user tests and analysis of the gathered data, we have gained valuable

insights into the effectiveness of our proposed solution. Our findings reveal similarities between the

VR and RL environments in terms of the level of immersion and engagement experienced by artists,

indicating that VR can provide an adequate environment for asynchronous collaborative art creation.

Furthermore, we observed that the utilization of VR positively influenced users’ sense of ownership over

the creative process and enhanced their comfort in exploring new ideas.

By combining the advantages of VR with the flexibility of asynchronous collaboration and version

control, our solution offers a way for artists to collaborate while respecting each other’s artistic freedom.

The findings of this study contribute to the field of collaborative art creation and pave the way for further

exploration and innovation in this domain.

6.1 Exploratory Study on Synchronous Artwork Creation

The application developed for this thesis has undergone an iterative process to refine the proposed

solution based on user feedback. The iteration discussed in this section, although not subjected to user

testing, represents an important milestone in the project’s development. Its primary objective was to

implement synchronous collaboration with Ubiq [43], enabling additional features to enhance existing

collaborations. Furthermore, urgent improvements were made to the branching interface to address

specific issues raised by users.

Through this iterative design process and with user feedback from the second user test, this thesis

has resulted in the creation of an artifact. This section provides an overview of the final iteration, high-

lighting the enhancements made and the key considerations taken into account during the development

process.

6.1.1 Branching Visualization Correction

When users accessed the branching visualization in walls other than the initial one at the beginning

of the user test, a display issue occurred where the instances and their details appeared rotated and

flipped, as depicted in Figure 6.1. This not only caused confusion but also resulted in errors when

selecting instances, which took users some time to comprehend. To solve this issue, we conducted a

review of the code and performed extensive testing to ensure the proper functioning of the visualization

feature.
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Figure 6.1: Frame from recorded painting session of user P3U2, highlighting the occurrence of the branching visu-
alization error.

Figure 6.2: Ubiq room informa-
tion implemented in
the Tools UI. (Room
Name: Join Code)

Figure 6.3: Ubiq Join Room UI: The top section displays the rooms available
on the local device for asynchronous collaboration, while the bottom
section shows the online rooms with active users for synchronous
collaboration.

6.1.2 Synchronous Collaboration

Enabling synchronous collaboration in our asynchronous system was made possible by leveraging

Ubiq’s design, which primarily focuses on synchronous solutions.

In the default rooms of Ubiq, artists can collaborate in real-time, however these rooms lack persis-

tence, meaning they do not retain data beyond the current session. To support synchronous collabora-

tion in our system, we adapted Ubiq’s functionality to maintain the works created during asynchronous

collaboration. By leveraging both a Ubiq server and the local file storage, we successfully simulated room

persistence, ensuring the preservation and conservation of room data. This crucial feature allowed for

the quick and accurate reopening of specific rooms when needed, enabling users to access and work on

their previous projects without losing any progress or version tree information. The Node.js [61] server

responsible for generating and managing the Ubiq rooms can be found in the release of Ubiq version

0.1.1. [44]

Upon launching the application, the server immediately generates a new room, and its information is
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Database

Ubiq room

Server

Figure 6.4: Proposed architecture for future work.

displayed on the Tools panel of the user’s left-hand controller, as shown in Figure 6.2. This information

is presented in the format of “Room Name: Join Code”, serving as an important means for users to

communicate the Join Code of the room they are currently in so others can join them. All available

joinable rooms are listed in the ”Join Room” UI, as depicted in Figure 6.3, where Local Rooms are

identified by their Room Name, while Online Rooms are identified by the Join Code.

6.2 Future Work

After the third iteration of the system, our project shows certain limitations that can be addressed in

future work. In addition to technical improvements to the system, there are research questions that can

be explored to advance the understanding and practice of asynchronous collaborative art creation.

6.2.1 Technical Improvements

One significant area for improvement is the implementation of an online server and database, as rep-

resented in Figure 6.4. The current reliance on local files introduces the risk of file loss and version

desynchronization among collaborators. Transitioning to an online infrastructure would enhance data

management and ensure seamless collaboration.

Another aspect that requires consideration is the loading of instances in the current branching in-

terface. Currently, a different selection ray is used compared to the other interface menus, resulting in

moments where both rays are active simultaneously, which can cause confusion for the user. Unifying

the selection rays or changing the method for selection would enhance the user experience. Addi-

tionally, while the current branching interface functions well for small projects with a limited number of

collaborators, scalability becomes a challenge when considering community contributions. Future work

should explore alternative approaches to accommodate a larger number of collaborators and facilitate

community-based projects.

Addressing these limitations and implementing the proposed future work would further improve the

functionality, usability, and scalability of the system, contributing to a more versatile and user-friendly

system for collaborative art creation.
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6.2.2 Research on Artistic Interaction

In addition to the technical improvements, there are research questions that can be pursued to further

advance the field of asynchronous collaborative art creation:

• What are the most effective interface designs and interaction techniques for facilitating communi-

cation, idea sharing, and synchronization among collaborating artists in a VR-based asynchronous

collaboration? Exploring interface designs and interaction techniques that balance the anonymity

desired by artists while enabling effective synchronization with collaborators can enhance the col-

laborative experience and its outcomes.

• How is ownership of asynchronous artwork creation affected in large groups and art communities?

Investigating the dynamics of ownership, creative freedom, and collaboration within larger groups

can provide insights into the challenges and opportunities of scaling up asynchronous collaborative

art projects.

• How does the usage of versioning evolve over longer periods of collaboration? Conducting ex-

tended evaluations can reveal how artists’ engagement with version control and their exploration

of new ideas change over time.

By addressing these research questions, we can advance our understanding of artistic interactions

and perspectives of asynchronous collaborative art creation. The findings from these studies can inform

the development of improved techniques and methodologies, with the goal of fostering the growth of art

communities and facilitating conflict-free collaborations.
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Collection of User Artworks
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A.1 Asynchronous Environment and Branching Interface Prefer-

ence User Evaluation

A.1.1 Real-life Artworks

Figure A.1: Asynchronous collaborative RL artwork
created by user 1.

Figure A.2: Asynchronous collaborative RL artwork
created by user 2.

Figure A.3: Asynchronous collaborative RL artwork
created by user 3.

Figure A.4: Asynchronous collaborative RL artwork
created by user 4.
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Figure A.5: Asynchronous collaborative RL artwork
created by user 5.

Figure A.6: Asynchronous collaborative RL artwork
created by user 6.

Figure A.7: Asynchronous collaborative RL artwork
created by user 7.

Figure A.8: Asynchronous collaborative RL artwork
created by user 8.

A.1.2 Virtual Reality Artworks
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Figure A.9: Asynchronous collaborative VR artwork created by user 1. On the left, the side view and on the right
an aerial view of the artwork.

Figure A.10: Asynchronous collaborative VR artwork created by user 2. On the left, the side view and on the right
an aerial view of the artwork.

Figure A.11: Asynchronous collaborative VR artwork created by user 3. On the left, the side view and on the right
an aerial view of the artwork.
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Figure A.12: Asynchronous collaborative VR artwork created by user 4. On the left, the side view and on the right
an aerial view of the artwork.

Figure A.13: Asynchronous collaborative VR artwork created by user 5. On the left, the side view and on the right
an aerial view of the artwork.

Figure A.14: Asynchronous collaborative VR artwork created by user 6. On the left, the side view and on the right
an aerial view of the artwork.
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Figure A.15: Asynchronous collaborative VR artwork created by user 7. On the left, the side view and on the right
an aerial view of the artwork.

Figure A.16: Asynchronous collaborative VR artwork created by user 8. On the left, the side view and on the right
an aerial view of the artwork.
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A.2 Continuous Asynchronous Collaboration User Evaluation

A.2.1 VR Artworks by Pair 1

Instance 0
25/01/2023

User 1

Instance 1
20/02/2023

User 2

Instance 2
24/02/2023

User 1

Instance 3
27/02/2023

User 2

Instance 4
09/03/2023

User 1

Instance 5
10/03/2023

User 2

Instance 6
17/03/2023

User 1

Instance 7
19/03/2023

User 2

Instance 8
19/03/2023

User 2

Figure A.17: Tree visualization with the sequence of the instances created by the first pair of users. Each instance
includes the name, the date it was created, and the user who created it.

Figure A.18: Instance 0 (root) of VR art project cre-
ated by user 1.

Figure A.19: Instance 1 of VR art project created by
user 2.

Figure A.20: Instance 2 of VR art project created by
user 1.

Figure A.21: Instance 3 of VR art project created by
user 2.

Figure A.22: Instance 4 of VR art project created by
user 1.

Figure A.23: Instance 5 of VR art project created by
user 2.
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Figure A.24: Instance 6 of VR art project created by
user 1.

Figure A.25: Instance 7 and 8 of VR art project cre-
ated by user 2.

A.2.2 VR Artworks by Pair 2

Instance 0
06/02/2023

User 1

Instance 1
22/02/2023

User 2

Instance 2
23/02/2023

User 1

Instance 3
27/02/2023

User 2

Instance 4
08/03/2023

User 1

Instance 5
14/03/2023

User 2

Instance 6
20/03/2023

User 1

Instance 7
23/03/2023

User 2

Figure A.26: Tree visualization with the sequence of the instances created by the second pair of users. Each
instance includes the name, the date it was created, and the user who created it.

Figure A.27: Instance 0 (root) of VR art project cre-
ated by user 1.

Figure A.28: Instance 1 of VR art project created by
user 2.

Figure A.29: Instance 2 of VR art project created by
user 1.

Figure A.30: Instance 3 of VR art project created by
user 2.
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Figure A.31: Instance 4 of VR art project created by
user 1.

Figure A.32: Instance 5 of VR art project created by
user 2.

Figure A.33: Instance 6 of VR art project created by
user 1.

Figure A.34: Instance 7 of VR art project created by
user 2.

A.2.3 VR Artworks by Pair 3

Instance 0
27/01/2023

User 1

Instance 1
09/02/2023

User 2

Instance 2
15/02/2023

User 1

Instance 3
15/02/2023

User 1

Instance 4
15/02/2023

User 1

Instance 5
02/03/2023

User 2

Instance 6
16/03/2023

User 1

Instance 7
16/03/2023

User 1

Instance 11
10/04/2023

User 2

Instance 10
05/04/2023

User 1

Instance 9
05/04/2023

User 1

Instance 8
22/03/2023

User 2

Figure A.35: Tree visualization with the sequence of the instances created by the third pair of users. Each instance
includes the name, the date it was created, and the user who created it.

Figure A.36: Instance 0 (root) of VR art project cre-
ated by user 1.

Figure A.37: Instance 1 of VR art project created by
user 2.
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Figure A.38: Instance 2 of VR art project created by
user 1.

Figure A.39: Instance 3 of VR art project created by
user 1.

Figure A.40: Instance 4 of VR art project created by
user 1.

Figure A.41: Instance 5 of VR art project created by
user 2.

Figure A.42: Instance 6 of VR art project created by
user 1.

Figure A.43: Instance 7 of VR art project created by
user 1.

Figure A.44: Instance 8 of VR art project created by
user 2.

Figure A.45: Instance 9 of VR art project created by
user 1.
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Figure A.46: Instance 10 of VR art project created
by user 1.

Figure A.47: Instance 11 of VR art project created
by user 2.

A.2.4 VR Artworks by Pair 4

Instance 0
31/01/2023

User 1

Instance 1
09/02/2023

User 2

Instance 2
15/02/2023

User 1

Instance 4
28/02/2023

User 2

Instance 5
07/03/2023

User 1

Instance 6
07/03/2023

User 1

Instance 3
15/02/2023

User 1

Instance 7
07/03/2023

User 1

Instance 8
14/03/2023

User 2

Instance 9
21/03/2023

User 1

Instance 10
21/03/2023

User 1

Instance 11
21/03/2023

User 1

Instance 12
28/03/2023

User 2

Figure A.48: Tree visualization with the sequence of the instances created by the fourth pair of users. Each instance
includes the name, the date it was created, and the user who created it.

Figure A.49: Instance 0 (root) of VR art project cre-
ated by user 1.

Figure A.50: Instance 1 of VR art project created by
user 2.

Figure A.51: Instance 2 of VR art project created by
user 1.

Figure A.52: Instance 3 of VR art project created by
user 1.
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Figure A.53: Instance 4 of VR art project created by
user 2.

Figure A.54: Instance 5 and 6 of VR art project cre-
ated by user 1.

Figure A.55: Instance 7 of VR art project created by
user 1.

Figure A.56: Instance 8 of VR art project created by
user 2.

Figure A.57: Instance 9 of VR art project created by
user 1.

Figure A.58: Instance 10 of VR art project created
by user 1.

Figure A.59: Instance 11 of VR art project created
by user 1.

Figure A.60: Instance 12 of VR art project created
by user 2.
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B
First User Test - RL and VR

Environments Questionnaire
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C
First User Test - Branching Interface

Preference Questionnaire
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The following set of questions were presented five times, for each interface shown:
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D
Second User Test - Demographic and

Immersion Tendencies Questionnaire
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To facilitate data analysis, we administered two separate questionnaires, one for each user in the

pair. The questionnaire content was identical for both users.
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E
Second User Test - Painting Session

Satisfaction Questionnaire
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F
Second User Study - Additional Tables
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Table F.1: Table showing the relationship between users’ immersion tendency and their success rate in answering
memory questions.

User identification Immersion Tendency (%) Success Rate in Memory Questions (%)
P1U1 66,67 87,5
P1U2 80,00 75
P2U1 53,33 100
P2U2 46,67 100
P3U1 60,00 100
P3U2 66,67 87,5
P4U1 86,67 100
P4U2 73,33 100

Table F.2: Table with the maximum distance between strokes performed by each user, per painting session.

Maximum distance between strokes
User identification Session 1 Session 2 Session 3 Session 4

P1U1 0,98 1,07 1,56 1,72
P1U2 2,34 1,22 1,89 1,66
P2U1 1,47 0,97 1,20 1,50
P2U2 1,27 1,82 1,11 1,56
P3U1 2,20 1,67 2,00 2,57
P3U2 2,17 2,20 1,76 2,21
P4U1 2,27 2,55 2,33 1,48
P4U2 2,17 1,81 1,94 1,71
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