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Abstract

The aim of this thesis is to study the applicability of a Low-Fidelity (LF) structural model for analyzing a given
Strut-Braced Wing (SBW) configuration within an optimization environment. To accomplish this goal, the behavior
of the structure when subjected to two aerodynamic loads, cruise and pull-up, is firstly compared with a High-Fidelity
(HF) model, and then a match between both models is sought. Two optimization problems, one unconstrained
and another constrained, set to match the deformed shape of the LF model in the HF one for cruise conditions by
changing the thickness distribution, are defined and solved. An additional constrained problem that allows changing
the twist distribution is defined as well. Mass and stress for pull-up maneuver conditions are set as constraints for
the two constrained problems. A feasible solution in terms of stress is only found when the twist distribution is
set as a design variable. However, when analyzing the deformation, the optimized HF model is observed to have
differences relative to the LF model higher than 10%. Even though the LF model is computationally advantageous,
it underestimated both stress and deformation when compared to the HF model. Therefore, the LF model should
only be used to provide general trends at a preliminary design phase of a SBW structure. For a more advanced
design stage the HF model should be employed.
Keywords: High-Fidelity Structural Model; Strut-Braced Wing; Structural Design and Optimization; Finite
Element Model.

1. Introduction
This thesis aims at studying a Strut-Braced Wing (SBW)
which is one of the configurations being proposed for the
next generation of commercial aircraft. In order to design
it the most efficiently way possible, computational tools
that integrates the main aircraft disciplines in one problem
such as MDO are desired. However, in a typical aircraft
the high dimensionality of the problem might turns these
computational tools very costly timewise. Thus, multi-
fidelity approaches within MDO are being developed and
applied to aircraft design problems.

An overview of the SBW and MDO are given below.
In Section 2 the case study, computational tools used and
case study results are presented. Section 3 shows the High
and LF results comparison. Section 4 describes the opti-
mization problems and Section 5 details the solution found
for them. Finally, in the Conclusions Section the main
findings are summarized.

1.1. Strut-Braced Wing (SBW)
The greatest virtues of the SBW are an improvement in
fuel consumption and a smaller engine size, which means
that the SBW would cost less to operate, limit pollutant
emissions and reduce noise pollution in urban airports.
However, the main disadvantage to add a strut is the sig-
nificant drag penalty [1, 2]. Some SBW research projects

that have been investigated are the ALBATROS by ON-
ERA (French Aeronautics and Space Research Center) [3]
and the SUGAR (Subsonic Ultra Green Aircraft Research)
Volt [4] by Boeing. Lockheed Martin Aeronautical Sys-
tems (LMAS) and Virginia Polytechnic Institute and State
University also have recently done research projects about
how to improve fuel savings in transport aircraft [5] using
a SBW configuration. The investigations [5, 4, 3] showed
that the SBW configuration, in terms of design, allows
to increase significantly the wing aspect ratio, reduce the
wing sweep angle and profile thickness. In addition, all of
them have conclude that SBW configuration has the po-
tential for fuel burn savings, between 5-10% compared to
an equivalent conventional configuration [6].

1.2. Multi-fidelity Multidisciplinary Design Optimization
(MDO)

MDO allows to incorporate all the relevant disciplines si-
multaneously obtaining the most desirable trade-off be-
tween them [7]. The complexity of MDO in aircraft anal-
ysis and design comes from the fact that aerodynamics,
structures and performance are coupled. This problem
is solved with numerical optimization[8]. MDO has two
methodological approaches, monolithic and distributed ar-
chitectures. Monolithic architectures solve a single opti-
mization problem, while distributed ones solve optimiza-
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tion subproblems for each discipline and a system-level op-
timization problem. Distributed architectures increase the
system flexibility and responsiveness but, there is no dis-
tributed architecture that converges as rapidly as a mono-
lithic one [9].

The fidelity of multidisciplinary systems depends on the
fidelity of each discipline and the complexity of the opti-
mization process. The multi-fidelity calculation method
combines low and High-Fidelity (HF) discipline codes [10].
The purpose is to provide a way to minimize the usage
of high-fidelity models to reduce overall computational
cost [11] and accelerate convergence of the design prob-
lem [12]. The conceptual design phase begins with Low-
Fidelity (LF) calculations. Once this phase is completed,
the preliminary design can start by recurring to medium-
fidelity models [10]. HF models include the compressible
Euler/Navier-Stokes equations and structural finite ele-
ment models [13].

To use HF methods is very challenging from the de-
sign optimization perspective [14, 15], thus multi-fidelity
strategies, especially with surrogate models, are preferred.
In [15], they combine multi-fidelity Gaussian process re-
gression and Bayesian optimization to construct proba-
bilistic surrogate models and explore high-dimensional de-
sign spaces in a cost-effective manner. In [16], they per-
formed a shape optimization analysis constructing a hier-
archical multi-fidelity response surface efficiently combin-
ing a linear panel method with an Euler solver. A multi-
fidelity method commonly used is the polynomial fitting
method developed in [17, 18], but the error has shown to
be large in the polynomial interpolation used to fit the
high with LF data. Co-Kriging method [19] can be used
to construct a multi-fidelity surrogate model with both
LF and HF data. An extended Co-Kriging method with
higher accuracy has been recently developed in [20].

Traditional coupled aero-structural design optimization
[21, 22, 23] of aircraft based on HF models is computation-
ally expensive and inefficient. To improve the efficiency,
the key is to predict aero-structural performance of the
aircraft [13]. Some researchers developed effective opti-
mization frameworks based on genetic algorithm and all
kinds of surrogate models [24, 25, 26, 27, 28] for aerody-
namic/structural design optimization. The most popu-
lar aero-structural prediction method is the loosely cou-
pled aeroelastic analysis for its simplicity. Another pre-
diction method, which is rarely found in commercial soft-
ware packages due its complex implementation but is very
efficient, is the tightly coupled method [13]. It has been
studied a coupled aero-structural wing shape design by us-
ing Reynolds-Averaged Navier–Stokes (RANS) solver for
aerodynamics and NASTRAN for structures and aeroe-
lasticity [29], which are HF simulation tools. The study
concluded that the Euler/RANS solver was still be too
expensive for the real-world design environment.

Typically, coupled MDO based on computational fluid
dynamics/computational structure dynamics (CFD/CSD)
aims to optimize the jig shape of aircraft [30]. There is a

methodology named reverse iteration of structural model
(RISM) proposed in [30] whose main advantage is that it
quadruples the efficiency compared with loosely coupled
aeroelastic analysis, maintaining almost the same fidelity
of the loosely coupled aeroelastic analysis [30]. In [13],
the computation has been done using graphical process-
ing units (GPGPU) to accelerate the RISM and construct
a GPU-accelerated RISM whose efficiency can be raised
about 239 times compared with the one of the loosely
coupled aeroelastic analysis. Aly, in [31], proposed a de-
coupled approach of aero-structural design optimization to
avoid the repeated aerodynamic/structural analyses dur-
ing CFD/CSD analysis which does not lead to the true
optimal solution due to optimizations are conducted se-
quentially [30].

2. Case Study
2.1. Definition

The case study for which the thickness and its distribution
are optimized has two load cases, cruise and pull-up ma-
neuver. The deformation obtained by the HF model has
to match the deformation of the LF one in the cruise load
case. Additionally, the structure has to support a pull-up
maneuver load case without exceeding a stress value. The
characteristics of the aircraft and the conditions at cruise
and pull-up maneuver are detailed in Table 1.

Table 1: Case study data

Aircraft data

Maximum Take Off Mass (MTOM) [kg] 30938.83

Structural mass [kg] 3272

Cruise Pull-up Maneuver

Load factor [-] 1g 2.55g

Angle of attack [deg] 2.5 3.4

Altitude [m] 10668 7620

Air density [kg/m3] 0.3805 0.5489

Airspeed [m/s] 225.367 235.349

Mach number [-] 0.76 0.76

The loads for the cruise and pull-up maneuver are ob-
tained from an Aerodynamic Force distribution and its
points of application, obtained using a 3D Panel Method
code. Initially, the load data was given by distributed
forces files. After checking the simulation time, it was im-
perative to reduce the load files to accelerate the computa-
tions due to the computational cost needed when using the
distributed forces files made unfeasible the optimization
process. The new condensed load files contain the load in-
formation at the beam nodes used in the structural model.
A comparison of the results applying the distributed and
condensed files was made to check if the results from the
condensed load were reliable and accurate.

The Boundary Condition set in the model is the restric-
tion of all the degrees of freedom of the nodes located at
the wing root, i.e. y = 0 of the global coordinate system.
The structure is considered to be made of aluminium 7075,
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which properties are: density 2800kg/m3, Young modulus
72GPa, Poisson coefficient 0.33, yield stress 400MPa, and
yield stress with safety factor 266MPa.

The structure modelled was simplified to a wing box
whose skin is aligned with the airfoil shape. The wing
box starts at a given percentual chord distance behind the
leading edge (xWB,s) and ends at a prescribed percentual
chord distance after the leading edge (xWB,e), as shown in
Figure 1. The upper and lower surfaces simulate the skin
of the structure and the side surfaces simulate the spars
of the structure. The skin and spar areas have different
thickness values.

Figure 1: Wing box sketch

2.2. Computational tools
The main computational tool used throughout this project
to model and parametrize the geometry is Ansys Paramet-
ric Design Language (APDL) [32]. Two type of elements
from the Ansys APDL element library were used to con-
duct the finite element model: SHELL181 and MPC184.
The shell elements were used to model the skin and spars
of the structure and the MPC elements were used to model
the ribs distributed along the structure [33]. The optimiza-
tion process is carried out in Matlab using the nonlinear
programming solvers fmincon and fminunc.

2.3. Results
As in the optimizations the deformation is computed in
cruise flight conditions and the maximum stress value in
pull-up maneuver conditions, the vertical displacement
and twist compared here are in the former condition and
the stress in the latter condition.

2.3.1. High-Fidelity results
Regarding the deformation, the biggest vertical displace-
ment and twist are 0.53m and 1.95 degrees at the main
wing tip. The stress plot of the distributed pull-up ma-
neuver load has stress peaks because of the big thickness
transitions, ribs or even out of context values. The biggest
thickness transition is located at the main wing-strut joint
which causes the most abrupt stress change. Each beam
node represents a structural rib, which is a structural stiff-
ener. The stress plot shows lower stress lines in the chord-
wise direction along the whole structure caused by the
ribs. Furthermore, the maximum stress computed by the
software is located near the wing tip and has a value of
653MPa. This value was ignored since it was deemed out
of context due to the fact that it is a very localized stress
and do not represent the stress along the wing. If this
stress was distributed over a bigger area and there was a

physical explanation for the value, it would have been con-
sidered. The maximum stress value considered is the one
computed at the main wing root (508MPa) which exceeds
in 1.91 times the maximum allowable stress limit. Nu-
merical optimization is used to re-distribute the thickness
distribution to reduce the maximum stress to be within
the stress limits.

2.3.2. Results comparison from condensed and distributed
loads

In terms of deformation in the cruise flight condition, the
only degree of freedom that presents deviations when using
the condensed load file is the twist. The maximum twist
difference is found at the tip (0.25 degrees, 12.8%), as
shown in Figure 2.3.2.

(a) Vertical displacement

(b) Twist

Figure 2: Results of the distributed and condensed loads

The stress results from applying the pull-up maneuver
load revealed that, the distributed load is more conser-
vative than the condensed one. However, the maximum
value is almost the same, 508MPa for the distributed load
on the skin, and 505MPa for the condensed load, both lo-
cated at the upper trailing edge of the main wing root.
As the maximum stress values do not have large differ-
ences, the safety factor used in both optimizations was
not modified. Furthermore, they speed up in two orders
of magnitude the solving time which made the optimiza-
tion process feasible.
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3. High and Low-Fidelity results comparison

The LF results presented in this section are obtained from
an in-house equivalent beam model code [34]. It uses beam
elements to represent the wing box showed in Figure 1,
while in the HF model shell elements are used to represent
the wing structure. This is the main reason for expecting
discrepancies in the results. Although both elements can
represent the structural model at a preliminary aircraft
design level, the beam element model is not able to cap-
ture some local phenomena such as buckling of the wing
box. As the aim of this thesis is to validate the LF model,
the differences between both Fidelity models in terms of
deformation and stress are going to be quantified in this
section.

3.1. Cruise flight condition

In general, LF underestimates the displacements of the
SBW structure in cruise flight conditions. The vertical
displacement and twist of the HF and LF models with the
baseline thickness distribution is shown in Figure 5, to-
gether with the unconstrained optimization solution. The
maximum difference between both models in the vertical
direction is 2.95cm (32.94%), near the joint region. The
twist is underestimated only in the root-joint segment,
while it is overestimated in the joint-tip segment. The
largest difference in twist is 0.38degrees at one node near
the tip.

Regarding the structural stress at the main wing, the LF
model is less conservative than the HF model. The root
shows big stress differences between both models. The
maximum stress in the HF model in cruise flight conditions
is 223MPa, near the root, which is more than twice the
value estimated by the LF model. However, the LF model
overestimates the stress at the main wing-strut joint.

3.2. Pull-up Maneuver flight condition

The differences in vertical displacement and twist reveal
that the LF matches well the wing, but not very well
the strut. The largest difference in vertical displace-
ment between the HF and LF models is 2.69cm (13.24%)
at the middle of the strut. The largest differences in
twist increase in the spanwise direction up to 2.13 degrees
(30.05%) at the tip.

The main wing stress is underestimated by the LF
model. Figure 3 shows at the root big stress differences
(87.3%) between both models. At the fairing-strut and
main wing-strut joints the LF model underestimates the
stress 175MPa and 80MPa, respectively. From this com-
parison it can be concluded that the baseline thickness
distribution is not adequate for the pull-up maneuver case
due to the maximum stress estimated by the HF model is
1.91 times higher than the maximum stress allowable.

The LF model is more accurate in cruise flight condi-
tions than in pull-up maneuver conditions. The larger is
the load, the bigger the differences will be between both
models. Even if the LF model has an advantage in terms
of computational cost, the stress results are not well es-
timated for both flight conditions. The LF model can be

Figure 3: HF and LF models stress results

used in a preliminary design phase, but not in more ad-
vanced phases where a HF model should be used to refine
the design.

4. Optimization problem formulation

This project solves three different optimization problems.

4.1. Optimization Problem Statement

The statement of the first optimization problem is to opti-
mize the thickness to obtain the same deformation as the
one of the LF model in a cruise flight condition by varying
the thickness and its distribution along the main wing and
the strut.

The second optimization problem minimizes the struc-
tural weight, while trying to obtain the same deformation
of the LF model also in a cruise flight condition by varying
the thickness and its distribution along the main wing and
the strut without exceeding a given value of stress for the
pull-up maneuver condition.

Lastly, the statement of the third optimization problem
is to match the LF deformation in cruise flight by vary-
ing the thickness and its distribution along the main wing
and the strut in addition to varying the main wing twist
distribution without exceeding a given value of stress and
structural mass in the pull-up maneuver.

4.2. Design Variables

The first two optimization problems have the same de-
sign variables (x1 to x13) which are detailed in Table 2.
After checking the results of the second problem, it was

4



decided to add two more kinks to the main wing thickness
distribution to give more design freedom, being 25 design
variables in total (x1 to x25). The third optimization prob-
lem adds 10 more design variables, which corresponds to
the main wing twist distribution, to the 25 defined for the
second problem with the two additional kinks (x1 to x35).
All the design variables are detailed in Table 2, as well as
their lower and upper bounds.

Table 2: Design variables

Variable
Lower Upper

Description
bound bound

x1 [mm] 1 150 Skin thickness at the root

x2 [mm] 1 34 Skin thickness at the joint inboard

x3 [mm] 1 40 Skin thickness at the joint outboard

x4 [mm] 0.1 30 Skin thickness at the tip

x5 [mm] 1 150 Spar thickness at the root

x6 [mm] 1 34 Spar thickness at the joint inboard

x7 [mm] 1 30 Spar thickness at the joint outboard

x8 [mm] 0.1 30 Spar thickness at the tip

x9 [mm] 10 100 Strut thickness at the joint

x10 [mm] 1 50 Main strut thickness

x11 [mm] 10 100 Strut thickness at the fairing

x12 [%] 5 25 Kink position at the joint, % of strut

x13 [%] 75 95 Kink position at the fairing, % of strut

x14 [mm] 1 150 Skin thickness at the first kink inboard

x15 [mm] 1 150 Skin thickness at the first kink outboard

x16 [m] 0 10 Skin first kink position, span length

x17 [mm] 1 150 Spar thickness at first kink inboard

x18 [mm] 1 150 Spar thickness at first kink outboard

x19 [m] 0.01 10 Spar second kink position, span length

x20 [mm] 0.1 30 Skin thickness at the second kink inboard

x21 [mm] 0.1 30 Skin thickness at the second kink outboard

x22 [m] 10.70 18.77 Skin second kink position, span length

x23 [mm] 0.1 30 Spar thickness at second kink inboard

x24 [mm] 0.1 30 Spar thickness at second kink outboard

x25 [m] 10.70 18.77 Spar second kink position, span length

x26 [deg] 0 5 Initial twist of the first main wing airfoil

x27 [deg] -0.5 5 Initial twist of the second main wing airfoil

x28 [deg] -3 5 Initial twist of the third main wing airfoil

x29 [deg] -3 5 Initial twist of the fourth main wing airfoil

x30 [deg] -3 5 Initial twist of the fifth main wing airfoil

x31 [deg] -3 5 Initial twist of the sixth main wing airfoil

x32 [deg] -3 5 Initial twist of the seventh main wing airfoil

x33 [deg] -3 5 Initial twist of the eighth main wing airfoil

x34 [deg] -3 3 Initial twist of the ninth main wing airfoil

x35 [deg] -3 3 Initial twist of the tenth main wing airfoil

4.3. Objective function
In the first optimization problem the objective function,
which is shown in Equation 1, measures how far or how
close is the deformation obtained by HF model with re-
spect to the LF one for the cruise flight condition. To do
so, it was used the Mean Square Error (MSE), which mea-
sures the average squared difference between the estimated
value, i.e. the one from the HF model, and the actual
value, i.e. the one from the LF model. The displacement
and rotation MSE are multiplied by factors that include
the dimensionalization required to sum both. These fac-
tors were obtained from an objective function study of

the unconstrained optimization and they are also used in
Equations 3 and 5. The objective function study finds
out which factors minimize the objective function, while
requiring a low structural mass without increasing consid-
erably the maximum stress.

MSE =
1

n

n∑
i=1

(0.05 · (∆xi −∆x̂i)
2 + +0.05 · (∆yi −∆ŷi)

2+

+ 0.05 · (∆zi −∆ẑi)
2) +

1

n

n∑
i=1

(0.25 · (∆θxi −∆θ̂xi )2+

+ 0.4 · (∆θyi −∆θ̂yi )2 + 0.2 · (∆θzi −∆θ̂zi )2) (1)

The objective of the second optimization problem is to
minimize the structural mass which is shown in Equation
2. To do so, the structural mass resulting from the opti-
mization (M) is divided by the one of the LF model (M0)
detailed in Table 1.

The objective of the third optimization problem, is
to minimize the differences in deformation between both
models. Ideally, this difference should be lower than 10%,
which does not happen neither in the unconstrained nor
in the constrained optimizations. For practicality reasons,
it was used the same function defined as deformation con-
straint in the constrained optimization, shown in Equation
3.

f(x) =
M

M0
(2)

f1(x) = 0.05 ·max(|
∆x−∆x0

∆x0
|) + 0.05 ·max(|

∆y −∆y0

∆y0
|)+

+ 0.05 ·max(|
∆z −∆z0

∆z0
|) + 0.25 ·max(|

∆θx −∆θx0

∆θx0

|)+

+ 0.4 ·max(|
∆θy −∆θy0

∆θy0
|) + 0.2 ·max(|

∆θz −∆θz0
∆θz0

|)− 1 (3)

A second objective function, shown in Equation 4, was
tried in the new constrained optimization to check if a bet-
ter solution than the one computed with Equation 3 could
be provided. As some of the beam nodes have small values
in some of the displacements or rotations, the differences
in the second objective function are only computed at the
wing tip, since the largest displacements and rotations are
found there.

f2(x) = 0.05 · (|
xtip − x0tip

x0tip
|) + 0.05 · (|

ytip − y0tip
y0tip

|)+

+ 0.05 · (|
ztip − z0tip

z0tip
|) + 0.25 · (|

θxtip − θx0tip

θx0tip

|)+

+ 0.4 · (|
θytip − θy0tip

θy0tip
|) + 0.2 · (|

θztip − θz0tip
θz0tip

|)− 1 (4)

4.4. Constraints
The first optimization problem is unconstrained, so the
optimizer has absolute freedom in all the parameters to
match the objective. On the other hand, the second and
third optimization problems are constrained.

The constraints of the second optimization problem are:
the deformation (Equation 5), that should be the same as
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the one obtained with the LF model within a margin (m);
and the stress in the pull-up maneuver (Equation 6), that
should not exceed the ultimate strength of the material
taking into account the safety factor (1.5).

g1 = 0.05 ·max(|
∆x−∆x0

∆x0
|) + 0.05 ·max(|

∆y −∆y0

∆y0
|)+

+ 0.05 ·max(|
∆z −∆z0

∆z0
|) + 0.25 ·max(|

∆θx −∆θx0

∆θx0

|)+

+ 0.4 ·max(|
∆θy −∆θy0

∆θy0
|) + 0.2 ·max(|

∆θz −∆θz0
∆θz0

|)−m (5)

g2 =
σ − σmax

σmax
(6)

In the above equation, ∆ and ∆0 are the displacements
and rotations of the HF and LF models, respectively. The
never exceed stress is σmax = 266 MPa.

Since the constraint has to be a scalar and not an array
with all the MSE values, instead of computing the MSE
for the deformation constraint, it was used the maximum
relative error for each degree of freedom as shown in Equa-
tion 5.

The constraints of the third optimization problem are
the stress (Equation 6), as in the second optimization
problem, and the structural mass (M), that should not
exceed 220% of the LF mass (M0 + 3600kg), as detailed
in Equation 7. This percentage could seem very high, but
the Baseline thickness distribution used in the LF model
(1928.5kg) does not support the pull-up maneuver load
stresses and the results of the second constrained opti-
mization showed that a big increase in mass is necessary
to support the pull-up maneuver load.

g2 =
M −M0

M0
− 2.2 (7)

Since the solutions of the second optimization problem
resulted in stiffer structures than the LF one, it is required
to limit the amount of material. The more structural mass,
the more rigid it will be.

4.5. Algorithm implemented
Fmincon and fminunc have different algorithm options.
For the unconstrained optimization it was selected the
Quasi-Newton option and for both constrained optimiza-
tions it was selected the Interior Point Method since it is
a good option to obtain a feasible solution due to this al-
gorithm tries first to reach a feasible solution and then it
minimizes the objective function.

5. Optimization results
5.1. Unconstrained optimization
The optimized spar and skin thickness distributions to-
gether with the baseline thickness distribution are shown
in Figure 4. The optimized one presents thickness values
that fit inside the airfoils. Furthermore, the joints are lo-
cated within the bounds used in the constrained optimiza-
tion. For these reasons, from a geometrical perspective the
solution is feasible.

In Table 3 it is presented the maximum stress which
exceeds the maximum value allowable (266MPa). As the

Figure 4: Thickness distribution - unconstrained optimization

maneuver load is much larger than the cruise one, the
maximum stress will be much higher for that flight condi-
tion, which means that the solution obtained from the un-
constrained optimization is not realistic in terms of stress
for the Case Study. This table also presents the structural
mass together with the vertical displacement and twist for
the Baseline and Optimized thickness distributions. These
latter magnitudes are the absolute maximum differences
found between HF and LF models, as indicated in the ta-
ble heading. The differences in vertical displacement are
lower in the Optimized distribution than in the Baseline
one, but the twist difference is slightly higher. In Figure
5 it can be seen that the maximum difference between the
HF and LF models occur at the tip, where the Optimized
distribution has a larger twist value than the Baseline one.
If the whole twist graph is observed, it can be concluded
that the Optimized thickness distribution matches better
the LF twist than the Baseline one, even if the maximum
difference value does not suggest it.

Table 3: Unconstrained optimization results

Thickness Structural Stress max [m] [◦]

distribution weight [kg] [MPa] max(|HF − LF |z) max(|HF − LF |θy )

Baseline 1928.5 225 0.0295 0.3799

Optimized 2295.6 290 0.0089 0.3931

Structural Stress max Vertical disp. Twist

weight [kg] [MPa] at tip [m] at tip [◦]

Low-Fidelity 1636 110 0.5063 2.3222
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In general, the optimized solution has larger skin thick-
ness at the whole structure, larger spar thickness at the
strut and fairing but smaller main wing spar thickness
than the baseline one, which results in an increase of mass.
The reason is that, to be able to match better the defor-
mation, the optimizer is stiffening the structure. However,
it is more flexible in twist at the whole structure, but not
at the tip where it has the same twist value of the baseline.

(a) Vertical displacement

(b) Twist

Figure 5: Results from the optimized thickness distribution

To conclude the unconstrained optimization, the defor-
mation computed with the optimized thickness distribu-
tion gets values that match considerably well the LF model
deformation, being lower than 10% the maximum differ-
ence between the HF and LF models in all the displace-
ments and rotations, except for the twist where the max-
imum difference of 17% is noticed at the tip. In addition,
the maximum stress value computed exceeds the stress
limit, being 2.64 times higher than the one from the LF
model.

5.2. Constrained optimization

The changes made during the constrained optimization to
try to obtain the best result possible within the limitations
are detailed next. First of all, the results with the base-
line upper and lower boundaries of the design variables
were computed. These results revealed that the bound-
aries were too tight, thus they were increased to provide
more freedom to the optimizer, this new set of boundaries

is shown in Table 2. Nevertheless, the optimizer could not
find a solution in the feasible region. As the deformation
continued being larger than the one desired, there were
included two additional kinks in the main wing thickness
distribution, one in each half of it. The additional kinks
were included to allow a higher design freedom in the op-
timization process and, consequently, try to better match
the deformation between HF and LF models. As in the
optimizations with the old and new bounds discussed pre-
viously, this optimization ended up converging to an in-
feasible point, since the optimizer was not able to satisfy
the constraints.

The first and second constrained optimizations revealed
that the two areas that have higher stress values are the
main wing root and the joint (inboard part of the wing),
thus the optimizer put higher thickness values at these lo-
cations. As a localized stress reduction was needed and
it was not desired to increase substantially the mass with
respect to the baseline mass, it was considered necessary
to modify the thickness distributions to give more design
freedom to the optimizer to find a solution within the fea-
sible region.

Furthermore, the margin was studied to see the im-
plications of it in terms of mass and stress. The para-
metric study on the margin concluded that, even if the
margin was increased, the optimizer could not get a solu-
tion that satisfied the stress constraint by minimizing the
mass. As none of the margin values provided a solution
that matched the deformation, neither increasing the de-
sign variables bounds neither adding two more kinks, a
new optimization with different objective and constraint
functions was computed to try to reach a feasible solution
for this case study.

5.3. Jig shape optimization

In Table 4 are shown the results of the new optimizations
performed. The thickness distribution ”Opt. 1” and ”Opt.
3” were computed with the objective function that com-
pares the HF and LF deformations at all the beam nodes,
defined in Equation 3. However, ”Opt. 2 - IP” and ”Opt.
2 - SQP” were computed with the one that compares only
the deformation at the tip, defined in Equation 4. Re-
garding the constraints, all of them were constrained with
Equations 6 and 7, but not ”Opt. 3” which allowed to
have 2045kg as maximum structural mass. All the thick-
ness distributions were computed with the algorithm in-
terior point except for ”Opt. 2 - SQP”, which uses the
SQP algorithm as its name suggests. The reason to try
the same optimization with both algorithms was to see if
the SQP could provide a better solution than the interior
point one since the optimization with the interior point al-
gorithm converged to a feasible point. However, with the
SQP, the optimizer ended up converging to an infeasible
point.

Initially, the idea was to constraint the mass up to
2045kg to not increase it a lot in respect to the baseline
thickness distribution. After checking the results provided
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by ”Opt. 3”, it was considered necessary to increase the
mass allowable to the value shown in Equation 7 to be
able to satisfy the stress constraint. ”Opt. 3” presented
the best twist values, being the differences between the HF
and LF lower than 10%. However, the maximum stress is
454MPa, which exceeds in 1.7 times the limit, so it is not
a feasible solution even if the goal of the optimization is
achieved.

Table 4: Jig shape optimization thickness distribution results

Thickness Structural Stress max Vertical disp. [m] Twist [◦]

distribution mass [kg] [MPa] max(|HF − LF |θx) max(|HF − LF |θy )

Opt. 1 4803.91 251 0.1933 1.4588

Opt. 2 - IP 3830.51 265 0.0558 1.0953

Opt. 2 - SQP 5290.66 306 0.0953 1.3521

Opt. 3 2096.49 454 0.3605 0.2638

”Opt. 1” and ”Opt. 2 - IP” are the only optimizations
that converged to a feasible solution, since they satisfy
the stress and mass constraints. In Table 4 is shown that
the optimization that minimizes the differences at the tip
provides a better solution, being the differences in defor-
mation smaller. In Figure 6 are shown ”Opt. 1” and ”Opt.
2 - IP” thickness distributions. They are shown in the leg-
end as ”Deformation at beam nodes” and ”Deformation
at tip”, respectively. ”Opt. 2 - IP” in both, skin and spar,
has a larger step in the distribution than ”Opt. 1”, being
the kinks located in a more outboard position than the
latter. Furthermore, the spar of ”Opt. 2 - IP” has larger
thickness values in the inboard part of the main wing than
”Opt. 1”, but not in the skin, where the latter has larger
values along the whole main wing and, as a consequence,
it has a heavier structure. The fact of adding less material
in the skin of the outboard part of the wing makes it more
flexible, so it can match better the LF vertical displace-
ment and twist. Regarding the strut thickness, ”Opt. 1”
presents larger values at the end of the fairing and joint,
but lower values at the beginning of the fairing and main
strut thickness in both skin and spar. Moreover, it locates
both kinks nearer to the root in the inboard direction than
”Opt. 2 - IP”.

In Figure 6 are shown the vertical displacement and
twist of both thickness distributions. It can be seen that
the one that compares the deformation at the tip matches
better both vertical displacement and twist. Nevertheless,
the differences are higher than 10% at the tip, being higher
in twist (47%) than in vertical displacement (11%).

In Figure 8 are represented the baseline and ”Opt. 2 -
IP” twist distributions together with the upper and lower
bounds of the twist design variables shown in Table 2.
The optimized twist distribution has larger values than
the baseline one, being the twist at the last two airfoils at
the tip almost coincident.

The new constrained optimization improves the solution
with respect to the previous constrained optimization, but
the solution provided by the optimizer is just a feasible so-
lution in terms of stress. However, the main goal of the

Figure 6: Thickness distributions - jig shape optimization

optimization, that is matching the LF model deformation,
is not fulfilled due to the differences in deformation be-
tween the HF and LF are higher than 10%.

Margin
Structural Stress max Vertical disp. [m] Twist [◦]

weight [kg] [MPa] max(|HF − LF |θx) max(|HF − LF |θy )

1.5 3315.70 280 0.7251 1.2018

1.5 (+freedom) 3135.54 296 0.0969 1.2194

2.5 3056.03 346 0.0629 1.0333

2.5 (+freedom) 2464.40 414 0.0301 0.9677

3 1876.08 612 0.0592 0.8029

3 (+freedom) 3247.99 289 0.0879 1.1952

Table 5: Parametric study on the Margin - Constrained
optimization

6. Conclusions

This work focuses on comparing the structural and shape
optimization of HF and LF models for the purpose of val-
idating the LF one. It performs the structural and shape
optimization in a HF model to match the deformation re-
sulting from the application of a predetermined cruise load
to the LF model for a SBW configuration.

To make the optimization possible, it was imperative to
condense the load files provided by the LF model. The
results computed using the condensed load files speed up
in two orders of magnitude the solving time which made
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(a) Vertical displacement

(b) Twist

Figure 7: Results from the jig shape optimization thickness
distribution

Figure 8: Main wing twist distribution - jig shape optimization

the optimization process feasible. There were found dif-
ferences only in twist which show that the condensed load
twists less the wing than the distributed one. Neverthe-
less, the differences are still within the admissible values
(12.8% in cruise).

There are several results worth summarizing from the
comparison between HF and LF models. The main wing
and strut stress values were underestimated by the LF
model, while the stress at the main wing-strut joint for
both flight conditions was overestimated. The HF model
maximum stress is 1.91 higher than the one computed by

the LF one which made the optimization process difficult.
Regarding the deformation, the LF underestimated the
value of the displacements. The biggest differences were
found in vertical displacement (cruise 32.94%) and twist
(maneuver 30.05%) at the strut and wing tip, being the
differences larger in maneuver than in cruise since the load
is larger. It can be concluded that the LF model has an ad-
vantage in terms of computational cost, but for both flight
conditions the stress is not well estimated. For these rea-
sons, the LF model can only be used to get a general idea
of the deformation of the SBW structure in a preliminary
design phase, but not in more advanced phases where a
HF model should be used to refine the design.

Regarding the unconstrained optimization, the defor-
mation from the optimized thickness distribution matches
the LF one, being all the displacements and rotations
within the required tolerances but not the twist, where
the outboard part of the main wing exceeds them. The
constrained optimization converged to an infeasible point
since the optimizer could not find a solution that satis-
fied the stress constraint and, at the same time, matched
the LF deformation. Even broadening the design variables
bounds and adding two new kinks to the main wing, the
optimizer could not provide a feasible solution. A new
optimization with different objective and constraint func-
tions was computed to try to obtain a feasible solution.
The new constrained optimization found two feasible so-
lutions in terms of stress, however in terms of deformation
both solutions have differences in deformation higher than
10% in comparison with the LF model. Although the new
optimization improved the solution with respect to the
previous constrained optimization, it was not possible to
find a solution that matches the LF deformation within
the stress limits.

Further research exploring other objective functions and
design variables, such as the dihedral angle, might find a
solution that matches the deformation while satisfying the
stress constraint. Moreover, other materials, or a combi-
nation of them, can be tried to reduce the stress in the
high loaded areas, such as the main wing root and the
strut joint.
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