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Abstract

Rheumatic and musculoskeletal diseases (RMDs) are among the most common chronic diseases
worldwide, having an enormous burden on individuals. Ankylosing spondylitis (AS) is a type of inflam-
matory arthritis that affects primarily the spine and the sacroiliac joints, with patients experiencing not
only physical limitations, but also reduced quality of life.

Currently, there is no cure for the disease, but there are treatments that aim at slowing its progression
and relieving its symptoms, appearing as promising recently developed biological therapies, as tumor
necrosis factor (TNF) antagonists. Nevertheless, not all patients respond to these therapies and some
of them even experience severe adverse events. Furthermore, TNF blocking therapy is costly, being
essential to identify which patients are likely to benefit from these agents and which are not.

The goal of this work is to find clinical predictors of therapy response and to distinguish between
three different anti-TNF agents, adalimumab, etanercept and infliximab, in order to evaluate which
therapy best suits each patient. This was done using dynamic Bayesian network (DBN) models built
from data from the Rheumatic Diseases Portuguese Register.

This study allowed to corroborate existing literature findings, as male patients responding better
to all therapies studied, and also to produce new insights. Firstly, patients with greater BMI seem to
response worse when treated with adalimumab. Secondly, HLA-B27 negative patients seem to respond
worse to infliximab. Finally, for older patients or patients with higher disease duration, infliximab seems
to be a better therapeutic option.
Keywords: Ankylosing spondylitis, dynamic Bayesian networks, anti-TNF-alpha therapies, therapy
outcome prediction

1. Introduction

Rheumatic and musculoskeletal diseases (RMDs)
are among the most common chronic diseases world-
wide, comprising more than 200 different diseases
affecting mainly the joints, tendons, ligaments,
bones and muscles. Among these diseases there is
ankylosing spondylitis (AS), a type of inflamma-
tory arthritis that affects primarily the spine and
the sacroiliac joints [2, 22]. AS patients experi-
ence not only physical limitations, which can lead to
implications for employment and in extreme cases
even result in inability of working, but also to a re-
duced quality of life, possibly experiencing anxiety
and depression. It is a complex and unpredictable
disease, being its pathogenesis poorly understood
[13], nevertheless, due to its serious consequences,
there is an urgent need of better understanding the
disease and improving the knowledge of the causes
and mechanisms of AS, to improve early diagnosis

and prevention and develop innovative therapies [9].
Currently, there is no cure for the disease, but there
are treatments that aim at slowing its progression
and relieving its symptoms [21]. Recently devel-
oped biological therapies, as tumor necrosis factor
(TNF) antagonists (anti-TNF), appear as promis-
ing treatments, however, not all patients respond to
these therapies and some of them even experience
severe adverse events. Furthermore, TNF block-
ing therapy is costly, being associated with a great
economic burden. Therefore, to minimise risks and
costs associated with these therapies, it is essen-
tial to identify which patients are likely to benefit
from anti-TNF agents and which are not. Addi-
tionally, there is no specific drug selection criteria
regards deciding which biologic should be given to
each patient, being this choice in some cases based
on logistic issues, rather than on scientific evidence.
This leads to patients switching between different
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therapies until finding one to which they respond
positively, nevertheless, this lack of accuracy in the
therapeutic choice should not be underestimated.
This way, being able to predict in advance the pa-
tient’s response for each treatment, according to the
patient’s characteristics, would be of great benefit.

The main goal of this work is to identify predic-
tors of response to the different biological thera-
pies and to be able to produce insights about which
treatment suits each patient best, in the context
of a personalized medicine approach, investigating
differences between the existing anti-TNF thera-
pies. This is proposed to be achieved by develop-
ing Bayesian network (BN) models, more concretely
dynamic Bayesian networks (DBNs), using data of
AS patients on biological therapies taken from the
Rheumatic Diseases Portuguese Register (RNDR),
the Reuma.pt database.

This document is organized as follows. First, in
section 2 a theoretical background on both anky-
losing spondylitis and Bayesian networks, respec-
tively, is presented. Next, in section 3 the object of
study of this work is described and the methodol-
ogy followed is presented, from data acquisition and
processing, to the implementation of the DBN mod-
els. In section 4 the obtained results are presented
and discussed. Finally, in section 5 the conclusions
reached with this work are summarized and sugges-
tions for future work are presented.

2. Background
2.1. Ankylosing Spondylitis
Ankylosing Spondylitis (AS) is a type of inflamma-
tory arthritis that affects primarily the spine and
the sacroiliac joints, causing inflammation and lead-
ing to chronic pain and discomfort [2, 22]. This dis-
ease can be associated with new bone formation in
the spine and fusion of the vertebrae, causing stiff-
ness and pain and leading to possible loss of phys-
ical function and spinal mobility. Nevertheless, AS
doesn’t affect only the spine and peripheral arthritis
and extra-articular features can also be present [18].
AS starts at a relatively young age, usually in the
second or third decade of life, with men being two
to three times more affected than women. Also, the
pattern of the disease is different between the two,
with women having milder disease and more extra
spinal involvement [13]. The worldwide prevalence
of AS is believed to be between 0,1% and 1,4% [8],
while in Europe is around 0,25% [23].

The etiology and pathogenesis of AS are still
poorly understood, but it is believed that it devel-
ops through complex interactions between genetic
and environmental factors [13, 27]. Nevertheless,
AS is strongly associated with the human leuko-
cyte antigen B27 (HLA-B27) [14], a protein located
on the surface of white blood cells found in 90-95%
of AS patients. The tumor necrosis factor alpha

(TNF-alpha) is a proinflammatory cytokine also be-
lieved to be implicated in the pathogenesis of AS.
Tumor necrosis factor antagonists are one type of
the recently developed biological therapies.

Clinical monitoring of the disease is of great im-
portance, not only to assess disease status but also
to better understand patients’ response to treat-
ment and guide therapeutic decisions, and it be-
came even more relevant after the emergence of
anti-TNF therapies [28, 29]. Therefore, over time,
a lot of clinical measures have been developed and
used in clinical practice, being the Bath Ankylos-
ing Spondylitis Disease Activity Index (BASDAI),
the Bath Ankylosing Spondylitis Functional Index
(BASFI) and the Ankylosing Spondylitis Disease
Activity Score (ASDAS) among the most commonly
used. BASDAI is a score used to assess patient-
reported disease activity, consisting of 6 questions
related to fatigue, spinal pain, peripheral arthri-
tis, enthesitis and duration and severity of morn-
ing stiffness [20]. BASFI is a score used to as-
sess the degree of functional limitation of patients,
based on 10 questions about daily activities, like
dressing, bending and standing, and ability to cope
with everyday life. ASDAS is a score developed
to also assess disease activity, being the first to
use both self-reported items and objective measures
[28]. This score includes patient-reported assess-
ments of back pain, duration of morning stiffness,
global assessment of disease activity and peripheral
joint pain/swelling, and an acute phase-reactant.
Acute phase reactants are inflammation markers
that exhibit significant changes in serum concen-
tration during inflammation [3], and the ones used
in ASDAS are either the erythrocyte sedimenta-
tion rate (ESR), in mm/h, or the C-reactive protein
(CRP), in mg/L, depending on the ASDAS score’s
version used, being ASDAS-CRP the preferred one.

Identified predictors of response to biological
therapy are younger age [6, 1, 12], male gender
[1, 12], higher ASDAS [1] and BASDAI [6, 12] scores
at baseline, lower BASFI at baseline [6, 12], raised
levels of ESR [6, 15] and CRP [6, 15, 12] at base-
line, presence of peripheral arthritis [1], smaller dis-
ease duration [6] and higher patient’s global assess-
ment of disease activity [1]. Furthermore, HLA-
B27-positive patients have been reported to respond
better to TNF antagonists [25, 12]. On the other
hand, female gender [1, 16], absence of peripheral
arthritis [1], higher BMI [17, 11], higher baseline
BASFI score [15] and lower baseline levels of ESR
and CRP [1] have been identified as predictors of
discontinuation of TNF-alpha blocking therapy.

2.2. Bayesian Networks

A Bayesian Network (BN) is a graphical model for
representing relationships among random variables,
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using conditional probabilities. A BN B is defined
as a triple B = (X, G,Θ) where:

• X = {X1, ..., Xn} is a n-dimensional finite ran-
dom vector, where each random variable Xi,
with i ∈ {1, ..., n}, takes values in the set
{xi1, ..., xiri}, being xik the k-th value of Xi;

• G = (N,E) is a directed acyclic graph (DAG),
with N being the set of nodes/vertices in X,
representing the random variables and E is the
set of directed edges that represents the de-
pendencies between the variables. If there is
an edge from node i to node j, i is said to be
a parent of j and j is said to be a child of i;

• Θ = {θijk} is a set of parameters specifying
the conditional probability distribution of each
variable according to the structure of the graph
G, being

θijk = PB(Xi = xik|pa(Xi) = wij), (1)

where pa(Xi) denotes the set of parents of Xi

in G, and wij is the j-th configuration of the set
of parents pa(Xi) [7, 5].

A BN defines a unique joint probability distribu-
tion given by the product, over all the nodes of the
graph, of a conditional distribution for each node
conditioned on its parents. Therefore, for a BN
with n nodes, the joint distribution is given by [17]:

PB(X1, ..., Xn) =

n∏
i=1

PB(Xi|pa(Xi)), (2)

meaning that given its parents, each node is con-
ditionally independent of all other non descendant
nodes [5, 19]. Dynamic Bayesian networks (DBNs)
are an extension of Bayesian networks to repre-
sent the evolution in time of a system. In fact,
DBNs consist of a series of time slices that rep-
resent the state of all variables at a certain time
t, being allowed not only intra-slice connections,
that are the connections within the time slices, but
also inter-slice connections, that are connections be-
tween variables from different slices. These inter-
slice connections follow the direction of time, mean-
ing that a variable cannot have descendants in pre-
vious time slices [26, 24].

The problem of learning a Bayesian Network
given a dataset of observations of a set of variables,
consists in finding the network that is most prob-
able to have generated the data, this is, learning
its structure and parameters, i.e., the DAG and the
corresponding conditional probability tables [10].

3. Methods
3.1. Reuma.pt database
The object of study of this dissertation is the
Rheumatic Diseases Portuguese Register (RNDR),

i.e., the Reuma.pt database, more precisely the data
from patients with AS who undergo or have un-
dergone biologic therapy, retrieved on July 22nd

2019. This online platform was developed by the
Portuguese Society of Rheumatology (SPR) and it
became active in June 2008 due to a need of im-
proving monitoring in patients with rheumatic dis-
eases. Reuma.pt allows better data production and
evaluation, leading to a better insight about these
diseases and therefore allowing the development of
better therapies. The database contains several
information for each patient, including identifica-
tion data, demographic data, work status, life style
habits, anthropomorphic data, comorbidities, pre-
vious medical history, past and current therapies,
disease activity and functional assessment scores,
laboratory measurements, and others. Among the
data, both static and dynamic variables can be
found: static variables are either time-independent
covariates, like gender, or data gathered only at the
patient’s first visit, like smoking status; dynamic
variables are measurements that are not constant
over the whole study, collected over subsequent pa-
tient’s visits [4]. For the present study, there were
3 relevant datasets: one with general information
on the patients, a second one with patients’ past
and current therapies and a third one with the pa-
tients’ registered appointments, and corresponding
measurements.

3.2. Pre-processing
The goal of this work is to create DBNs from the
data, in order to better understand therapy re-
sponse in ankylosing spondylitis patients. Before
moving forward, it should be noted that only the
first biological agent received by each patient was
considered in this study, so, more precisely, this
study evaluates the patient’s response for the first
biological therapy received, which is known to be
different than the response from the subsequent bi-
ologics. For creating the nerworks, it was used the
bnstruct R package, which through state-of-the art
algorithms learns the network that may have gener-
ated a particular set of data, even in the presence of
missing values, which is the case of the present data
and a common situation in the clinical context.

Before inserting data into the models, several pro-
cessing steps were performed. First, to identify
inconsistencies in the data, including either incor-
rect, incomplete or incoherent information, a de-
tailed analysis of the dataset was performed. Sev-
eral issues were spotted, and corrected when possi-
ble, with the help of medical professionals. Next,
it was necessary to select the variables that were
going to be used in the models. This process was
done based on expert knowledge, after discussion
with medical professionals who pointed out relevant
variables, and also based on the amount of missing
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data for each variable. The selected variables are
presented in Tables 1 and 2, respectively static, dy-
namic, along with the corresponding discretization.
In turn, the outcomes of interest are presented in
Table 3, being the goal of this work to understand
how these variables are impacted by static and dy-
namic ones. Discretization was either made using
reference levels based on clinical knowledge or using
quantiles, when reference ranges were not available
or did not suit the data well.

Table 1: Static variables used in the study, to-
gether with the corresponding description and dis-
cretization performed.

Variable Description
Discretization (la-
bel: corresponding
elements)

Static variables

Gender Self-explanatory 0: Male ; 1: Female

Age at biologic onset Self-explanatory
0: ]0,36] ; 1: ]36,47] ; 2:
]47,+∞[

BMI
Body Mass Index at onset
(kg/m2)

0: ]0;25[ ; 1: [25,30[ ; 2:
[30,+∞[

HLA-B27
Whether a patient carries,
or not, the HLA-B27 gene

0: Negative ; 1: Positive

Education level Self-explanatory

0: No education or ele-
mentary school; 1: Middle
school ; 2: High school ; 3:
Higher education

Disease duration
Time in years since the
beggining of disease

0: [0,7] ; 1: ]7,16] ; 2:
]16,+∞[

Table 2: Dynamic variables used in the study, to-
gether with the corresponding description and dis-
cretization performed.

Variable Description
Discretization (la-
bel: corresponding
elements)

Dynamic variables

DMARD
Whether, or not, a patient is tak-
ing a DMARD at the time of the
appointment

0: No ; 1: Yes

Corticoid
Whether, or not, a patient is tak-
ing a corticoid at the time of the
appointment

0: No ; 1: Yes

VAS patient
Patient’s global self evaluation (on
a scale from 0 to 100)

0: [0,2[ ; 1: [2,5[ ; 2: [5,10]

VAS doctor
Doctor’s evaluation of the pa-
tient’s global state (on a scale
from 0 to 100)

0: [0,1[ ; 1: [1,3[ ; 2: [3,10]

BASDAI Q1
Patient’s answer to the 1st BAS-
DAI question (on a scale from 1
to 10)

0: [0,4[ ; 1: [4,7[ ; 2: [7,10]

BASDAI Q2
Patient’s answer to the 2nd BAS-
DAI question (on a scale from 1 to
10)

0: [0,4[ ; 1: [4,7[ ; 2: [7,10]

BASDAI Q3
Patient’s answer to the 3rd BAS-
DAI question (on a scale from 1 to
10)

0: [0,4[ ; 1: [4,7[ ; 2: [7,10]

BASDAI Q4
Patient’s answer to the 4th BAS-
DAI question (on a scale from 1 to
10)

0: [0,4[ ; 1: [4,7[ ; 2: [7,10]

BASDAI Q5 & Q6
Average of patient’s answers to
the 5th and 6th BASDAI questions
(on a scale from 1 to 10)

0: [0,4[ ; 1: [4,7[ ; 2: [7,10]

BASFI

Patient’s BASFI index (average of
patient’s answers to the 10 ques-
tions composing it, on a scale from
1 to 10)

0: [0,2] ; 1: ]2,5] ; 2: ]5,10]

CRP C-Reactive Protein’s level (mg/L)
0: [0,1] ; 1: ]1,3] ; 2: ]3,8.5]
; 3: ]8.5,+∞[

Next, to input data into the models, the dif-
ferent observations, i.e., the dynamic variables ac-
quired in the different appointments, had to be
equally spaced, which did not happen in the origi-

Table 3: Outcome variables used in the study, to-
gether with the corresponding description and dis-
cretization performed.

Variable Description
Discretization (la-
bel: corresponding
elements)

Outcome variables

ASDAS 12M
Composite score to as-
sess disease activity in AS,
evaluated at month 12

0: [0,1.3[ ; 1: [1.3,2.1[
; 2: [2.1,3.5] ; 3:
]3.5,+∞[

ASDAS improvement
12M

Difference between AS-
DAS after 12 months of
treatment with the bio-
logic and at the begging of
the treatment

0: ]-∞, 1.1[; 1 :
[1.1, 2[; 2 : [2,+∞[

Inefficiency
Whether a patient
stopped, or not, the ther-
apy due to inefficiency

0: No ; 1: Yes

nal appointments’ data. Therefore, in order to have
records at the same time points for all patients, it
was necessary to choose a time interval between
them. It was opted to consider two different in-
tervals, 3 and 6 months, being an algorithm imple-
mented in Python for the purpose of appointments’
selection.

In order to have more confidence on the results,
different datasets representing the same data were
created, with the aim of building several models and
being able to compare them. To this end, several
parameters were varied, as can be seen in the sim-
plified schematic representation in Figure 1.

Figure 1: Simplified schematic representation of
datasets’ creation process.

First, as already mentioned, two different
datasets were created by selecting appointments
based on different intervals between records, 3 and
6 months, being considered the initial datasets. In
this step, it was noticed that some patients did not
have any records of dynamic variables while others
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presented a considerable amount of missing values
for these variables, and so, to set an exclusion cri-
teria, patients with more than 70% of missing dy-
namic data were removed from the database. The
next element to be varied was imputation. From
each initial dataset, the one without imputation,
two more datasets were created, one where impu-
tation was performed in all variables and another
one where imputation was performed only in dy-
namic variables. Imputation was taken into account
to deal with the missing values in the data, since
training a model with a dataset that has a consid-
erable amount of data missing can significantly im-
pact the quality of the model and, subsequently, the
conclusions that can be drawn. Mainly, the tech-
niques used for this task were linear interpolation
for dynamic variables and the k-nearest neighbor for
static ones. Next, for each dataset, the maximum
percentage of missing values allowed per patient was
varied, with three different values being considered,
being created three datasets from each previously
existing one. Finally, from these datasets, which
contained patients taking all the different biological
therapies, only the 3 most common biologics were
considered, adalimumab, etanercept and infliximab.
In total, 54 datasets were used in the models.

3.3. Structure and parameter learning
As already mentioned, it was opted to use bnstruct
R package to learn the networks. This package al-
lows to define constrains to the network structure,
which work as a way of inputing domain knowledge
by defining layers for the variables, where a variable
can only have parents in lower-numbered layers, in
order to avoid relations with no clinical or biological
sense. This way, variables were divided into 4 gen-
eral layers, as presented in Table 4, separating static
variables from dynamic and outcome ones. More-
over, inside each temporal layer, variables were also
separated in 4 layers, according to layering scheme
presented in Table 5.

Table 4: General layering of variables in the DBN.

Layer Variables

1
Gender, HLA-B27, BMI, Education
level, Age at biologic onset, Disease du-
ration

2 Variables at time t-1
3 Variables at time t

4
ASDAS improvement at 12 months,
ASDAS at 12 months, Inefficiency

Besides defining the layers, it is also possible to
specify the influence of upper lower-numbered lay-
ers in lower high-numbered layers. In the case of the
present work, the possible influences between layers
were specified as follows. First, static variables were

Table 5: Layering of variables inside each temporal
layer.

Layer Variables
1 DMARD, Corticoid
2 CRP, BASDAI questions, BASFI
3 VAS patient
4 VAS doctor

all placed in the same layer, the upper one and were
allowed to influence variables in all other layers, but
not each other. Next, variables at each time point
(t) were allowed to influence: (1) each other, based
on a layering scheme presented in Table 5, (2) vari-
ables at the following time point (t+1) and (3) the
outcome variables. In turn, variables at the last
time point were allowed to influence each other and
the outcome variables. Finally, outcome variables
are in the lowest layer and edges between them are
forbidden.

The DBN structure learning was performed using
the Maximum Minimum Hill-Climbing (MMHC) al-
gorithm, an heuristic algorithm that combines the
MMPC and HC algorithms. First, the Maximum
Minimum Parents Children (MMPC) algorithm in-
fers the skeleton of the network, with non-directed
edges, and then Hill Climbing algorithm (HC) re-
turns the edges’ orientation by starting the search in
the possibilities’ space from the configuration pro-
vided by MMPC. The use of the MMHC algorithms
required the choice of a scoring function to evalu-
ate how good the structure fits the data, in order to
find the optimal network. Three scoring functions
are provided by bnstruct, the Bayesian-Dirichlet
equivalent uniform (BDeu), the Bayesian Informa-
tion Criterion (BIC) and the Akaike Information
Criterion (AIC). It was chosen to create networks
using all three available scoring functions, to then
perform a comparison of the different structures ob-
tained, which represent the same underlying data.
Finally, to conclude network learning, the set of
parameters of the conditional probability distribu-
tion at each node was computed by a Maximum-a-
Posteriori (MAP) estimation.

4. Results
4.1. DBN models

The structure of the network is represented as an
adjacency matrix. An adjacency matrix is a n×n
matrix, with n being the number of nodes, where
an entry (i, j) takes the value of 1 if there is an edge
from node i to node j, and 0 otherwise. As men-
tioned before, by varying several parameters, differ-
ent models were built to represent the same data.
This way, by comparing the different networks ob-
tained, it was possible to evaluate the confidence
on the edges found, with greater confidence being
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given to edges that appeared more frequently in the
models. To provide an easier and more intuitive
summary of data, different adjacency matrices rep-
resenting the same underlying data were summed,
condensing different networks into a single graphi-
cal representation. The resultant matrix was then
used to create a heatmap, a two-dimensional data
visualization technique where the magnitude of a
phenomenon, in this case the appearance of a cer-
tain edge in the networks, is represented through
color, using the gplots R package. By varying the
interval between appointments, if the dataset was
imputated or not, the maximum percentage of miss-
ings allowed and the biologic, 18 different heatmaps
were created, with 9 different networks each. In-
deed, for each heatmap, 3 datasets with different
maximum percentages of missings allowed per pa-
tient were used. Furthermore, each of the previous
datasets resulted in 3 different networks, by varying
the scoring function used, AIC, BIC or BDeu. To
ease the analysis, each of the heatmaps was named
according to its characteristics: Biologic+Interval
Between Records+Imputation strategy used.

All correlations identified in the networks with
each outcome variable, for each heatmap, together
with the number of times that the respective asso-
ciation appeared in the networks are presented for
adalimumab, etanercept and infliximab in Tables 6,
7 and 8, respectively.

Table 6: Summary of variables correlating with
outcome variables for adalimumab.

Adalimumab

Inefficiency
ASDAS at 12
months

ASDAS change
at 12 months

3MNoImp
VAS doctor 9m [6]
BASFI 9m [5]

BMI [3]
VAS doctor 0m [2]
BASDAI q2 3m [2]
BASFI 6m [2]
CRP 6m [3]
VAS doctor 12m [6]

BMI [9]
VAS patient 0m [2]
VAS doctor 0m [4]
CRP 9m [1]
BASDAI q3 9m [1]
BASDAI q3 12m [1]

3MImp
VAS doctor 3m [3]
VAS patient 9m [3]
BASFI 12m [6]

VAS doctor 9m [2]
VAS doctor 12m [7]
BASDAI q2 12m [1]
BASDAI q4 12m [5]

VAS patient 0m [7]
CRP 0m [1]
BASDAI q2 12m [3]
BASDAI q3 12m [1]
BASDAI q5&q6 12m [1]

3MImpDynam
VAS doctor 3m [3]
VAS patient 9m [3]
BASFI 12m [6]

VAS doctor 9m [2]
VAS doctor 12m [7]
BASDAI q2 12m [1]
BASDAI q4 12m [5]

BMI [6]
VAS patient 0m [2]
BASDAI q2 12m [3]
BASDAI q5&q6 12m [2]

6MNoImp
VAS doctor 0m [5]
VAS doctor 6m [3]
BASFI 6m [2]

BMI [9]
VAS doctor 12m [9]
BASFI 12m [1]

Education [3]
VAS patient 0m [2]
CRP 0m [6]
BASDAI q5&q6 12m [1]

6MImp
BASFI 6m [3]
VAS doctor 12m [3]

VAS doctor 12m [9]
BASDAI q2 12m [3]
BASDAI q4 12m [1]
BASFI 12m [3]

VAS patient 0m [6]
CRP 0m [6]
BASDAI q2 12m [2]
BASDAI q5&q6 12m [1]

6MImpDynam
BASFI 6m [3]
VAS doctor 12m [3]

BMI [3]
VAS doctor 12m [8]
BASDAI q2 12m [2]
BASDAI q4 12m [2]
BASFI 12m [2]

BMI [3]
VAS patient 0m [4]
CRP 0m [5]
BASDAI q5&q6 12m [1]

Starting with inefficiency, it is possible to note
that only adalimumab’s networks present signif-
icant correlations between inefficiency and other
variables. Indeed, etanercept’s networks do not
show any variable correlating with this outcome,
while networks for infliximab present a single cor-

Table 7: Summary of variables correlating with
outcome variables for etanercept.

Etanercept

Inefficiency
ASDAS at 12
months

ASDAS change
at 12 months

3MNoImp —

VAS doctor 3m [1]
BASFI 6m [4]
VAS doctor 9m [3]
BASFI 9m [6]
VAS doctor 12m [4]

VAS doctor 3m [6]
BASDAI q4 6m [1]
VAS doctor 12m [6]

3MImp —

Gender [1]
VAS doctor 6m [8]
VAS patient 12m [2]
VAS doctor 12m [1]
BASDAI q3 12m [3]

CRP 0m [7]
BASDAI q3 0m [1]
VAS patient 12m [1]
BASDAI q2 12m [1]
BASDAI q4 12m [2]

3MImpDynam —

Disease duration [1]
VAS doctor 6m [8]
VAS patient 12m [2]
VAS doctor 12m [1]
BASDAI q3 12m [3]

CRP 0m [7]
BASDAI q3 0m [1]
VAS patient 12m [1]
BASDAI q2 12m [1]
BASDAI q4 12m [2]

6MNoImp —

BASFI 6m [4]
VAS patient 12m [1]
VAS doctor 12m [9]
BASFI 12m [2]

CRP 0m [5]
BASDAI q4 6m [5]
VAS patient 12m [2]

6MImp —

VAS patient 12m [1]
VAS doctor 12m [9]
BASDAI q2 12m [2]
BASDAI q3 12m [1]
BASFI 12m [2]

CRP 0m [7]
VAS patient 12m [1]
BASDAI q1 12m [1]
BASDAI q2 12m [2]
BASDAI q3 12m [1]

6MImpDynam —

VAS patient 12m [1]
VAS doctor 12m [9]
BASDAI q2 12m [2]
BASDAI q3 12m [1]
BASFI 12m [2]

CRP 0m [7]
VAS patient 12m [1]
BASDAI q1 12m [1]
BASDAI q2 12m [2]
BASDAI q3 12m [1]

Table 8: Summary of variables correlating with
outcome variables for infliximab.

Infliximab

Inefficiency
ASDAS at 12
months

ASDAS change
at 12 months

3MNoImp —
BASDAI q5&q6 3m [3]
VAS doctor 9m [9]
VAS patient 12m [3]

VAS doctor 0m [9]
CRP 3m [1]
BASDAI q1 9m [2]
BASFI 9m [1]
VAS patient 12m [2]

3MImp BASDAI q5&q6 12m [1]
VAS doctor 12m [9]
BASDAI q2 12m [4]
BASDAI q4 12m [1]

CRP 0m [1]
BASFI 0m [1]
VAS doctor 3m [3]
VAS patient 12m [6]
BASFI 12m [1]

3MImpDynam BASDAI q5&q6 12m [1]

Education [1]
VAS doctor 12m [9]
BASDAI q2 12m [4]
BASDAI q4 12m [1]

CRP 0m [1]
BASFI 0m [1]
VAS doctor 3m [3]
VAS patient 12m [6]
BASFI 12m [1]

6MNoImp —
VAS doctor 12m [9]
BASDAI q2 12m [2]

BASDAI q1 6m [8]
BASDAI q5&q6 12m [1]

6MImp —
VAS doctor 12m [9]
BASDAI q2 12m [6]

BASDAI q5&q6 0m [1]
VAS patient 6m [1]
BASDAI q1 6m [2]
BASDAI q3 12m [3]
BASDAI q5&q6 12m [5]

6MImpDynam —

HLA-B27 [3]
BMI [2]
VAS doctor 12m [9]
BASDAI q2 12m [4]

BASDAI q5&q6 0m [1]
VAS patient 6m [1]
BASDAI q1 6m [2]
BASDAI q3 12m [3]
BASDAI q5&q6 12m [5]

relation with BASDAI questions 5 and 6 after 12
months of therapy initiation. Among associations
with inefficiency observed for adalimumab, a signif-
icant amount are with variables recorded at more
advanced time points, which is expected since the
greater the time the patient is subject to a therapy,
the more clearly its impact on the patient can be
seen. On the other hand, correlation between ineffi-
ciency and VAS doctor at 3 months was identified,
where patients with worse doctor’s evaluation af-
ter 3 months of therapy have greater probability
of therapy inefficiency, compared to patients with
lower VAS doctor at that time, leading to the con-
clusion that this variable can act as an early in-
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dicator of therapy response and if after 3 months
of treatment initiation the doctor’s evaluation on
the patient’s condition is still high, there are more
chances that the therapy will fail in the future. Fi-
nally, for VAS doctor at baseline, it seems that,
for patients with higher VAS doctor at therapy be-
ginning, there is a higher proportion of people in
which therapy is inefficient, than in patients where
VAS doctor was smaller, being hypothesized that
having higher VAS doctor at baseline can in some
situations lead to therapy inefficiency.

Regarding ASDAS at 12 months, it is possible
to note that it correlates mainly with variables
recorded 12 months after therapy initiation. In-
deed, since ASDAS is a score that measures dis-
ease activity, it is expected that other dynamic
variables reflecting the patient’s condition evalu-
ated at this time may evolve in the same direc-
tion, leading to the existence of correlation be-
tween them. Moreover, CRP and BASDAI ques-
tions 2,3 and 6 are part of the ASDAS calculation
formula, being the correlation between them ex-
pected. Concerning static variables associated with
ASDAS at 12 months, a strong correlation between
this variable and BMI was found for biologic adal-
imumab. Indeed, according to the literature, pa-
tients with greater BMI respond worse to therapy,
which was confirmed in the obtained networks by
having smaller BMI more associated with smaller
ASDAS at 12 months and greater BMI more asso-
ciated with greater ASDAS at 12 months. Never-
theless, this correlation appeared mainly in patients
being treated with adalimumab, which may indi-
cate that the BMI impact is stronger for patients
being treated with this therapy, compared to pa-
tients being treated with etanercept or infliximab.
In literature, there was no evidence about this fact,
however, when discussing this finding with medi-
cal professionals, they mentioned that although no
studies have yet been done on this field, it was some-
thing that they had already noticed. The proposed
motive for this was the fact that for both etanercept
and infliximab the amount given to the patients is
based on their body weight, which doesn’t happen
with adalimumab, where instead a fixed amount
is given. Therefore, this may lead to obese pa-
tients being treated with adalimumab not receiv-
ing enough amount of medication needed to pro-
duce good therapy response, and therefore, this may
lead to the conclusion that this therapy should be
avoided for obese patients. On the other hand, for
etanercept, two correlations with static variables
were found, being those variables gender and dis-
ease duration. Nevertheless, each correlation was
only found in a single heatmap, in a single network,
indicating that this association may not be very
strong. Finally, for infliximab, three static variables

were found to correlate with ASDAS at 12 months,
education, HLA-B27 and BMI. Regarding associa-
tion with HLA-B27, it seems that HLA-B27 positive
patients may respond better to therapy, however,
this is not clear. For associations with education
and BMI, no clear pattern was identified.

Finally, concerning ASDAS change at 12 months,
several correlations were obtained between this out-
come variable and other variables, for the differ-
ent biologics. ASDAS improvement is obtained
by subtracting the ASDAS value at 12 months to
the ASDAS value at baseline, therefore depending
on ASDAS in these two time points. When look-
ing into the identified correlations, a considerable
amount was indeed with variables at baseline and
12 months after therapy. It could be expected that
the identified correlations were with variables at
these two time points simultaneously, nevertheless
it was not always the case, since several single corre-
lations were found. Regarding variables at baseline,
some that presented a greater amount of correla-
tion were CRP, VAS patient and VAS doctor, where
a greater value of these variables was associated
with a greater improvement. These variables can
be seen as reflecting the level of disease activity of
the patient, like ASDAS does, and so these findings
should be evaluated carefully, since patients with
higher disease activity at baseline, and subsequently
a greater ASDAS, have more room for improve-
ment, i.e. for decreasing their ASDAS score. This
hypothesis gains strength when noticing that these
variables did not appear correlated with ASDAS at
12 months, possibly meaning that the association is
more with ASDAS improvement than with the dis-
ease activity level itself. The same logic can be ap-
plied for dynamic variables after 12 months of ther-
apy, where greater values of VAS doctor/ patient,
which reflect a greater disease activity, are associ-
ated with smaller improvements, as expected, since
the activity is still elevated after 12 months of ther-
apy, while smaller values have a greater probabil-
ity of being associated with greater improvements.
Regarding correlation with static variables, which
appear more interesting for the purpose of this dis-
sertation, for adalimumab, a great correlation be-
tween ASDAS change and BMI was identified, with
greater BMI being associated with a smaller AS-
DAS improvement. This way, the hypothesis that
adalimumab might not be the best therapeutic op-
tion for obese patients is strengthened. Another
correlation for adalimumab’s patients also identified
was with education, however, no defined influence
pattern was found. On the other hand, for etaner-
cept and infliximab, no correlation with static vari-
ables was found.
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4.2. Chi-square tests of independence
To verify some previously obtained associations be-
tween variables, Chi-square (χ2) tests of indepen-
dence were performed. A Chi-square test is a sta-
tistical hypothesis test performed between a pair of
categorical variables that determines whether the
two variables are independent or related, by assum-
ing that no relationship exists between the two cat-
egorical variables, i.e., that they are independent
(null hypothesis). The results from this test are
used to calculate a p-value, which allows to evaluate
how likely the observed frequencies would be if the
null hypothesis is true, by representing the prob-
ability of obtaining results ‘as extreme’ or ‘more
extreme’ than the ones obtained.

Since the main goal of this study is to help predict
therapy outcome, and the ideal is to obtain associ-
ations between outcomes and variables that can be
measured before therapy initiation, these tests were
performed only for static variables and for VAS pa-
tient, VAS doctor and CRP at baseline, which were
the dynamic variables measured at the beginning of
therapy that more commonly appeared correlated
with outcome variables in the networks, and for
which the identification of a pattern was possible.
The tests were performed for all different biologic
therapies and the obtained p-values are presented
in Tables 9, 10 and 11, for adalimumab, etanercet
and infliximab, respectively. A significance level of
α=0.05 (5%) was chosen, meaning that for p-values
smaller than this value the null hypothesis should
be rejected, i.e., the variables are not independent
of each other.

Table 9: P-values obtained from Chi-square tests
for adalimumab.

Adalimumab

Inefficiency
ASDAS at 12
months

ASDAS change
at 12 months

Gender 0.104 0.000 0.002
HLA-B27 0.112 0.399 0.442
BMI 0.922 0.004 0.008
Age at biologic onset 0.686 0.003 0.102
Disease duration 0.821 0.001 0.855
Education 0.552 0.277 0.064
VAS patient at 0M 0.064 0.090 0.000
VAS doctor at 0M 0.093 0.531 0.060
CRP at 0M 0.805 0.825 0.000

Table 10: P-values obtained from Chi-square tests
for etanercept.

Etanercept

Inefficiency
ASDAS at 12
months

ASDAS change
at 12 months

Gender 0.338 0.001 0.028
HLA-B27 0.315 0.471 0.403
BMI 0.126 0.809 0.748
Age at biologic onset 0.881 0.002 0.966
Disease duration 0.370 0.000 0.211
Education 0.661 0.180 0.085
VAS patient at 0M 0.140 0.002 0.001
VAS doctor at 0M 0.814 0.129 0.043
CRP at 0M 0.758 0.733 0.000

Table 11: P-values obtained from Chi-square tests
for infliximab.

Infliximab

Inefficiency
ASDAS at 12
months

ASDAS change
at 12 months

Gender 0.741 0.033 0.042
HLA-B27 0.014 0.038 0.068
BMI 0.904 0.131 0.105
Age at biologic onset 0.231 0.522 0.118
Disease duration 0.859 0.185 0.794
Education 0.424 0.018 0.259
VAS patient at 0M 0.351 0.130 0.707
VAS doctor at 0M 0.213 0.570 0.601
CRP at 0M 0.860 0.769 0.002

Starting with inefficiency, looking into the ob-
tained p-values, the null hypothesis can only be re-
jected for the pair inefficiency & HLA-B27, for in-
fliximab’s patients. For HLA-B27 negative patients,
the number of patients that experienced therapy
inefficiency was higher than expected if variables
were independent, while the number of patients that
didn’t experience therapy inefficiency was smaller.
On the other hand, for HLA-B27 positive patients,
the contrary was identified, which seems to indicate
that infliximab might not be the best therapeutic
option for HLA-B27 negative patients.

On the other hand, for ASDAS and ASDAS
change at 12 months, several associations with other
variables were found to be statistically significant.
Proceeding with HLA-B27, this variable also ap-
pears to be correlated with ASDAS at 12 months
for patients taking infliximab, in line with an as-
sociation previously found in the networks. Again,
it seems that HLA-B27 positive patients respond
better to infliximab’s therapy than HLA-B27 neg-
ative patients. Moving into gender, it is possible
reject the null hypothesis for gender and both AS-
DAS and ASDAS improvement at 12 months for
all three biologics studied. It was noted that the
number of male patients with smaller ASDAS is
greater than expected, while with greater ASDAS
is smaller than expected. On the other hand, for
female patients, the opposite was noticed. In turn,
for ASDAS change, male patients also seem to ex-
perience better improvements, which is in line with
the literature, where male patients are reported to
respond better to anti-TNF therapies. Next, re-
garding BMI, correlation between this variable and
ASDAS/ASDAS improvement in patients treated
with adalimumab was one of the strongest found
in the networks. Indeed, looking into the p-values
obtained, only for adalimumab’s patients it’s possi-
ble to conclude that the pairs BMI & ASDAS at 12
months and BMI & ASDAS change at 12 months
are related. It was noted that for patients with
higher BMI, the number of patients with higher
ASDAS after 12 months is greater than expected,
as well as the number of patients that experience
smaller improvements, confirming the results previ-
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ously found. On the other hand, concerning age at
biologic onset/ disease duration, these variables did
not present any clear association with any outcome
in the networks, nevertheless, according to the lit-
erature, younger age and smaller disease duration
are predictors of good clinical response to anti-TNF
therapy. Through the Chi-square tests, these vari-
ables appeared related with ASDAS at 12 months
for adalimumab and etanercept, being noticed that
the number of younger patients/ with smaller dis-
ease duration presenting smaller ASDAS after 12
months was higher than expected and presenting
higher ASDAS at 12 months was smaller than ex-
pected, which seems to be in line with the litera-
ture. The fact that this association was not iden-
tified for infliximab’s patients might indicate that
infliximab is a good therapeutic option for older pa-
tients/ patients with higher disease duration, since
these patients don’t seem to respond worse with
age. Finally, regarding education, ASDAS at 12
months and education were found to be related for
infliximab’s data, nevertheless, it was not possible
to identify any pattern in the data. Regarding VAS
patient at baseline, the results from the Chi-square
tests presented a statistically significant relation-
ship with ASDAS improvement for patients being
treated with adalimumab and etanercept, where pa-
tients with higher VAS patient were associated with
higher improvements and patients with smaller VAS
patient with smaller improvements, For etanercept,
VAS patient at baseline also appeared related with
ASDAS at 12 months, where a smaller VAS patient
at baseline is more associated with smaller ASDAS
after 12 months, while greater VAS patient at base-
line seems to be more associated with higher AS-
DAS values. Finally, for infliximab, the Chi-square
tests did not reveal any statistically significant as-
sociation between VAS patient at baseline and any
other variable. These findings seem to indicate that
a higher VAS patient at baseline can be translate
into a greater room for improvement, but not as a
predictor of smaller disease activity after 12 months
of therapy. Concerning VAS doctor, the results
from the Chi-square tests only found a statistically
significant relationship between this variable and
ASDAS improvement 12 months after therapy ini-
tiation for patients being treated with etanercept,
where the number of patients with a smaller VAS
doctor at baseline that experience smaller improve-
ments is greater than expected and the number of
patients with a greater VAS doctor at baseline that
experience greater improvements is greater than ex-
pected. Finally, regarding CRP at baseline, a sta-
tistically significant relationship was identified for
all three biologics with ASDAS improvement , but
not with ASDAS: for smaller levels of CRP at base-
line, the number of patients experiencing smaller

improvements is higher than expected and the num-
ber of patients experiencing higher improvements is
smaller than expected. For higher levels of CRP at
baseline, the opposite was identified. Nevertheless,
as mentioned, these findings should be evaluated
carefully, since patients with higher disease activ-
ity at baseline, and subsequently a greater ASDAS,
have more room for improvement.

5. Conclusions

Due to the need of improving decision-making in
ankylosing spondylitis, it is essential to improve
the prognosis process, by being able to predict the
most adequate treatment option according to the
patient’s characteristics. In this work, the approach
used allowed to identify potential risk factors asso-
ciated with the different AS therapies, working as a
preliminary study in trying to distinguish between
different anti-TNF agents.

DBNs are graphical representations of probabilis-
tic dependencies among random variables over time,
being a major strength of this approach the ex-
plicit representation of the relations between the
variables. Additionally, the R package chosen to
build the DBNs allows the presence of missing
data, which was also a great advantage due to the
considerable amount of unobserved values in the
dataset. Still, several processes were conducted in
order to try to reduce them, as removal of patients
with a great amount of missing values and imputa-
tion, since drawing conclusions from datasets with a
great amount of missing values might not lead to the
best conclusions. However, both these methods can
also significantly impact the conclusions drawn from
data. On the other hand, to build the DBN mod-
els, the variables were required to be discretized,
which also impacts the obtained results. Finally, to
achieve more reliable conclusions, Chi-square tests
were performed as a complement of BNs.

Next, it is noteworthy the different results ob-
tained for each therapy studied. Greater BMI was
found to be a predictor of worse response for adal-
imumab’s patients, with greater BMI values being
associated with a poorer response to therapy and
smaller values associated with a better response.
Higher age at therapy onset/ disease duration were
also identified as predictors of worse response for
adalimumab’s and etarnecept’s patients. Finally,
being HLA-B27 positive appeared as a good pre-
dictor of response for infliximab’s patients. More-
over, literature findings were also corroborated with
this study, as it was the case of gender, where male
patients were found to respond better to all three
therapies. Additionally, it was also noticed that the
therapy’s effect is already visible after 3 months, be-
ing hypothesized that an absence of response, or a
smaller response after this period might be an indi-
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cator of therapy inefficiency.
Regarding suggestions for future work, first, it

could be interesting to study not only the first ther-
apy received by patients, but also the subsequent
ones, since patients respond differently depending
on whether they received previously another bio-
logical therapy or not. Second, concerning the out-
comes studied, the occurrence of adverse events is
also one of the greatest reasons for withdrawing
therapy, and could also be studied and evaluated.
Furthermore, the drug survival time can also be
taken into account in future studies. On the other
hand, to learn the networks, different algorithms
besides bnstruct R package can be used and com-
pared. Additionally, DBNs can be used to predict
the patient’s temporal evolution, by predicting how
the dynamic variables evolve over time, and thus
perform simulation analyses about the potential ef-
fectiveness of different therapies.
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