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Resumo

O processo de revestimento de chapas tem um papel importante na indústria. A evaporação do solvente

ocorre convecionalmente em fornos por convecção. Neste trabalho, a energia radiativa é usada para

aumento da eficiência e para redução da pegada de carbono. O calor radiativo é providenciado por

câmaras de combustão e a configuração do sistema considera um vidro dentro do forno para evitar a

ignição do solvente. O trabalho é baseado no controlo térmico do vidro para garantir a segurança da

operação.

O arrefecimento do vidro por meio de jatos planos de parede permite remover calor a esse meio.

Diferentes modelos de turbulência são estudados numericamente em jatos de parede e comparados

com correlações disponı́veis de transferência de calor para selecção dos mais adequados. Correlações

de transferência de calor dos jactos frios são obtidas numericamente para diferentes estratégias de

arrefecimento.

O modelo unidimensional (1D) de condução-radiação do vidro é desenvolvido com o método das

ordenadas discretas para previsão térmica do meio. O modelo 1D tem em conta correlações obtidas

e permite uma análise a diferentes condições de arrefecimento (temperatura, velocidade, ângulo, es-

quema e outros).

Uma optimização energética baseada num método determinı́stico oferece as condições ótimas de

arrefecimento ao utilizador, respeitando os requerimentos de segurança (máxima temperatura do vidro e

gradiente térmico). Por fim, simulações numéricas tridimensionais do forno inteiro são efectuadas para

incluir os efeitos que não são considerados no modelo unidimensional e assim providenciar também

uma verificação do modelo desenvolvido.

Palavras-chave: arrefecimento de vidros, jactos de parede, radiação-condução, simulações

numéricas, optimização energética
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Abstract

The coil coating process plays a very relevant role in industry. The conventional process uses convective

heat to evaporate the solvent. Instead, in this work radiative heat transfer is used to increase the process

efficiency and reduce the carbon footprint. However, the radiative heat was provided by radiative burners

and the configuration of the system considered uses a glass plate to avoid ignition of the solvent in the

oven. This work is based on the thermal control of the window glass, which aims to guarantee the safety

of the operation.

Window cooling by cold wall jets allows to remove heat from the medium. Different turbulence models

are used in the numerical calculation of wall jets and are compared against available heat transfer cor-

relations to select the most accurate one. Heat transfer correlations for the cold wall jets are numerically

obtained for different cooling schemes.

The one-dimensional (1D) conduction-radiation model with discrete ordinates method is developed

to predict the thermal behaviour of the window. The 1D model was developed for fast process char-

acterization, accounts with the heat transfer correlations and provides an analysis of different cooling

parameters (temperature, velocity, angle, scheme and others).

An optimization method provides the optimal cooling conditions to respect the safety requirements

(maximum window temperature and thermal gradient). Finally, the 3D numerical simulations of the full

curing furnace are performed including detailed effects which were not considered on the development

of the 1D model.

Keywords: glass plate cooling, wall jets, radiation-conduction, numerical simulation, energy

optimization
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Chapter 1

Introduction

This chapter provides an overview of the study by presenting initially the motivation and context of the

work (Section 1.1) together with a short overview to describe the focus of the work and the conditions

of the case studied (Section 1.2). A bibliographic review on relevant topics is presented (Section 1.3).

To conclude the chapter, the main objectives of the work are synthesized (Section 1.4) accompanied by

the document organization (Section 1.5).

1.1 Motivation and context

The drying/curing process of a metal strip is a relevant process in the industry. This industrial process

emerged on 1930’s but had its high increase during the 90s [1]. Coating can have different purposes

such as functional or even decorative purposes. The process is based on the application of a pre-

painted coating, that enters the oven and the energy is provided to drive the thermochemical process

on the metal strip. The energy demand for the drying process is high. The process evolved and nowa-

days techniques are now focused on the search of new efficient techniques. Recent studies are now

focused on a change from a convective convectional oven process to a radiative exchange from infrared

(IR) burners [2, 3]. The change allows a higher efficiency of the coating process due to less energy

demand because the evaporated solvent is used as fuel for the radiant burners [4]. The current work is

devoted to an analysis of a radiative curing oven, in more specific, a glass partition inside the oven. The

thermal control and analysis of the radiative participating medium is important to assure that the safety

requirements are met.

1.2 Overview and description

The curing furnace for this process is composed by two coupled modules (sections). One section is

dedicated to the generation of radiant heating (energy source for coating processing) – radiant burner

section (RBS) – and the other section is devoted to the coating drying and curing processes – curing

oven section (COS), both identified by the red and blue region in Figure 1.1, respectively.

1



The RBS is the upper section where the burners are placed on ceiling and provide the necessary

radiative energy (red arrows in Figure 1.1) to coil coating on the lower section, where a metal strip is

continuously fed.

The two domains are separated by a transparent glass (see purple region in Figure 1.1). The glass

window is the medium that makes the separation of the two environments, a crucial element for a proper

operation. The window composed by an IR-transmissive material prevents the thermal decomposition

of the solvent loaded atmosphere (COS) at high temperatures.

Figure 1.1: 3D model of a radiative curing furnace.

The radiant burners inside RBS are at a very high temperature to provide the necessary radiative

energy to evaporate the solvent on the coil. The window is a semi-participating medium to radiation and

therefore absorbs part of that radiative energy. The absorption of energy is prejudicial since removes

radiative energy for the curing process and also leads to high temperatures inside this medium. The

magnitude of the temperature inside the window must be below the critical values of the material to

avoid the development of thermally inducted mechanical stresses leading to the window structure fatal

failure. The current work is focused on the modeling, simulation, analysis, and optimization of the glass

oven partition.

A cooling system is a very important strategy used to remove heat from the window and therefore re-

duce its temperature. The cooling jet is injected parallel to the window by a cooling slot, in a transversely

direction to the movement of the coil (see yellow curve in Figure 1.1). The wall jet faces a backward step

at the injection and the flow develops until achieves the perpendicular wall at the end of the window.

There are different cooling schemes which are possible to install, and are schematically represented in

Figure 1.2. The red arrows represent the direction of the cooling injection from above the window (RBS)

and the black arrows from underneath the window (COS).

• A - One-sided cooling

The cooling jet is injected from one side on the upper part of the window (RBS) as the red arrows

indicate in Figure 1.2. The strategy is coupled with cooling injection on the opposite side on the

lower part (COS).

• B - Two-sided cooling

This strategy is based on the injection from both sides, both on upper and lower region of the

window. The velocities here are reduced to half to respect the mass flow rate of cooling inserted

2



Figure 1.2: Representation of different cooling schemes in a top view: (a) Scheme A; (b) Scheme B;
and (c) Scheme C. Red/black arrows indicate cooling direction from above/below the window.

to the system. The arrows are not overlapped just for a observation point of view but the cooling

from above and underneath the window are completely aligned.

• C - Alternated cooling

The mechanism is similar to cooling scheme A but the difference is that the side of injection is

variable with the window length. The variation happens also inside COS to an alignment as the

arrows indicate.

The cooling system is enabled on both sections (RBS and COS) due to recirculation systems. An

extraction port removes the flow from the environments, passes the fluid through an outside heat ex-

changer (HX) and then the cold flow is inserted again into the system from above and underneath the

window. There are two different HX due to the different environments (RBS and COS). The energetic

optimization of this work provides the optimal operating condition (reduced energy cost of the HX) by

manipulating the cooling gas velocity and temperature, respecting the safety requirements of the glass

partition (maximum temperature and gradient inside the window). The optimization also dictates which

is the most suitable cooling scheme.

1.3 Bibliographic review

The following bibliographic review highlights the main topics of the study but more theoretical content is

introduced along the work.

One of the topics of this study is the radiation heat transfer in participating media. Viskanta and Grosh

[5] obtained a solution for the one-dimensional study using a transformation of the integro-differential

equation into a non-linear integral equation solved iteratively. The studies on this topic emerged, spe-

cially in terms of processing time and convergence. Those recent models have an agreement with the

initial studies in terms of accuracy but offer better solutions in terms of computational efficiency [6, 7].

The window model is developed according with an iterative process between energy and radiative trans-

fer equation and the solution method to angular discretisation of the radiation intensity used in this work
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is the discrete ordinates method (DOM). The first DOM was proposed by Chandrasekhar [8] and the

method had other objectives. The method was adapted by Thynell [9] and the study is now generally

used in heat transfer problems. The DOM is very adequate since considers the absorption of radiation

inside a medium, in opposite to other radiation models which are only focused on the radiative exchange

between surfaces. The DOM is suitable for similar cases with high temperatures as benchmarks demon-

strate [10].

The participating medium (window) is affected not just by the conduction and radiation, but also by

convection on the boundaries. The heat transfer implied by the wall cold jet above and underneath the

window is one of the topics highlighted during the work. A wall jet is defined as an injection of high-

momentum fluid into a thin layer along a wall (see Figure 1.3). This type of cooling is very efficient and

suitable to the current industrial process. The wall jet cooling has other industrial applications such as

flaps of an airfoil [11], gas turbine blades and combustion chamber walls exposed to gases. The wall jet

cooling can act as ”curtain” to the window and remove heat from the surface.

Wall jets started to be studied by Glauert [12], in mid 1950s, by deriving an analytical solution for

laminar and turbulent jets. A self-similar solution was found for laminar wall jet and the study provided a

good basis for the following theoretical, experimental and numerical studies on the physics of wall jets.

Launder and Rodi [13] made a review of those studies up to 1983, not only summarizing but including

the Reynolds average turbulence modeling required, where wall jets are treated as two different layers,

inner and outer layer.

The inner wall resembles a boundary layer from the wall to ym, which Um is the velocity at the outer

edge and ym, the boundary layer thickness. The outer layer, from ym to the outer edge of the flow,

represents half of a free jet. The several experimental studies showed that Um and y1/2 can be used to

collapse the velocity profile in the outer layer, as is the case for free jets [14, 15]. In the inner layer of the

wall jet, the one seventh power law was initially used to describe the turbulent boundary layer.

The studies demonstrated that there are differences between inner and outer layer, and the boundary

layer and free shear flow studies, respectively. Those differences are due to the interaction between

those two layers, which creates modifications on both. George [16] developed a theoretical study where

demonstrates that the profiles have a self-similar solution by an adequate inner and outer scaling. The

friction velocity, uτ , and the length scale, ν
uτ

, are the proper velocity and length scale, respectively, for

the inner layer. Um and y1/2 are the velocity and length scales used for outer layer. The theoretical study

was corroborated and validated with other experimental studies [17–19].

Figure 1.3: Wall jet nomenclature and representation, extracted from Reference [20].
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The heat transfer studies on this topic have received much lower attention than the isothermal case.

Dacos [21] measured experimentally, temperature and heat fluxes for plane and curved wall jets with

isothermal conditions and AbdulNour et al. [22] with an experimental study, measured the convective

heat transfer coefficients up to x/b = 20. Naqavi [23] completed a recent direct numerical simulation

(DNS) study focused on the heat transfer of a wall jet up to x/b = 40. Other initial experimental studies

show that at fully developed downstream locations, a correlation can be applied:

Nu = C ×Re0.8 ×
(x
b

)−0.6
(1.1)

where C is a empirical coefficient varying from 0.071 [24] to 0.115 [25].

Optimization techniques were developed to improve typical trial and error techniques. They are

based as well in iterative processes but differ since optimization has a systematic adjustment on each

iteration based on evaluation of certain parameters. The trial-and-error strategy is based only in de-

signer’s intuition and experience to improve the process, while optimization changes the search based

on sensitivity information and numerical algorithms which aim to maximize the improvement between

successive iterations. In consequence, trial and error strategies usually have a higher computation ef-

fort and can result in results not as exact as from optimization. The objective of the problem could be

obtained in a trial and error strategy by constant evaluation of the objective function for different cooling

conditions to find the minimum. This trial and error strategy can be misleading in some cases due to

discretisation and could be quite time consuming.

Optimization methods differ in how the objective function is minimized, and they can be classified

as deterministic or meta-heuristic [26]. Deterministic methods focus the search and the algorithm by

changing the domain at each step based on the local topography of objective function. In meta-heuristic

algorithms, the domain is selected from a large set of candidate solutions generated by a random pro-

cess. Meta-heuristic approaches include simulated annealing, genetic algorithms, neural networks and

tabu search.

Two different solver methods were explored: interior-point and genetic algorithm. The interior-point

method also referred to as barrier methods are a certain class of algorithms that solve linear and non-

linear convex optimization problems. The interior-point method is part of deterministic optimisation tech-

nique. This method was initially developed by Narendra Karmarkar in 1984 [27], when a fast polynomial-

time method was announced for linear programming. Afterwards, connections were established between

his method and classical methods, and the exploitation on interior methods suffered a huge expansion

with more than 2000 papers and reports published during the 90’s, where the researchers focused on

the improvement of both theory and practice of constrained problem [28–30]. The deterministic methods

suffers from disadvantages such as the detection of infesiability. Fortunately, new models were devel-

oped with quite similar computational effort [31]. The other disadvantage is that the optimization can

suffer from a lack of accuracy by finding local minimums. In such cases, the minimum obtained could be

deceitful since is based on an initial point and the minimum can offer a local solution instead of a global.

The situation can be overpassed by the coupling with other algorithms such as multi-start and global
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search. The first algorithm starts with different initial points to guarantee more reliability and the second

is based on the same idea but uses scatter-search mechanism to generate the starting points [32, 33].

Genetic algorithms (GA) is another algorithm which is explored. The algorithm is based on the

principle of biological evolution, inspired by Darwin’s theory about the survival of the most adequate

member. The idea was developed and introduced by John Holland and his collaborators in the 1960s

and 1970s [34], where the result of their work was the basis of a new area of interest and research with

applications that go much wider than the original GA. The population (initial random points) is generated

and according with the fitness of the individuals and the constraints, the next generations evolve to bring

the optimal solution of the problem. The generation, crossover and mutation rules are applied to the

search of the most adequate member. The GA considers the entire region of interest but suffers from

disadvantages when the population is non-linearly constrained. The most common technique is apply a

penalty function [35, 36].

1.4 Main objectives

The work is focused on the analysis of a radiative curing furnace, and in specific, the modeling, simula-

tion, analysis, and optimization of the glass window thermal performance between RBS and COS.

The first objective of the work is the selection of adequate turbulence models for simulation of turbu-

lent wall jets. This analysis is of extreme importance to understand the reliability of the models used on

the numerical simulations of cold wall jets. A one-dimensional window model is developed and simulated

to offer prediction of the thermal behaviour under certain operating conditions. The accomplishment of

this objective is important to answer questions such as the proper functioning of the system and under-

stand the influence of certain design and operating parameters. In addition, the current work develops

an optimization procedure to provide the optimal conditions. The other main objective of the present

study is then, optimise the layout and operating cooling conditions to achieve a stable and safe opera-

tion of the window. The final objective is achieved with numerical simulations of the full radiative curing

furnace which verify the work performed.

1.5 Thesis outline

The work is divided in 5 chapters. The initial chapter is introductory to the subject and work performed.

The overall modeling employed is presented together with the turbulence model performance for wall

jet cooling in Chapter 2. The optimisation technique and the 1D model of the window developed are

described in Chapter 3. The complete 3D numerical simulations of the full radiative furnace are analysed

in Chapter 4 and the final conclusions of the work are listed in Chapter 5.
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Chapter 2

Non-isothermal wall jet

This section intends to perform a validation study of the numerical error associated to simulation of

wall jets. An initial bibliographic review regarding wall jets is already presented on the previous chapter

(Section 1.3) and this chapter intends to present the physical and mathematical models, the turbulence

models which will be analyzed and the near wall treatment necessary (Section 2.1, 2.2, and 2.3). The

geometry, mesh and simulation details are presented for the case of the turbulent wall jet. The results

are discussed considering two different approaches (Section 2.4). The situation with the wall jet facing a

backward step at the entrance is also herein analyzed (Section 2.5) and consequently the conclusions

drawn (Section 2.6).

2.1 Physical and mathematical models

A flow field is characterized by mass, momentum, and total energy balances described by the continuity

equation, the Navier-Stokes equations, and the total energy equation, respectively. The solution to the

mathematical model equations provides the velocity field (v), pressure (p), and temperature (T ) of the

fluid in the modeled domain.

For newtonian fluids, the viscous stress is proportional to the deviatoric stress tensor:

τ = µ(5v +5vT )− 2

3
µI(5 · v) (2.1)

The flow can be classified as incompressible if the density variations are very small, if ∆ρ/ρ << 1.

This is true for liquids (unless there are significant temperature variations) and gases under moderate

pressure and temperature variations. If we can neglect the heating due to viscous dissipation (so called

viscous heating) and assume that the fluid is newtonian, the continuity, Navier-Stokes, and total energy

equations can be simplified to:
∂ρ

∂t
+5 · (ρv) = 0 (2.2)

∂(ρv)

∂t
+ ρv · 5(v) = −5 p+5 · τ + F (2.3)
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ρCp
∂T

∂t
+ ρCpv · 5T = 5 · (kt 5 T ) + Se (2.4)

As it can be seen, the energy equation has been rewritten as a temperature equation, which is much

more convenient to work with. The temperature equation is for incompressible flows completely decou-

pled from the Navier-Stokes equations, unless the viscosity depends on the temperature which is the

case.

The numerical simulations were performed in a commercial software (ANSYS Fluent) with mass,

momentum and energy equations for steady flow in a time average formulation (RANS):

∂(ρvi)

∂xi
= 0 (2.5)

∂(ρvivj)

∂xj
=

∂p

∂xi
+

∂

∂xj

[
µ

(
∂vi
∂xj

+
∂vj
∂xi
− 2

3
δij

∂vi
∂xj

)]
+

∂

∂xj

(
−ρvi′vj ′

)
(2.6)

∂(ρCpviT )

∂xi
= − ∂

∂xi
(kt

∂T

∂xi
) + Se (2.7)

The Reynolds stresses (−ρu′iu′j) must be modeled according with the turbulence model. The trans-

port equation for a scalar variable:

ρuj
∂φ

∂xj
− ∂

∂xj

[
Γφ,eff

∂φ

∂xj

]
= Sφ (2.8)

where φ represents the species mass fractions as well the variables of turbulence models, Γφ,eff the

effective diffusion coefficient, and S the source term of the equation.

2.2 k − ε turbulence models

The following turbulence models within Fluent were considered for comparison and analysis:

• Standard k − ε model with standard wall function (WF) [37];

• Standard k − ε model with scalable WF [38];

• Realizable k − ε model with standard WF [39]; and

• Standard k − ε model with non-equilibrium WF [40].

and the low-Reynolds models:

• k − ε low Reynolds Yang Shih [41];

• k − ε low Reynolds AKN [42];

• k − ω SST (Menter) [43]; and

• Spalart-Allmaras (SA) [44].
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2.3 Near wall treatment

The no-slip boundary condition of the bottom wall influences the development of the turbulent boundary

layer and provides steeper gradients of velocity near the wall. The modeling is influenced by its growth.

The boundary layer region has been studied and subdivided into three different regions: the laminar

sublayer (y+ < 5), buffer region (5 < y+ < 20), and the log-law region (20 < y+ < 0.1δ) which typically a

few percent of the boundary layer thickness but it depends of the pressure gradient.

A mesh with the first cells placed inside the laminar sublayer is referred as low-Re modeling and the

mesh should be refined enough as the first cell be at y+ < 1. Modeling a mesh with the first cell in the

buffer region is not advisable since the behaviour is not defined as the viscous sublayer (u+ = y+) and

as the log-law region (u+ = 1/k × ln(y+) + C+). For meshes with the first cell at y+ > 20, wall function

theory can be applied. The wall function offers a good prediction inside the boundary layer without the

need of a fine mesh at the surface of the wall, reducing the computational effort of a simulation.

2.4 Turbulent wall jet

The wall jet enters the domain with a certain velocity and develops along x, see Figure 1.3.

Reynolds number (ratio of inertial forces to viscous forces) is defined, specifically for wall jet, as:

Rej =
Uj × b
ν

(2.9)

where b (jet height) is defined as the characteristic length.

The transition between different states of flow is not directly defined by Reynolds number since its

characteristic length(jet height) and velocity (inlet velocity) are fixed. This means, a flow can be at

laminar state with a Reynolds number equal to 4000 while other jet with Reynolds number equal to

2000 is at turbulent, fully developed state. The region analysed also dictates the state. The flow with

Reynolds number equal to 4000 is analyzed almost at the inlet while the other one is analyzed after

the development. Nevertheless, the Reynolds number has an high impact on the transition process.

An experimental study [45] demonstrated when the Reynolds number is higher than 2000, the wall

jet velocity profile changes almost directly from a uniform velocity distribution to a turbulent wall jet

distribution in the developed region. Experimental values [22] for the case studied (Rej = 7500) also

show that this region of development is very reduced (up to x/b = 7).

2.4.1 Geometry and mesh

The DNS study [23] was used to validate the models considered and simulate wall jets. The jet enters the

domain at Rej = 7500 from an inlet with height equal to 20 mm. The jet inlet temperature is constant and

equal to 22oC. The jet develops streamwise along a no-slip isothermal wall at 44oC. The computational

domain has the dimensions of 50b and 40b in x and y directions, respectively. The remain normal wall

(x = 0) at the injection provides the jet entrainment with a uniform flow at 0.06 Uj . The upper boundary
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(y = 40b) has a free slip boundary condition.

The mesh varies in x and y direction with a ratio since the refinement near the injection and near the

bottom surface is more relevant to simulate the behaviour of the jet (see Figure 2.1(a)). The injection of

the wall jet is identified by the black circle at left bottom of the domain.

Low-Re modeling strategy is based on the modeling of the low Reynolds turbulent region from the

viscous sublayer to the log-law. Consequently, the reduction of the mesh size near the wall is mandatory.

For current simulations, the first cell stays inside y+ < 1 and a considerable number of cells inside the

viscous sub-layer (see Figure 2.1(b)). For k− ε models with wall functions, a common mesh comprising

50x55 points was considered. The mesh does not have a refinement near the wall, only with enough

mesh resolution inside the jet height (10 divisions). The difference is evident by comparison of Figures

2.1(b) and (c).

The simulations were iterated until the scaled residuals were below 10−6.

Figure 2.1: Mesh geometric features: (a) low-Re mesh; (b) Detailed view under wall jet inlet for low-Re
mesh; and (c) Detailed view under wall jet inlet without refinement.

2.4.2 Validation of turbulence models

The first results are presented by considering the turbulence models with wall functions. Figure 2.2 rep-

resents the skin friction coefficient along x for the numerical and DNS simulations [23]. Large differences

on the initial region are expected due to the laminar and transitional state of the flow (peak at x/b ≈ 15).

The transitional boundary layer flow developed by the wall jet can be well predicted leaving the present

wall functions and high turbulent Reynolds number models. Consequently, the transitional region - de-

noted by the peak in skin friction coefficient is at different locations. However, the simulations with the

different turbulence models present similar results to DNS in the fully turbulent region, after x/b > 20.

Figure 2.3 shows the growth rate of the flow along x, represented by the streamwise jet half width
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Figure 2.2: Skin friction coefficient along x for different k − ε turbulence models with wall functions.

(y1/2). Figure 2.3 demonstrates that the results obtained with numerical simulations have an error when

compared with DNS simulation and with the linear relationship proposed by Abrahamsson et al. [18]:

0.0732x/b + 0.332. The derivative of growth rate (slope in Figure 2.3) was evaluated and the error

associated to numerical simulations varies from 17.7% to 24.7% according with different models.

Figure 2.3: Boundary layer growth along x for different k − ε turbulence models with wall functions.

George [16] demonstrated that the linear relationship is not a complete correct relationship since has

a slight dependence on the derivative. For the specific conditions of the problem studied (Reynolds and

region considered) that dependence is not observed in Figure 2.3. Figure 2.3 shows that realizable k− ε

model (pink dashed line) registers values closer to DNS results. However, the line is almost parallel to

the ones registered with the other models (same slope) which does not prove more accuracy. The model

is predicting the same growth rate after the transitional region.

The Nusselt number is a dimensionless parameter commonly used in convection heat transfer stud-

ies. The graph of Figure 2.4 is in logarithmic scale and presents NuRe−0.8 in the y scale. The scale

allows a better visualization of results by comparison of the empirical coefficient C (Equation (1.1)). The

values obtained with the turbulence models slight overpredict the heat transfer on the turbulent region

(x/b > 20) but are closer to experimental values measured.
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The accuracy of the turbulence models depends on the capability to predict the behaviour near the

wall, inside the boundary layer. Wall functions on turbulence models are valid where y+ > 20. The

dimensionless parameter was evaluated in the simulations and the values are not within the range of

validation, becoming lower than 20 at middle of the domain and equal to 15 at the end of the domain.

Simulations were performed by increasing the first cell size but that originated too low resolution inside

the remain jet structure.

Figure 2.4: Nusselt number along x for different k − ε turbulence models.

The low-Re modeling with the adequate turbulence models was then analysed. Figure 2.5 compare

the results obtained with the different low-Re turbulence models with DNS [23], by representing: the

skin friction coefficient (Figure 2.5(a)) associated to shear stresses and friction velocity (uτ ) along x;

the growth rate of boundary layer (y1/2) and the velocity decay (Um) along x in Figures 2.5(b) and (c),

respectively; and the Nusselt number representing the heat transfer along the wall in Figure 2.5(d).

Both low-Re k − ε models provide similar predictions. The models predict the transitional behaviour

as can be observed by the peak at x/b ≈ 16 in Figure 2.5(a). Despite the consistent response to

this behaviour, the model shows lack of accuracy on the prediction of flow behaviour. This lack of

accuracy can be observed by the boundary layer growth rate with an error of around 28% in Figure

2.5(b), predicting an higher velocity decay. Both models also over predict Nusselt number as can be

observed in Figure 2.5(d). The results obtained with k − ω SST model do not simulate the transitional

region but assume fully turbulent from the beginning. Despite the lack of accuracy on the initial region,

the results show consistent values in comparison with the studies already performed. The agreement

is specifically evident in Figure 2.5(b) - marked blue line - with an error associated of 6.8%. The results

obtained with SA model demonstrate that the model is adequate for low-Re wall jet modeling (orange

line) as already demonstrated in a similar study [46]. This one equation model was especially developed

for aeronautics and wall-bounded flows and provides high accuracy as can be observed by the graphs.

This accuracy is evident on the evaluation of the growth rate of boundary layer, where the slope shows

an error of only 1%. The low-Re modeling with adequate turbulence models provides more accurate
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Figure 2.5: Results for Low-Re modeling simulations along x: (a) skin friction coefficient; (b) growth rate;
(c) velocity decay; and (d) Nusselt number.

results for the case studied. A similar recent study with flow over a smooth flat plate demonstrated also

that difference by low-Re modeling [47].

Previous numerical simulations showed that the model k − ω SST provided consistent results on

the study of wall jets as other studies already compared in impingement jets [48]. Numerical errors are

associated to numerical simulations and to dissipate and investigate this aspect, different meshes were

considered and inspected.

The mesh considered on the previous section (Figure 2.1(a)) was double refined in both directions

and almost no differences are observed in terms of skin friction coefficient and velocity decay (Mesh 4

and 5 in Figure 2.6(a) and (b)). Consequently for this boundary layer, the numerical error is not the main

issue but modeling.

Increasing the mesh base size near the wall and considering less points inside the viscous layer

results in a different prediction (Mesh 3). The differences are only verified in the transitional region,

where coarser meshes without refinement near the wall show large differences. The velocity decay of a

fined mesh (brown line in Figure 2.6(b)) is closer to a DNS simulation than the coarser (blue line).
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Figure 2.6: Results for simulations considering k − ω SST turbulence model with different meshes: (a)
skin friction coefficient profile along x; and (b) velocity decay along x.

The average Nusselt number (considering 10 < x/b < 40) was evaluated and the absolute error for

the different meshes is plotted in Figure 2.7. The numerical error for the coarser mesh is 11.3% (left side)

while the refined mesh (right side) presents a lower error of 4%. Despite the differences and the highest

numerical error inside the initial region, a coarser mesh presents similar results to a refined mesh at a

fully turbulent region.

Figure 2.7: Numerical error for different meshes associated to average Nusselt number.

2.5 Comparison of the redeveloping region of a backward-facing

step and a wall jet

The case of the jet being injected perfectly aligned with the wall is not applicable for the industrial process

analysed in this thesis due to construction constraints. Therefore the jet faces a backward step at the

injection. Question arise in what is the influence of the recirculation region of the backward facing step

on the flow development, and their comparison with a wall jet flow.

A numerical simulation similar to previous simulations using k − ω SST and SA turbulence model

was performed with a step equal to 3 times the jet height. Figure 2.8 shows velocity contours where the

effects previously described such as separation region and attachment can be observed. The location

of flow attachment depends on several conditions such as the Reynolds number, aspect ratio between

14



depth of flow and height of the step, situation of confined or non-confined channel and others. However

as other studies demonstrate [49, 50], the wall jet remains with the same behaviour after the attachment.

Figure 2.8: 2D velocity contour for numerical simulation with backward-facing step.

The wall jet behaviour is proved by the results observed in Figures 2.9(a) and (b). Figure 2.9 displays

the dimensionless velocity profile at two different regions, x/b = 30 and x/b = 45, for simulations with

and without backward-facing step. Figures 2.9(a) and (b) represent numerical simulations with SA model

and with k−ω SST turbulence model, respectively. The graphs show that the velocity profiles are aligned

between the two different situations (with or without step) and are very similar to the self-similar situation

for fully turbulent region. There are slight differences between the turbulence models as expected since

the SA model is based in only one turbulence equation.

(a) (b)

Figure 2.9: Dimensionless velocity profile in y for different turbulence models: (a) SA ; and (b) k − ω
SST.

The results inside the recirculating region and attachment are not focus of interest since the attach-

ment is registered approximately at x/b = 7, which represents a small fraction when compared with the

region that is going to be future focus of the study, x/b = 120 (around 5%).
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2.6 Chapter conclusions

Turbulence models for the wall jet case studied show lack of accuracy in transitional regions since these

models assume turbulent flow regime almost from the beginning. The lack of accuracy on this region

does not become problematic since the region of interest in this thesis is up to x/b = 120 and the wall jet

faces a backward-facing step at the inlet, that triggers the boundary layer to become turbulent. Different

turbulent models with different modeling were investigated, where k − ω SST and SA models with low-

Re modeling proved to have higher accuracy. The grid size demonstrated differences on the transitional

region but a coarser mesh proved to have similar results as a refined mesh on the fully turbulent region.

The study of a wall jet with a backward-facing step equal to 3 times the jet height demonstrated that after

the attachment, the flow behaves as a typical wall jet.
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Chapter 3

Modeling, simulation, and

optimization of glass window

This chapter intends to demonstrate the methodology used on the optimization procedure of the cooling.

The high computational effort of an optimization procedure resorting to 3D numerical simulations of the

entire oven is unreasonable, therefore the strategy was based on the development of a more simple

case - one-dimensional (1D) model. Numerical simulations associated to wall jets on a reduced geo-

metrical model without the window provided the necessary heat transfer correlations. This information

was integrated with the model developed and analysed. The first section covers the development of the

model (Section 3.1). The results and the influence of different parameters are further inspected (Section

3.2). The following section describes the optimized variables, the project requirements and the objective

function of the optimised technique (Section 3.3). The conclusions are listed in Section 3.4.
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3.1 1D window model

This section describes the 1D model developed to predict the thermal behavior of the glass plate -

compute the temperature distribution inside the window. A simplified 1D model is considered to reduce

the extremely high computational effort of the 3D numerical simulations.

Figure 3.1 represents schematically the situation inside an oven. x is the dimension of study along

the thickness of the window, with x = 0 at the surface in contact with the COS.

Figure 3.1: Schematic representation of curing furnace in a plane perpendicular to the coil.

3.1.1 Energy balance

The thermal conductivity (kt) is assumed constant along the thickness (x) since the difference of tem-

perature inside the window for the cases studied will not be significant (reduced window thickness - 2

mm). The energy equation for the solid glass in a steady-state form reads as:

kt
d2T

dx2
=

dqr
dx

(3.1)

The divergence of radiative flux is directly related with the radiation intensity inside the medium. The

radiation intensity can be computed according with the radiant transfer equation (RTE). The coupling

between the two equations (RTE and overall energy balance) is non-linear due to the divergence of ra-

diative flux depending on terms non-linear, such as T 4. An iterative procedure used on the development

of this model is described in the flow chart of Figure 3.2.

The iterative process stops when residual value becomes lower than 10−6.
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Figure 3.2: Flow chart of coupling between energy and RTE equation.

Equation (3.1) was solved by finite differences and convective boundary conditions are applied at

x = 0 and x = L. The heat flux transferred by convection needs to be equal to the one transferred by

conduction.

− kt
dT

dx

∣∣∣∣
x=L

= hRBS
[
T (L)− TRBS∞

]
(3.2a)

− kt
dT

dx

∣∣∣∣
x=0

= hCOS
[
TCOS∞ − T (0)

]
(3.2b)

hRBS and hCOS are the convection coefficients of the surroundings environments at a certain tem-

perature TRBS∞ and TCOS∞ , respectively. The values are imposed but depend on the situation studied.

3.1.2 Radiative transfer

The RTE represents the effects on the radiation intensity in a medium. The change on the intensity of

radiation in a direction ŝ (left term of the Equation (3.3)) is due to emission, absorption, and scattering

into and away of the direction considered (right terms for this order in Equation (3.3)).

dI

ds
= kIb − kI − wI +

σs
4π

∫
4π

I(ŝi)Φ(ŝ, ŝi)dΩi (3.3)

The absorption coefficient (k) is a volumetric radiative property of the material representing the effect

of absorption/emission inside the medium. A transparent or non-participating medium is a medium with

no participation in radiation and therefore with an absorption coefficient equal to zero.

Several assumptions are considered on the development of the model. The medium has a reduced

thickness and is considered isotropic and homogeneous. Consequently, does not scatter significantly

(σs = 0) and therefore the scattering albedo is also equal to zero (w = 0). This assumption is also

considered in other studies for similar materials [51].

The RTE is usually written in terms of the optical coordinate (τL). This dimensionless parameter
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is the integration of the extinction coefficient (scattering plus absorption) along the direction s. The

absorption coefficient is considered constant along the direction and therefore the following relations are

valid:

τL =
∫
s
(k + σs)ds = ks

dτL = kds (3.4)

The intensity of radiation is spectral and the RTE is valid for a specific wavelength (λ). Comprising

the simplifications, the RTE can be rewritten in a spectral form as:

dIλ
dτ

+ Iλ = Ib,λ (3.5)

The radiation intensity is divided in positive (upwards) and negative (downwards) as represented in

Figure 3.3. This notation is commonly used to simplification of calculus.

Figure 3.3: Schematic representation - Intensity radiation.

The direction of radiation is a parameter that needs to be considered. The solution method used in

this work is the DOM. The main idea of the model is the substitution of the integration of intensity in all

directions by the summation of numerical quadrature of discrete different directions. This model relies

on the angular discretisation since it is an approximation by summation.

∫
4π

I(x, s)dΩ =

n∑
i=1

wiI(x, si) (3.6)

The quadrature weights (wi) and the direction cousines (µi) are values which depend the dimension

of study (one-dimensional slab) and the angular discretisation [9].

The RTE (Equation (3.5)) can be divided and solved using an integrative factor. The term related with

the emission of radiation (Ib) is considered constant along the window due to non-significant differences

in the temperature inside the medium. The following equations (3.7a and 3.7b) describe the spectral

radiation intensity inside the medium to the case studied.

I+λ (τ, µ) = Ib,λ(τ, µ) +
[
I+λ (0, µ)− Ib,λ(τ, µ)

]
e
− τ
µi (3.7a)

I−λ (τ, µ) = Ib,λ(τ, µ) +
[
I−λ (L, µ)− Ib,λ(τ, µ)

]
e
− τL−τ

µi (3.7b)

20



The emitted radiation for a black body is theoretically and experimentally defined by Plank [52] :

Eb,λ(λ, T ) =
C1

λ5 × (eC2/λT − 1)
(3.8)

where C1 = 3.742× 108Wµm4/m2 and C2 = 1.439× 104µm/K.

Figure 3.4 represents graphically the Plank function (Equation (3.8)), the emitted radiation as function

of wavelength and temperature.

Figure 3.4: Plank distribution - Emitted radiation as function of wavelength and temperature (adapted
from Reference [53]).

.

The spectral distribution of radiation intensity depends on temperature. The emitted radiation in-

crease when temperature increase (black arrow in Figure 3.4). The emissive power can be calculated

according with the integration of the emitted radiation along the wavelength band considered. The total

emissive power is the integration considering the entire wavelength (red area in Figure 3.4) and de-

pends also on temperature. The Stefan-Boltzmann law defines the relation of total emissive power with

temperature:

Eb = σT 4 (3.9)

where σ is the Stefan-Boltzmann constant, equal to 5.67× 10−8W/m2K4.

The equation presented represents the behaviour of emission for a black body. A black body is an

idealization which absorbs all the radiation (ideal absorber) and for a specific temperature and wave-

length, the body emits the maximum possible (ideal emissor). The model developed for this work is
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not based on a black body but on a real body. The real bodies are defined according with an certain

emissivity (ε). Emissivity is the fraction of the real emitted radiation compared with the emitted by a

black body. This property is a intrinsic radiative property of the material depending on the wavelength

and temperature.

The properties of the materials considered for this model are spectrally dependent and cannot be

considered constant for the entire band since is a rough approximation as will be further demonstrated.

For that reason, the problem demands a non-gray model. The non-gray model considers the emissive

power of each wavelength band instead the total emissive power. The emissive power of a specific

wavelength band is the integration of the spectral emitted radiation for that specific wavelength band and

the Stefan-Boltzmann law cannot be directly applied since it computes the total emissive power. The

strategy consists in applying a factor (F ) to the total emissive power.

Eλ1−λ2 = Eb × Fλ1−λ2 (3.10)

Factor that is a fraction of the emissive power of the wavelength band compared with the total emis-

sive power. The fraction depends on the range of the wavelength band considered and is written ac-

cording with the definition of fraction:

F(λ1−λ2) = F(0−λ2) − F(0−λ1) =

∫ λ2

0
Eλ,bdλ−

∫ λ1

0
Eλ,bdλ

σT 4
(3.11)

The irradiation field (G) is then computed integrating the incoming intensity of radiation in all direc-

tions. The integration in all directions is substituted by a summation according with the DOM.

Gλ(x) =

∫
4π

Iλ(x, ŝ)dΩ =

N/2∑
i=1

w′(i)(I+λ (x, i) + I−λ (x, i)) (3.12)

The local divergence of the radiative heat flux is a balance, the difference of the emitted intensity and

incoming radiation (irradiation). The divergence of the radiative heat flux is totally defined and can be

inserted in the energy balance of the medium (Equation (3.1)).

(
dqr
dx

)
λ

= kλ(4π × Ib,λ(x)−Gλ(x)) (3.13)

Boundary conditions

Boundary conditions are mandatory to solve the RTE (I+(0) and I−(L) in Equation (3.7a) and (3.7b),

respectively). Figure 3.5 represents the three different contributions of boundary radiation to the medium

(transmission, emission, and reflection). The radiation intensity of the boundaries is then divided into

those three different terms and then combined into one term. The enclosure surfaces are not opaque

surfaces and therefore are considered as semi-participating which allow the penetration of the outside

radiation (G), emission (E) and reflection of radiation (H), see Figure 3.5. The scheme of Figure 3.5 only

represents what is happening in one boundary (x = L) but the procedure is analogous on the opposite

boundary (x = 0).

22



Figure 3.5: Schematic representation - Intensity radiation on boundary x = L.

The radiation of the boundary is then computed based on the radiosity (J). The radiosity represents

the sum of the total radiant flux leaving the surface into the medium.

I
+/−
λ = Jλ × π (3.14)

The previous equation and the followings are only valid for diffuse surfaces since there is no depen-

dence of radiation intensity on the direction. The behaviour is considered as isotropic and therefore the

assumption is valid. The total radiosity can be computed according with the three different contributions.

Jλ = τλGλ + ελEλ + ρλHλ (3.15)

The first term of Equation (3.15) ( τλGλ) is related with the penetration of the radiation coming from

the outside. The term is related with the radiation coming from the burners to x = L and with the radiation

coming from the coil to x = 0 . The emitted radiation of the burners/coil is equal to the received at the

top/bottom surface of the window. The gases inside RBS and COS are considered as non participative

to the radiation. This is an assumption since the molar fraction of CO2 and H2O (species that are

reactive to radiation) is very reduced.

The radiation which penetrates the window is hence connected with the emitted radiation from the

burner/coil:

Gλ = εbur/coil,λ × Ebur/coil,λ (3.16)

The emissivities of the burner/coil are intrinsic properties of the materials considered for the surfaces

and the emissive power accounts the emissive power of each wavelength band considered, directly

related with the temperature of the coil/burners, initially imposed boundary conditions to the model.

The burner’s radiative output is known and a treatment of data is necessary to transform it into a

temperature imposed. A detailed explanation of the procedure is in the following subsection.

The coil temperature is estimated and imposed. The metal strip is continuously fed into the curing

oven and an average between the temperature at which enters and leave the system is imposed for the

reference case.

The second term of Equation (3.15) (ελEλ) is related with the emitted radiative power of that surface.

The third term of Equation (3.15) (ρλHλ) is related with the radiation from the medium, which is reflected

again into the medium. This term is not initially known since the radiation coming from the medium is

an unknown. The model developed include this term on a second calculus. The irradiation field is first

calculated only based on the first two terms and then with the intensity field computed, the third term
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(ρλHλ) is obtained. The renewed boundary conditions are included again on the calculus of the renewed

field of radiation intensity. The Equation (3.17) describes the calculus of this term based on DOM.

Hλ =

∫
n̂·ŝ<0

I(x = 0/L, ŝ′)
∣∣∣n̂ · ŝ′∣∣∣ dΩ′ =

N/2∑
i=1

w′(i)I
+/−
λ (i) (3.17)

where n̂ is the surface normal and ŝ′ is the incoming direction.

The radiosity (Jλ) depends on the radiative properties of the surface considered (emissivity - ελ;

reflectivity - ρλ; and transmissivity - τλ) (Equation (3.15)). The window is a participating medium to

the radiation and considering a balance to the irradiation field, the field can be reflected, absorbed or

transmitted. According with the definition of the radiative properties:

αλ = 1− ρλ − τλ (3.18)

The emissivity is equal to the absorptivity by the Kirchhoff law. This equality is valid without restric-

tions for spectral and directional properties. A valid assumption since the model developed is non-gray

and diffuse surfaces are considered, independent of direction.

The absorption coefficient (k) is a volumetric property of the medium, independent of the thickness

of the material and transmissivity is a surface property, which has dependence on the thickness of the

material. Considering normal incident radiation, the transmissivity can be defined by the Beer‘s law [54]:

τλ = e−kλ×L (3.19)

The reflectivity of a surface depends directly on the index of refraction of the surrounding media.

RBS and window are the surrounding media considering the top surface, COS and window considering

the bottom surface. The media of RBS and COS are considered with index of refraction equal to 1 since

the media do not disturb the radiation field. Assuming the incoming radiation is perpendicular, which

is a good assumption since the bodies (burner, surface and coil) are parallel with each other. Fresnel

equation [55] can be simplified to compute the reflectivity of the surface:

ρλ =

∣∣∣∣nλ − 1

nλ + 1

∣∣∣∣2 (3.20)

The boundary conditions and the field of radiation intensity in RTE is then analytical totally defined.

Burner surface temperature

The burner is the radiative source. The IR porous burners are based on a combustion process and

have a radiative and an advective contribution. The advective contribution comes from the output of the

combustion by the gas expelled and the radiative contribution is directly connected with the temperature

and emissivity of the burner porous surface. The radiative efficiency of the burner influences the surface

temperature of the burner (Tbur). The emissivity of the surface (e = 0.9) is known since the material

used is known.
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The solution to impose the temperature of the burner is linked with the information known of the

burner’s power, which is dependent on operating condition. The cases studied along the work consider

a nominal operating condition for one burner of 25 kW (sum of radiative power with the advective power

- Pbur). The radiative contribution (Yrad) depends on several factors but it was assumed as equal to 0.3

along the study.

Figure 3.6: Flow chart of model developed.

The model includes the previous information in an outer iterative procedure as described in flow chart

of Figure 3.6. The model matches the radiative flux calculated by reducing or increasing the surface

temperature of the burner. The model calculates iteratively the difference (∆) between the calculated

radiative flux coming from the burner’s and the reference case. (see Equation (3.21)). The model then

changes the temperature imposed to the burner according with that difference and a factor (f ) which is

variable (see Equation (3.22)).

∆(i) = qr(i)−
Yrad × Pbur

Abur
(3.21)

T (i+ 1)bur = T (i)bur + ∆(i)× f (3.22)

This is an outer iterative process after the convergence of the coupling between energy equation and

RTE. A convergence criteria is achieved when residual defined as the difference of surface temperature

is less than 10−3.

Figure 3.7 shows a example of the model adjustment to the surface burner temperature based on

the radiative flux and efficiency previously defined.
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Figure 3.7: Burner’s surface temperature with iterations.

3.1.3 Convective heat transfer correlations

The convective heat transfer on the glass surfaces is imposed by a convection coefficient (h) and a

surroundings temperature (T∞) - Equation (3.2a).

Nusselt number is a dimensionless dimension and commonly defines the convection coefficient as:

Nu =
hL

kt
(3.23)

where L is defined as a characteristic length. The average Nusselt number is evaluated since the

study is focused on the one-dimensionality of the window. Nusselt number can be empirical, analytically

or numerically defined.

Situation without cooling

The fluid flow and heat transfer conditions without cooling inside RBS can be approximated as an im-

pinging jet onto a plate - see Figure 3.8. Zuckerman and Lior [56] review several studies of impinging

jets, and provided correlations for both local and average Nusselt numbers.

Figure 3.8: Schematic representation - Impinging jet against the window.
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The most adequate empirical correlation to the current model and to the conditions of the system is

provided by the study of Martin [57] for a slot nozzle:

Nu = Pr0.42 ×Rem × 3.06

0.5/Ar +H/W + 2.78
(3.24)

where Ar is a geometrical parameter referred to W/2y, W is the length of the slot nozzle and

y is the limit distance of the domain of study, starting from the stagnation point, and m = 0.695 −[(
1

4Ar

)
+
(
H
2W

)1.33
+ 3.06

]−1
.

The gas is composed in a molar basis by different species such as N2 (70%), CO2 (7%), H2O (12%),

and O2 (3.6%). Sutherland’s model provided absolute viscosity and thermal conductivity for the specific

species of the gas [58]. The specific heat of the species were evaluated with polynomial functions

depending on the temperature according with technical database [59]. The properties of the gas are

temperature dependent and the temperature considered in the evaluation of the properties depends

also on window temperature. The gas properties are evaluated at an average temperature between

inlet gas and window temperature as commonly applied in heat transfer studies [53]. The solution of

the problem is integrated on the iterative process of the coupling between RTE and energy equation

(Flow chart of Figure 3.2), where the gas properties are evaluated with the renewed field of window

temperature. The temperature of the environment (T∞) is defined as equal to the gas temperature at

burner’s output (1340 K).

COS is a section where there is no impinging jet applied and the values of heat transfer convection

coefficient are estimated to a situation of natural convection (hCOS = 10 W/m ·K) and an average

temperature considered (TCOS = 425oC).

Situation with cooling

The cooling mechanism affects directly the convection inside the media and the convection coefficients

need new evaluation. These parameters need to be defined and depend on the intensity of external

cooling performed by a cooling slot on the glass surface. The cooling jet is injected parallel to the window

as wall jet. The conditions of the system (backward-facing step at the entrance - 3 times the jet height

and perpendicular wall at the end of the wall) demonstrate a very specific situation which correlations

already studied become not suitable for the situation considered (see Figure 3.9). The strategy to obtain

a valid correlation for the specific situations studied was simulate the case numerically. The geometrical

model of RBS is simplified - half of one row of burners - due to symmetric conditions (see Figure 3.9).

The case with cooling inside COS is similar but does not register burner’s output.
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Figure 3.9: RBS geometric model of half battery of burners without the window.

The mathematical and physical models used are the ones used in Section 2.1. The turbulence model

of SA closes the RANS equations. This turbulence model provided reliability for the study of wall jets,

as demonstrated on the previous chapter. The model has a very reduced grid size near the wall due

to necessary low-Re modeling. The numerical model simulated fixes the impingement conditions as

nominal burner’s output (vgas = 1.975 m/s and Tgas = 1340K) and varies the operating conditions of

cooling (Reynolds number by manipulating the velocity and fixing the cooling gas injection temperature

(TCOS/RBS)). An uniform temperature of the window is prescribed (Tw). The studies on heat transfer

in wall jets considered an iso-thermal wall [23] and AbdulNour et al. [22] concluded that there is no

difference by considering an iso-thermal or iso-flux surface. The lateral walls parallel to plane YZ are

considered with symmetric boundary conditions and the remain walls are considered adiabatic.

The importance of the mesh size is investigated inside RBS and 5 different meshes are simulated.

Figure 3.10 shows that a mesh with 2.25 × 105 cells provides a compromise between accuracy and

computational effort, with a error of only 0.2% in relation to the most refined mesh.

Figure 3.10: Numerical error associated to wall jet cooling inside RBS.
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The local heat transfer on the surface of the window is then analyzed and the coefficient of heat trans-

fer over the target surface, was normalized for an isothermal target surface, with the inlet jet temperature

being the reference temperature (TCOS/RBS) [48]:

h =
qc

Tw − TCOS/RBS
(3.25)

The correlation can be then defined as literature reports for wall jet cooling:

Nu = f(Re) = C1 ×ReC2 (3.26)

The properties are considered at an average temperature between inlet cooling gas temperature and

window temperature. The jet height (5 mm) is the reference length which defines Nusselt and Reynolds

numbers.

The different cooling strategies presented in Section 1.2 were simulated for RBS and COS, sepa-

rately. The cooling scheme C has a variation of side along the window (see red arrows in Figure 4.5(c)).

The variation of side is defined at half of one of burners and consequently, the geometrical model inside

RBS demanded the double of the model represented in Figure 3.9.

The same strategy was used to simulate the cooling inside COS and due to geometrical simplifica-

tions, cooling schemes A and B could be simulated as 2D. The results are represented in Table 3.1.

Table 3.1: Coefficients for heat transfer correlation.
RBS COS

A B C A B C

C1 0.0048 0.0058 0.0037 0.0077 0.0088 0.0087

C2 0.838 0.795 0.867 0.819 0.800 0.784

The comparison between strategies should be performed at the same mass flow rate and not velocity.

For the same mass flow, the velocity at injection on both sides (cooling scheme B) is reduced to half.

Consequently, the Reynolds number associated to cooling scheme B is the double for better comparison

purposes.

The results show that the coefficient C2 is almost equal to 0.8 for all numerical simulations. The

results are consistent due to cooling behaviour being as wall jet - Equation (1.1). The coefficient C1 is

higher inside COS than RBS due to absence of impingement jet of burner’s output, which reduces the

heat transfer inside RBS.

The results of the correlations inside RBS are graphically displayed in Figure 3.11 for better compar-

ison. There are no significant differences between cooling scheme A and C, only at reduced Reynolds.

Cooling scheme B predicts a reduced Nusselt number for the same Reynolds.
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Figure 3.11: Numerical average heat transfer correlations for different cooling schemes inside RBS.

3.1.4 Verification

The verification process ensures that the equations are solved correctly, by performing a comparison

with reference studies. The window model is herein verified against literature data and results predicted

by a commercial software.

Literature

The window model developed is herein compared with a reference study of radiation and conduction

model in a semi-participating medium [6]. Commonly dimensionless parameters are usually evaluated

on these heat transfer studies:

• Conduction-radiation parameter, N

N =
kt × k
4σT 3

ref

(3.27)

Conduction-radiation parameter is a dimensionless parameter which provides a relation between

the two transfer modes (conduction and radiation). High N means that the dominant transfer mode

inside the medium is the conduction and in a hypothetically case (N =∞) the heat transfer is ruled

only by conduction. The opposite happens when N equals to 0.

• Optical thickness, τL

Optical thickness is an optical property which is related with the absorption inside the medium and

the thickness. The parameter is identified by the product between the thickness and the absorption

coefficient only in a medium where absorption coefficient can be assumed as constant along the

thickness.
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• Non-dimensional temperature, θL

The temperature profile inside the medium is dimensionalized by the maximum temperature inside

the medium.

The temperatures are fixed on the boundaries (θL = 1 and θL = 0.5) and there is no penetration of

the outside radiation since the boundaries are not simulated as semi-transparent, but as diffuse opaque

boundaries. The boundary conditions of the study also do not reflect (ε = 1).

The results obtained are shown in Figure 3.12. The lines without marks represent the values obtained

with the current model and the lines with marks represent the results from reference as the legend

indicates. The comparison between the models is for identical situations: same optical thickness (two

different figures for different optical thickness); and for different N (different lines inside the figures).

The difference between the models occurs when N is very reduced and when the optical thickness

is high. The model implemented shows lack of accuracy for that cases since the model developed

assumes the term related with the emission of radiation constant along the window (Equations (3.7a)

and (3.7b)) due to no significant differences of temperature inside the window - case that will be the

focus of study. A reduced N means that the radiative contribution has higher impact than conduction

and a higher optical thickness means the material absorbs more radiative energy. The situations that will

be the focus of the work do not register so reduced values of N . The reference case registers values of

N = 13.2 and τL = 0.92. For those situations, the results are similar as the graphs show. The previous

information provides confidence on the current model used to perform the study. There is a perfect

match for the different situations of τL = 0.1. The increase of the optical thickness leads to a less linear

profile as expected since the radiation has a higher impact on that medium (Figure 3.12(a) compared

with Figure 3.12(b)).

(a) τL = 1 (b) τL = 0.1

Figure 3.12: 1D window model validation.

The reflection is an important part of the study in participating media as windows and that is inte-

grated in this comparison study. Figure 3.13 shows the results obtained for a case when N is equal to

0.1 and τL = 1. There is a slight difference between the reference values and the ones obtained by the

model as already explained. The conclusion from this comparison is that the difference between cases

with different emissivities is almost the same. The difference between the black lines in Figure 3.13 is
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almost the same as the difference registered with the current model (marked lines in Figure 3.13).

Figure 3.13: 1D window model validation for different emissivities.

The main conclusion from the comparison is that the model developed with an iterative coupling and

DOM shows the expected behaviours for a conduction-radiation heat transfer and accurate results for

the situations that will be the focus of study.

Commercial software-2D model

The comparisons here addressed are focused on verify the 1D model developed. The purpose is to

check if the current model has similar results to a 2D model. The 2D glass window model was imple-

mented in a commercial software, ANSYS Fluent.

The window is simulated close as possible to the 1D reference case. The commercial software allows

the implementation of boundary conditions for radiation and convection on the surfaces where there is

penetration and contact with fluid media, RBS and COS. The algorithm used on the development of

the model to impose radiative flux instead temperature was not included in this comparison. A burner

surface temperature equal to 1400oC was then prescribed. The lateral walls are assumed as symmetric

and the y dimension is equal to the x distance. The commercial software does not take into account

the emission from the surface, only with the penetration of outside radiation and with reflection [60].

The DOM used had a similar angular discretisation (4 divisions in θ) and the same spatial discretisation

(almost 100 cells for each 2 mm of the window). The comparison was performed to the situation without

cooling on both sections (RBS and COS). The 2D model does not consider the numerical simulation of

surrounding environments but the convection coefficient and surrounding temperature, equal to the 1D

model. The computed convection coefficient by the model developed (correlation of impingement jet)

provided this value as basis to Fluent.

Results were considered when the residuals from DOM and energy equation were below 10−6. The
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result of the simulation for a 2 mm window is represented in Figure 3.14. The result of the commercial

software comply with the expectations since the hottest zones are at the upper surface and the coolest

at the bottom surface. The profile is non-linear due to absorption and very similar to the one obtained

with the current model.

Figure 3.14: Comparison of nondimensional temperature profiles between current model and ANSYS
Fluent.

The dimensionless profiles show similar profiles but the magnitude of the average window tempera-

ture and absorbed thermal power (Tw and q̇) are also inspected. The results are displayed in Table 3.2

and show similar solutions for the two different cases. The absorbed thermal power increases when the

thickness increases. The difference between temperature and adsorbed power is higher in 1D model

when comparing a 2 mm with a 5 mm window. The 1D model developed includes the emission from the

surface, which is dependent on the temperature.

Table 3.2: Comparison of average window temperature and absorbed power between 1D model devel-
oped and 2D model in ANSYS Fluent for two window thicknesses.

Thickness
1D 2D - Fluent

Tw [oC] q̇ [kW/m2] Tw [oC] q̇ [kW/m2]

2 mm 916.0 4.14 933 4.61

5 mm 1017.0 5.67 1000.0 5.78

3.2 Results

The model developed can predict the thermal behaviour of the window. The following section intends to

analyses the effects of different parameters on its behaviour.

3.2.1 Reference case

The developed 1D model computes the temperature distribution and provide information regarding the

thermal performance of the window. The model is focused on computing the temperature distribution

inside the window for specific input parameters (design and operating conditions). The model consid-

erations (spatial, angular, and spectral discretisation) are also considered as an input to the program.
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Table 3.3 displays the parameters considered for the reference case. The reference case is similar as

possible to the real model in order to comply with the objectives of the work.

Table 3.3: Input parameters for reference case.
Design and operating conditions-Input parameters

Number of points 100
COS

Convection coefficient, hCOS [W/m2 ·K] 10

DO model S4 Surrounding temperature, TCOS [K] 700

Burner

Radiative efficiency, Yrad [-] 0.3 Number of wavelength bands 3

Emissivity, eb [-] 0.9 Range of wavelength, [µm] 0-5 5-6.3 6.3-25

Gas temperature, Tgas [K] 1340

Window

Spectral absorption coefficient, k [m−1] 7.2 228.9 973.7

Gas velocity, vgas [m/s] 1.975 Spectral index of refraction, nλ [-] 1.69 1.58 1.31

Coil
Surface temperature,Tcoil [K] 407.15 Thickness, L [mm] 2

Emissivity, εcoil [-] 0.31 Thermal conductivity, kt [W/m ·K] 8

The results show the lowest temperature on the surface in contact with COS (x∗ = 0) and the

highest on surface with RBS (x∗ = 1). The difference of temperature inside the medium is very small

(∆T = 1.04oC) due to the reduced thickness and thermal conductivity of the material considered. The

absorption of energy and the surrounding media are the reason for the high temperatures of the medium

(Tw = 889.2oC).

The model developed compute the local divergence of radiative heat flux, graphically displayed in

Figure 3.15. The integration of the divergence of radiative flux (gray area in Figure 3.15) provide the

total power absorbed by the window (q̇ = 3.71kW/m2). The negative values represent the zones where

the emission is higher than absorption. Those zones are near x∗ = 0 as it would be expected since the

penetration of radiation is higher on x∗ = 1, and consequently register the highest values of temperature.

The integration is approximated by the trapezoidal method since there is no knowledge of the function

but only local values.

Figure 3.15: Local divergence of radiative heat flux inside the window.

The red line represents the average value and there is a high variation on the divergence of heat
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flux across the thickness. The values near x∗ = 0 and x∗ = 1 have the triple of the magnitude when

compared with the average. The average value is registered at the middle of the window, x∗ = 0.5 (cross

of both lines).

3.2.2 Effect of spatial, angular and spectral discretisation

The spatial discretisation is directly related with the accuracy of the model since the derivatives of the

temperature are approximated by finite differences. The average temperature inside the window (Tw)

and the computational time for a laptop computer (i7-4720HQ processor) is the parameter analyzed and

compared between the different simulations.

Table 3.4 lists the results of the parametric analysis to this parameter. The results show a small

difference for meshes with more than 100 points.

Table 3.4: Relevance of spatial discretization on window model results and simulation performance:
average window temperature and simulation time.

Number of nodes 10 50 100 200 1000

Avg window temperature, Tw [oC] 867.2 887.6 889.2 890.0 890.8

Computational time [s] 0.31 0.75 1.30 2.37 12.39

The angular discretisation is directly related with the DOM. The integration of all directions simplified

by the summation over quadrature weights relies on the angular discretisation. S2 models represents

a model simplified by considering two directions with the weight associated to all, S4 considers four

directions and so on. The same method previously used on the evaluation of the spatial discretisation is

here applied when evaluating the angular discretisation. Table 3.5 lists the results obtained. The results

show that S4, S6 and S8 models predict very similar results and an adequate choice of the model is the

S4 model.

Table 3.5: Relevance of DOM angular discretisation on window model results and simulation perfor-
mance: average window temperature and simulation time.

DO Model S2 symmetric S2 non-symmetric S4 S6 S8

Avg window temperature, Tw [oC] 859.1 888.7 889.2 888.9 888.7

Computational time [s] 1.05 0.80 1.30 1.81 2.34

The spectral discretisation is also a factor of interest. A gray model is defined by constant radiative

properties for the entire spectrum while a non-gray model considers different wavelength bands. In-

creasing the number of wavelength bands leads to higher accuracy of the solution but also to higher

computational effort.

Table 3.6 presents the results obtained for considering different wavelength bands for the reference

case. The results show a high difference when considering different wavelength bands. The accu-

racy is evaluated by the average window temperature and the more reliable choice corresponds to 3

wavelengths bands since the accuracy is compromised by considering lower number of bands. The

computational effort increases 80% by considering 3 bands instead a gray model.
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Table 3.6: Relevance of radiative properties spectral discretisation on window model results and simu-
lation performance: average window temperature and simulation time.

Number of bands 1 2 3

Wavelength range, λ[µm] 0-25 0-5.7 5.7-25 0-5 5-6.3 6.3-25

Absorption coefficient, kλ [m−1] 458.66 17.68 907.95 7.15 228.91 973.71

Index of refraction, nλ [-] 1.51 1.68 1.34 1.69 1.58 1.31

Avg window temperature, Tw [oC] 931.0 982.8 889.2

Computational time [s] 0.81 1.05 1.30

3.2.3 Effect of window thickness

The thickness of the medium is a design parameter which has direct influence on the temperature of

the medium since the medium absorbs radiative energy. The following analysis simulated the reference

case for windows with different thicknesses. The spatial discretisation is the same, this means that the

spacing between nodes is equal. The total number of nodes is different since the thickness differs for

each case. For example, a 2 mm sample has 100 nodes associated and a 10 mm window has 500

nodes associated.

(a) (b)

Figure 3.16: Window temperature (a) and absorbed power (b) with variable thickness.

Figures 3.16(a) and (b) present the window temperature variation and the absorbed thermal power,

respectively, upon increasing the window thickness. The results show that an increase on the thickness

leads to more radiative energy absorbed (Figure 3.16(b)) and therefore to a higher temperature (Figure

3.16(a)). The increase of temperature is logarithmic and similar to the increase of radiation absorbed.

The increase of temperature is decaying with the increase of the thickness. A 4 mm sample registers

100 degrees higher temperature than a 2 mm window while a 6 mm sample has only 35 degrees higher

than a 4 mm window.
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3.2.4 Effect of window thermal conductivity

The thermal conductivity of the medium is an intrinsic property of the material considered and five media

with a different thermal conductivity were analysed (kt =0.1, 1, 4, 8 and 40 W/m ·K). The fourth value

matches the reference case.

The average temperature inside the medium does not change with the different materials (see Figure

3.17). The five different cases register almost the same temperature at the middle of the window. The

non-linearity of the temperature profiles due to the absorption of radiation is more evident for the case

with lower thermal conductivity since presents a higher gradient of temperature. The materials with lower

thermal conductivity have lower temperatures near x∗ = 0 and higher near x∗ = 1. The results comply

with the expectations since the thermal conductivity has an effect on the gradient of temperature.

Figure 3.17: Temperature profile for materials with different thermal conductivity.

3.2.5 Effect of window radiative properties

The radiative properties of a window have a influence on the thermal performance of the window. The

radiative properties of the medium influence the absorption of energy and therefore the temperature

inside the medium. A highly absorbent material will absorb more energy and consequently register a

higher temperature than an weakly absorbent material. A transparent window is the case when the

medium is non participating to radiation and therefore does not absorb any energy.

The radiative properties of the materials are defined by an absorption coefficient and an index of

refraction, which are intrinsic properties of the material. Some materials do not have these intrinsic

radiative properties available and the commonly used method in literature to obtain these values from

experimentally values is the analogous procedure developed in Section 3.1.2, based on Fresnel’s and

Beer’s law (Equations (3.19) and (3.20)) and experimental values of reflection and transmission.

The reference material is compared with a transparent glass (k = 0), with soda lime silica glass [61]

and another glass very similar to GE-214 quartz. The reference study regarding the soda glass provided

direct information of the optical radiative properties and the glass is considered as the highly absorbent

material since it has the highest absorption coefficient. The comparison study focused only on a range
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until a wavelength of 5 µm.

The temperature profiles displayed in Figure 3.18 are in accordance with the expectations. The pro-

files of temperature are non-dimensionalized by the maximum and minimum temperatures. The highly

absorbent material (soda lime glass) absorbs more energy and therefore registers a higher temperature

inside the window. The transparent material has a linear profile and registers the lower temperature

since does not participate in radiation. The absorbent material has a higher optical thickness (around

0.6) and therefore the profile of the soda glass follows the curves of Figure 3.12(a) while the reference

glass with lower optical thickness (around 0.01) follows the curve of Figure 3.12(b).

Figure 3.18: Temperature profile for material with different radiative properties.

3.2.6 Effect of surrounding surfaces

The emitted radiation from the surrounding surfaces is a parameter which has a influence on the tem-

perature distribution inside the window. The following analysis is focused on studying that influence on

the window. The two surfaces which enclosure the window are both inspected.

The influence of the coil was inspected by changing the temperature imposed (Initial temperature -

307.15 K - temperature at which the metal strip enters the oven; Final temperature - 507.15 K - temper-

ature at which the metal strip exist the oven; and an average temperature - 407.15 K).

Table 3.7 shows the average temperature inside the window for the different cases. The window tem-

perature increases when the temperature of the coil increases since the emitted radiation is higher and

therefore the radiation absorbed of the window is higher. Nevertheless, the effect of the coil temperature

is very reduced due to the reduced temperature of the coil and the reduced emissivity.
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Table 3.7: Influence of coil temperature on window average temperature.

Coil temperature, Tcoil [K] 307.15 407.15 507.15

Avg window temperature, Tw [oC] 888.3 889.2 891.1

The influence of burner’s output is also analyzed in this section. Three different values of radia-

tive efficiency were considered (0.3, 0.4 and 0.5). The radiative efficiency represents the fraction of

radiative power compared with the total power of burner’s output. Table 3.8 shows the burner’s surface

temperature adjusted as well the window average temperature.

The results are in accordance with the physical models and expectations. Increasing the radiative

efficiency leads to higher burner surface temperature and therefore to higher temperatures inside the

window since the absorbed energy is higher. This parameter has a high influence on the window tem-

perature since the difference between changing from a efficiency of 0.3 to 0.5 leads to a difference of

209 degrees on the burner’s surface temperature, which results on a increase of 137 degrees inside the

window.

Table 3.8: Influence of burner’s radiative efficiency on burner surface temperature and average window
temperature.

Radiative efficiency, Yrad [-] 0.3 0.4 0.5

Surface burner temperature, Tbur [oC] 1364 1477 1572

Avg window temperature, Tw [oC] 889.2 967.7 1035.1

3.2.7 Effect of cooling gas temperature and velocity

The cooling is applied on the model developed taking into account heat transfer information resulting

of 3D numerical simulations of wall jets as described in Section 3.1.3. The objective of the study is to

analyze the impact of cooling on both sections and the influence of operating conditions such as cooling

gas temperature and velocity.

The cooling gas injection temperature defines directly the reference temperature (T∞) and the cooling

velocity defines the Reynolds number. The numerical correlations associate the Reynolds number to

the heat transfer of wall jet. The case with the cooling scheme C applied inside RBS (only the red

arrows in Figure 1.2(c)) is linked to the 1D model and the results are represented in Figure 3.19. Figure

3.19 shows that the highest window temperatures are observed for lower (higher) cooling gas injection

velocity (temperature) values. The results also demonstrate the high impact of cooling inside RBS on

the reduction of the temperature. The temperature can be reduced 400oC (889.2oC without cooling to

506oC) by a wall jet cooling with 25 m/s at 80oC.
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Figure 3.19: 2D contour plot of window temperature dependent of cooling gas injection velocity and
temperature.

The analysis also makes a analysis of the temperature profiles inside the window for different sit-

uations: without cooling and with other two different levels of cooling velocity for COS and RBS (see

Figures 3.20(a) and (b)). The nominal operating condition of cooling corresponds to 25 m/s at 80oC in

RBS and 12.5 m/s at 250oC in COS (red dashed lines in Figure 3.20). The cooling applied inside COS

has a reduced impact on the reduction of window temperature due to the reduced velocity (vCOS=12.5

m/s) and the higher temperature of cooling (TCOS=250oC).

There is a clear difference of the temperature profile between the situation without cooling and with

cooling inside RBS (see Figure 3.20(a)). Cooling applied on the surface x∗ = 1 leads to a minimum

on this surface (dotted lines). There is a slight difference on the temperature profile for the different

cases of cooling. Increasing the mass flow rate of cooling leads to a lower temperature inside the

window, a higher conduction-radiation parameter and therefore a more linear temperature profile. The

dimensionless temperature profiles are very similar when the cooling is applied inside COS (see Figure

3.20(b)).

The combined effect of cooling (RBS and COS) is also studied and the results are displayed in Figure

3.20(c). Cooling applied on both surfaces leads to a maximum of temperature inside the window for all

the cases studied due to absorption of radiation. The cases with a higher velocity on a region (red and

pink lines) leads to the minimum on that surface. The profiles are not symmetric due to the different

characteristics of both regions (cooling gas temperature and burner’s output). The use of combined

cooling leads to a reduced average window temperature for the nominal operating condition (Tw =

446oC).
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Figure 3.20: Dimensionless temperature profiles for cases with cooling inside RBS (a), COS (b), and
RBS and COS (c).

3.2.8 Effect of cooling strategy

The numerical simulations provided information on the heat transfer associated to different cooling

strategies defined in Section 3.1.3. A direct observation of the results of Figure 3.11 in Section 3.1.3,

leads to the conclusion that the cooling strategy A removes more heat from the window since the av-

erage Nusselt number is higher for the same Reynolds number. This observation is proved with the

implementation on the model and with the results of average window temperature in Table 3.9. The

results are displayed for the nominal operating condition. The strategy B registers 40oC higher average

window temperature than strategy A.

Table 3.9: Average window temperature as function of type cooling.
Cooling strategies A B C

Avg window temperature, Tw [oC] 436.3 477.8 445.9

The average evaluation of heat transfer and window temperature can be limited. This means that

strategy A could lead to higher thermal gradients along the window (removes more heat at the edge of

the window than at the end) than cooling strategy B which removes heat on both sides, providing a more

a symmetric field. The numerical simulations provided information on the average convection coefficient,

but also locally. An example of the results of a numerical simulation for the same Reynolds with different

strategies inside RBS is represented in Figure 3.21.
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Figure 3.21: Local heat transfer coefficient at the window top surface (window-RBS interface) for different
cooling schemes: (a) Scheme A; (b) Scheme B; and (c) Scheme C.

The regions with higher heat transfer convection coefficients match the zones near the injection due

to the wall jet attachment. This region does not begin immediately at the edge due to backward-facing

step that the wall jet faces. The region with lower heat transfer coefficient for strategy A is at the opposite

wall as expected due to the reduced velocities on this region. This effect is less evident for strategy C

since has an alternated scheme of cooling. Strategy C registers other region with lower heat transfer, at

the middle of the window due to the effect of collision between opposite jets. The collision is not direct

but affects the flow field and is responsible for the triangular shapes that can be observed. The situation

of direct collision between jets is registered for strategy B. After the attachment, the jets start to develop

until collide at the middle of the plate where the stagnation region registers very reduced velocities. The

flow starts to develop on the normal direction and the effect observed is in accordance with literature

[62, 63]. Cooling scheme B offers less variation of the convection coefficient (lower root mean square)

by comparison with the other cooling strategies for all the Reynolds numbers considered.

The previous information of heat transfer is accounted by regions of interest (see dashed black lines

in Figure 3.21(a)). Due to non significantly change of local heat transfer on longitudinal direction for

strategies A and B, only 3 regions of interest were considered while for the strategy C, 9 regions of

interest were considered due to the tri-dimensionality. The information is accounted in the 1D model and

the results allow to develop not just an average window temperature for the entire window, but in different

local regions. This is an assumption based on the low thermal conductivity of the window material and

the local results for a nominal operating condition are displayed in Figure 3.22.

The results are qualitatively similar to the ones observed in Figure 3.21 since the cooling inside COS

has a lower impact when compared with the cooling inside RBS. This means that if the cooling inside

COS had a higher impact on reducing the temperature, the high temperatures should be registered at

the opposite edge for cooling A.

The maximum window temperatures for cooling B and C are at the middle of the plate since the

stagnation/collision region inside RBS is the same as COS. The collision in cooling scheme C is not so

direct as the scheme B and therefore the temperatures are not so high.
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For other strategies such as A, the region inside RBS which removes less heat due to reduced

velocities matches the region inside COS which removes more heat.

Cooling strategy C registers a lower maximum of temperature and less gradient of temperature than

the other strategies for the nominal operating condition.

Figure 3.22: 2D window temperature for nominal operating condition and different cooling schemes: (a)
Scheme A; (b) Scheme B; and (c) Scheme C.

3.2.9 Effect of burner’s advective output in cooling

Cooling inside RBS differs from COS since has an impingement jet (burners exhaust gas), normal to

the window. The advective contribution of burner’s output has an impact on the wall jet heat transfer

of the window and this impact differs depending on the operating condition of the burner. To analyze

the effect of burners advective output on the window convective heat transfer behaviour, a constant flue

gas temperature is considered along with different flue gas mass flow rates. Numerical simulations in

the module of Figure 3.9 were performed in order to inspect the impact of burner’s power on the heat

transfer by the wall. Two different scenarios were considered: nominal power and low power (7.5 times

lower). The correlations are now different and the results for cooling strategy A inside RBS are displayed

graphically in Figure 3.23.

The results show that for the same Reynolds numbers as the power is reduced, the heat transfer

from the window is increased (Higher Nusselt number for low burner’s power). This effect is expected

but is very reduced. The Nusselt number registers differences of around 3%. The implementation on the

1D window model for the situation with cooling only in RBS shows a lower temperature of the window

for the low power situation (479oC/492oC- average window temperature for low/high burner’s power).

The studies on heat transfer with cross flow effects usually demonstrate a higher impact in flow field

and heat transfer [64–66]. This study does not demonstrate that effects since registers a very reduced

ratio of velocities between wall jet and burner’s output (cross-flow) which justifies the reduced difference.

The analysis of the flow field on a further chapter will also show that the interaction between wall jet

and burner’s output is after the jet reaches the opposite wall and near the extraction port. The wall jet
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removes heat from the window, acting as a ”curtain”. This effect was analyzed to other cooling strategies

and similar results were observed.

Figure 3.23: Nusselt number correlation for nominal power and 13% nominal power.

3.2.10 Effect of cooling gas injection angle

An investigation on the cooling gas injection angle (β) was performed on the numerical simulations. This

angle is defined as the angle between normal direction of cooling with the window plane (see Figure

3.24).

Figure 3.24: Schematic representation of cooling gas injection angle (β).

Different numerical simulations were performed and the results of local convection coefficient consid-

ering three different injection angles are presented in Figure 3.25. The results are referred to a case of

cooling inside COS at a reduced velocity for strategy A. The results are only displayed on the attachment

region since there is no difference on the region after x/b = 20.

The peak of local convection coefficient corresponds to the local where the wall jet is attached to the

wall. Considering an injection with an angle and not entirely parallel to the window, the attachment to
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the window (peak) is closer to the edge (x/b = 0). The magnitude of this maximum is also slightly higher

for cases with higher angle since there is less loss of heat. The injection of a cold wall jet with an angle

bring negligible differences in terms of total heat removed from the window (similar average convection

coefficient) since the region of study is up to x/b = 120.

Figure 3.25: Local convection coefficient for numerical simulations with a different angle of injection.

3.3 Energetic optimization

This section intends to dictate the optimal situation of cooling. The optimal situation matches the proper

functioning at the reduced energy cost.

3.3.1 Objective function

The optimization technique is focused on finding the optimal solution and defining the objective function

is crucial for this purpose. The system needs to comply with the safety of the operation at optimal

conditions, at the low possible cost (minimimum of the function).

The objective of the optimization is not minimize the temperature of the medium but to find the

minimum cost of energy to comply with a stable and safe operation.

The lowest cost possible is observed when there is no need for an additional strategy for reducing the

window temperature (cooling) since the system is already in full compliance with the objective. However,

there are operating conditions for which the system performance (window thermal performance) does

not comply with the requirements — the window temperature becomes higher that a critical value — and

an optimized active window cooling conditions should be evaluated and applied.

Figure 3.26 represents schematically the environment and the relevant energy fluxes. The energetic

cost of the cooling operation is the thermal power of the outside HX (QHX,RBS + QHX,COS). The fluid
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extracted from the furnace internal environment (RBS or COS) passes through an HX and is injected

again into the environment. HX (additional strategy) represents the cost of this additional operation and

the objective function is based on this device.

Figure 3.26: Schematic representation of HX situations in both sections.

The HX removes part of the extracted fluid heat, according with a mass flow rate (ṁcoolRBS and

ṁcoolCOS) and a cooling inlet temperature. The lowest possible cost of the system is then defined as the

lowest heat transfer removed by the HX:

QHX,RBS = ṁcoolRBS × (houtRBS − hin,coolRBS) (3.28a)

QHX,COS = ṁcoolCOS × (houtCOS − hin,coolCOS) (3.28b)

The minimization of this function leads to minimize the mass flow rate to the lowest possible and

minimize the difference of specific enthalpy between extracted and injected (hout and hin,cool). The

function is only completely defined for optimization when the function becomes only function of the

optimized variables, which are the operating conditions of cooling. The total enthalpy of extracted fluid

from environment (HoutRBS and HoutCOS) is dependent on the energy balance performed to the system

(dashed lines in Figure 3.26). The difference of total enthalpy is equal to the heat removed from the

window and gained by the system:

HoutRBS −Hin,coolRBS −Hin,burner = Qw,RBS (3.29a)

HoutCOS −Hin,coolCOS = Qw,COS (3.29b)

The thermal power removed to window by convection is computed based on the 1D model developed
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and the variables are dependent on cooling conditions:

Qw,RBS = Aw × hRBS × (Tw − TRBS) (3.30a)

Qw,COS = Aw × hCOS × (Tw − TCOS) (3.30b)

The objective function is already completely defined according with the operating conditions of cooling.

3.3.2 Optimized variables and constraints

The variables to optimize correspond to the cooling gas injection velocity and temperature for the RBS

(vRBS and TRBS) and COS (vCOS and TCOS) and the cooling strategy (five variables). Cooling gas

injection velocities and temperatures are continuous variables along the corresponding domains while

the cooling strategy considers three discrete schemes (Scheme A, B, and C — see Figure 1.2).

The optimized continuous variables are constrained in a domain with lower and upper bounds:

• 250oC < TCOS < 450oC

• 5m/s < vCOS < 25m/s

• 80oC < TRBS < 450oC

• 5m/s < vRBS < 25m/s

The atmosphere inside COS is loaded with solvent and due to condensation problems for tempera-

tures below 250oC, that was considered the lower limit of cooling gas temperature (TCOS). The lower

limit of cooling gas temperature inside RBS is defined according with industrial constraints. The lower

limits of velocity were defined due to the Reynolds limits of the study conducted in Section 3.1.3 and the

maximum limits were defined according with industrial constraints.

The optimal solution is not exclusively constrained by the provided solution space (domain limits for

each optimized variable). The optimal solution is also constrained by a maximum temperature and a

maximum temperature gradient that must be below the corresponding critical values:

• Tmax,w < Tcritical

• ∆Tw < ∆Tcritical

The variables (Tmax,w and ∆Tw) are non-linear and depend only of the optimised variables according

with the 1D model developed.

3.3.3 Results

The optimization toolbox of MATLAB was used to solve the optimization formulation previously pre-

sented. The solver method used was the initial-point algorithm and a search with multiple initial points

(10) is used to dissipate the errors. The genetic algorithm resulted in a high computational effort due to

a non-linear constrained based on the model developed.
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The response to the user is defined and the results are listed in Table 3.10. The results show that

decreasing the critical temperature (first column), the demand for more cooling power increases (last

column). The increase of this value is not entirely linear. To high maximum temperatures between

800oC and 600oC, the cooling goes to the low limits of cooling inside RBS (maximum temperature and

lowest velocity). For higher critical temperatures (800oC to 600oC), the system makes use of the HX

inside COS. The strategy starts to fix the maximum temperature inside COS (TCOS) and increasing the

velocity (vCOS) to meet the requirement (800oC and 750oC). Afterwards, when the maximum velocity is

attained, the strategy dictates a reduction of the inlet temperature temperature (TCOS) as shown from

700oC to 600oC. The cooling scheme continues to register the maximum temperatures at the middle of

the window, region of interaction between opposite jets.

The maximum limits of cooling inside COS are achieved (TCOS equal to 250oC and vCOS equal to 25

m/s) when there is a need of a maximum temperature below 600oC. The system demands then cooling

power inside RBS. While the cooling power increased 6 kW to reduce the maximum temperature from

800oC to 600oC degrees, to reduce from 600oC to 550oC, the system demanded more 30.5 kW. The

flow which is removed of RBS is mixed with the burners output as can be observed by the Figure 3.26

and registers a high enthalpy when compared with the case inside COS.

The optimal response dictates a reduction of the injection temperature (TRBS) to the minimum pos-

sible and an adjustment on the velocity (vRBS) to meet the requirements.

The optimal solution dictates the optimal scheme as the scheme A when the maximum temperature

is very high at the middle of the plate. After a certain maximum temperature, the system dictates

that the optimal solution is obtained with scheme C. The change from Scheme A to C as the critical

temperature is decreased is observed since increasing the cooling power inside COS leads to maximum

temperatures on the opposite edge and not at the middle for scheme A. This effect is not registered in

cooling scheme C. The maximum temperatures keep at the middle of the window, region of interaction

between opposite jets.

There is an increase of the temperature gradient inside the window as the maximum temperature is

reduced until the cooling inside RBS starts to reduce the injection temperature and increase the velocity

(critical below 550oC). The gradient of temperature is reduced afterwards.

Scheme A predicts a lower temperature gradient for cases with high maximum temperature require-

ment. Completing a simulation similar to the table, with a maximum temperature equal to 750oC and a

gradient of temperature lower than 100oC, the system will dictate the optimal choice as the scheme A.

Scheme B (two sided cooling) does not become an optimal choice in any conditions due to the

stagnation region at the middle of the window on both regions, above and underneath which cause a

high maximum and high gradient of temperature.

For critical temperatures below 400oC, the system dictates that the operation is not feasible.
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Table 3.10: Window cooling optimization results.

Requirement Optimised variables Objective function

Tcritical ∆Tw TRBS [oC] vRBS [m/s] TCOS [oC] vCOS [m/s] Scheme Power [kW]

800 62 327 5.0 427 10.2 A 28.9

750 133 327 5.0 427 21.7 C 30.7

700 140 327 5.0 384 25.0 C 32.0

650 152 327 5.0 319 25.0 C 33.3

600 159 327 5.0 265 25.0 C 34.5

550 143 80 5.5 250 25.0 C 65.0

500 129 80 11.6 250 25.0 C 110.9

450 115 80 18.6 250 25.0 C 153.0

400 Not feasible

3.4 Chapter conclusions

The parametric studies and the optimization investigation on the window thermal performance provided

the following conclusions:

• The situation without cooling registers a very high temperature inside the glass window - 889oC.

The increase of the glass thickness leads to an logarithmic increase of the temperature inside the

window and windows with higher absorption coefficient absorb more energy and therefore register

higher temperatures inside. For the same burner power, burner’s radiative efficiency has a strong

impact on the temperature of the window due to the high temperatures of the burner surface and

coil temperature has a negligible effect due to the reduced temperature and emissivity;

• Cooling is a very influencing factor to reduce the window temperature, specially inside RBS. Cool-

ing inside RBS has a higher impact than cooling inside COS due to reduced injection temperature

and higher mass flow rate. The wall jet removes heat from the window, acting as a ”curtain”. The

burner’s output has negligible effect due to the reduced velocity ratio. The injection of a cold wall

jet with an angle brings negligible differences in terms of heat removed from the window for the

case studied.

• Different cooling strategies lead to different temperature profiles along the entire plate and demand

a local evaluation. The nominal case was evaluated and an alternated cooling scheme provides

a lower gradient of temperature, with the maximum temperature lower than the other schemes-

Tmax = 505oC.

• Cooling from one-side (scheme A) removes more heat from the window, leading to reduced aver-

age window temperature (Tw = 436.3oC). Alternated cooling scheme (scheme C) registers slight

higher temperatures - Tw = 446.5oC.
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• Cooling from two-sides (scheme B) leads to less heat removed to the window and higher gradient

of temperature due to the stagnation region at the middle of the plate.

• The optimization procedure leads to a direct response to the user of the optimal conditions of cool-

ing. The cooling power demand increases when there is a need of a lower maximum temperature.

• The optimization shows that the use of the HX inside COS is more relevant in energetic purposes

since there is no mixing with an hot fluid from the burner’s output.

• The choice of the best cooling scheme is not universal because it depends on project requirements.

Cooling from one side (scheme A) is more efficient than alternated cooling scheme (scheme C)

when the user does not demand lower window temperature. The minimum temperature gradient

is registered at high window temperatures.
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Chapter 4

3D numerical simulations of the

curing oven

This chapter is devoted to the modeling and simulation of the full curing furnace. The 1D model devel-

oped offers the optimal response to the user on the thermal control of the window but has limitations

and assumptions. The 1D model does not consider the enclosure walls of the curing furnace and the

model is based on assumptions which do not consider the interaction between different burner’s emitting

radiation surfaces. The model also does not simulate the flow field and heat transfer inside RBS and

COS coupled with the glass partition. The numerical simulations of the full curing furnace will study this

effects.

An initial section intends to describe the simulation details of the entire furnace (Section 4.1). The

following section is focused on the analysis of the window thermal performance (Section 4.2). The

energy balances are verified and analysed (Section 4.3). A comparison of the results with the 1D model

is performed (Section 4.4) and the conclusions drawn (Section 4.5).

4.1 Geometrical and modeling details

The curing furnace as already described in introduction is composed by two coupled modules (RBS and

COS). The RBS is composed by four sets (batteries) of burners. Each battery of burners is composed by

two rows of four individual burner units flanked by flue gas extraction slots. The four batteries of burners

are at the coil entrance side.

The gas inside COS is removed on bottom by an extraction port at middle (green arrow on bottom of

Figure 4.1). The outlet of the recirculation inside COS is at the end of the curing oven section - observed

by the green line in Figure 4.1.

The insulating walls around the oven components consist of a 200 mm thick insulation layer sand-

wiched between two austenitic and heat resistant steel sheets with 1 mm thick each.

The separation of the two sections (RBS and COS) is made by a window, which allows the radiative

exchange to solvent evaporation. For the zone which is not underneath the burners, there is a region
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which is not transparent and do not participates in radiation since it is opaque.

Figure 4.1: 3D model of the full curing furnace.

A commercial software (ANSYS Fluent) was used to discretize the physical domain and to solve the

set of 3D governing equations for mass, momentum, and energy conservation in steady-state form and

also the chemical species transport equation for O2, CO2, H2O, N2 and an effective solvent species

(see Section 2.1). Since the fluid has several species involved, the fluid was defined as a gas mixture.

The fluid mixture is modeled according to the mixture average formalism. The apparent molecular

and thermophysical properties for the effective solvent species were evaluated taking into account the

detailed composition of the solvent mixture. The properties related to species were defined according

with Fluent database, considering temperature dependence with Sutherland’s law. The ideal gas model

was considered for the evaluation of the fluid density. The k− ε turbulence model was applied to provide

closure for RANS equations. In addition, the radiative heat transfer exchanges in the full 3D domain

were taken into account. The radiative heat transfer contribution to the energy balance equations of gas

and solid regions was considered through the application of the DOM with an S6 angular discretisation.

The gas is considered as non-participant to radiative heat transfer due to the reduced mass fraction of

participant gases to radiation (CO2 and H2O) but the glass material that separates both oven regions

(RBS and COS) is considered as a participating medium – the glass material simultaneously absorbs

and emits radiation.

The 3D computational domain was discretized considering hexahedron cells. The choice of the

type of mesh was due to the model geometry following the three perpendicular directions as the axes.

The directions of the injected fluid streams are mainly aligned with the axes, therefore the option of

with hexahedron cells will decrease the numerical false diffusion and achieve an enhanced solution

accuracy. This discretization has a very important role, not only in terms of accuracy, but also, in terms

of computational effort to achievement of a convergent solution. The refinement and low-Re modeling

near the window was not possible due to the unaffordable computational cost. The numerical model

resulted in a mesh of 6.18 million cells in total.
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4.1.1 Operating and boundary conditions

The numerical simulations are conducted for a nominal operating condition of 600 kW with the three first

batteries of burners active. At the burner’s outlet section, temperature and velocity values are prescribed

for the flue gas stream (2 m/s at 1340 K – advective contribution – and a fixed temperature value

(1400oC) is applied on the corresponding surface area – radiative contribution. The surface temperature

was estimated since is not possible to impose a radiative flux. The molar composition of the flue gas

is equal to already defined in Section 3.1.3. Similar boundary conditions are considered for the cooling

gas injection sections. The injection of the flue gas in RBS was simulated with a temperature imposed

and a velocity associated (25 m/s at 80oC). A pressure-outlet boundary condition stating atmospheric

pressure conditions was applied at the flue gas extraction sections.

The nominal operating condition corresponds to a solvent evaporation of 30.3 L/h, with a metal strip

velocity equal to 0.5 m/s. The boundary conditions related to the solvent species evaporation were

prescribed as an uniform mass source along the metal strip inside the COS (7.5× 10−3 kg/s). The metal

strip temperature is prescribed with a linear increase inside the COS from 25oC to 250oC.

Inside the curing oven section, two sub-systems are present. The extraction system – which aims to

collect the solvent species evaporated – is at the bottom of the COS and it was defined with a specific

mass flow rate leaving the furnace (0.0928 kg/s). After solution converged, this value of mass flow rate

was verified and was in accordance with the target value. The other system is the recirculation system

that recirculates the flow inside the COS and cools the window from underneath. It was defined as a

recirculation boundary condition with an inlet temperature of 250oC (minimum) and a mass flow equal

to 0.0852 kg/s - which corresponds to a velocity inlet equal to 12.5 m/s.

The enclosure walls were defined as opaque surfaces with an emissivity equal to 0.8 – value con-

sistent with the material of the inner sheet. The walls were also considered as adiabatic due to the

constituent materials.

4.2 Glass thermal analysis

The glass is the focus of the analysis and different situations are analyzed in this section: without cooling

(Section 4.2.1) and with the remove of heat by cooling injection underneath and above (Sections 4.2.2

and 4.2.3, respectively).

4.2.1 Without cooling

The situation without any cooling system applied underneath and above the window is herein analyzed.

The incident radiation (irradiation) on the upper surface of the glass is presented in Figure 4.2(a). The

high values are at the center, below the first and second row of batteries as expected. The temperature

distribution shows very high temperatures underneath the active burners, see Figure 4.2(b). The aver-

age temperature of the window is 926oC and the distinction between the two distribution is due to the

convective heat exchange between gas and window.
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(a) (b)

Figure 4.2: 2D contour on top surface of the window for the situation without cooling for: (a) incident
radiation; and (b) temperature.

4.2.2 Cooling inside COS

This investigation is conducted with the system of cooling applied below the burner in an alternated

cooling scheme (cooling scheme C - black arrows in Figure 1.2(c)). The cooling is applied with a step

height 3 times higher than the jet height (15 and 5 mm, respectively). Figure 4.3 depicts the velocity

streamlines inside the COS for the transversal alternated recirculation flow. The flow pattern removes

heat from the window in a triangular shape due to the influence of the opposite flow, which results in a

temperature distribution as the one presented in Figure 4.4. The hotter regions are at the opposite side

of the injection and at the center, between the collision between those jets. This effect is in agreement

with previous results for the convection heat transfer coefficient (Figure 3.21).

Figure 4.3: Velocity streamlines for recirculation flow with cooling strategy C.
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Figure 4.4: Window temperature distribution for recirculation flow with cooling strategy C.

4.2.3 Cooling inside RBS

This section analyses the thermal performance of the window according with certain conditions of cool-

ing inside RBS (cooling scheme, cooling slot position and mass flow rate).

Effect of cooling scheme

A direct comparison between two different schemes of cooling inside RBS is performed. The numerical

simulations of this study have small differences when compared with the geometrical model presented

in Section 4.1. The numerical simulations also do not include the effects of cooling inside COS - un-

derneath the window. The two schemes considered on this comparison are the one-sided cooling and

the alternated (cooling scheme A and C - see red arrows in Figures 1.2(a) and (c)). The temperature

distributions inside the window for the two different cases are presented in Figures 4.5(a) and (b).

(a) (b)

Figure 4.5: Temperature contour for different cooling schemes inside RBS: (a) One-sided - Cooling
scheme A; and (b) Alternated - Cooling scheme C.

The wall jet does not face a step at the entrance and therefore the lower temperatures are observed

at the edge of the cooling slots. The hotter regions are observed on the opposite region, especially on

the region of the second battery of burner where the incident radiation is higher. The distribution of the

window temperature is different for the alternated cooling scheme. The hottest zones are registered

on the opposite side of the cooling jets and in the middle zones between them (see Figure 4.5(b)).
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Due to the tri-dimensionality, the opposite jets have an impact on each other, reducing the velocity, and

consequently, the heat removed from the window. This effect is increased by the distance between the

cooling inlets. Where a cooling inlet ends there is a distance until the start of the next cooling inlet on the

other side – see the blue dashed lines in Figure 4.5(b). The results show a negligible difference between

both cases in terms of average window temperature, which is in agreement with the the results of the

previous study (see Section 3.2.8).

Effect of cooling slot position

The alternated cooling (cooling scheme C) inside RBS varies the side of cooling injection. The relative

position between cooling inlets and the extraction system is here studied. Two numerical simulations

were performed in accordance with the numerical model described in Section 4.1. The only differences

between both simulations is the relative position of cooling injection. The first model has 7 cooling slots

along the burner’s output and the second simulation has 6 cooling slots which are perfect aligned with

burner’s output (see black and red dashed lines in Figure 4.6).

Figure 4.6 shows the temperature field inside RBS. The analysis of the environment is a very im-

portant step to understand the root causes of the differences regarding the thermal performance. For

the simulation without alignment, there is cooling flow going directly towards the exhaust system (blue

circle in Figure 4.6(a)). The non attachment of part of cooling is also verified for the case where the

cooling slots are aligned but the flow does not go direct to the extraction (blue circle in Figure 4.6(b)).

The average temperature inside the window is reduced 43oC by the alignment of cooling injections with

burner’s output (716oC to 673oC).

Figure 4.6: 2D contour plot in a longitudinal plane for two different situations: (a) without alignment; and
(b) with alignment.

Effect of mass flow rate

The following study focus on the impact of the mass flow rate of cooling inside RBS. The study is

performed with the furnace model which has the cooling gas injection sections not aligned with the
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batteries of burners. Figure 4.7 presents the longitudinal window temperature profile at middle plane for

different cooling gas injection velocities: 0 m/s (without cooling), 25 m/s, and 50 m/s.

Figure 4.7: Window longitudinal temperature profile for different cooling gas mass flow rates.

As expected, a higher cooling mass flow rate corresponds to lower window temperatures. The hot

regions keep the location on both cases (see red circles and peaks in Figure 4.7). The reduction of

temperature is less effective on the hot regions. The results indicate that the cooling has not the same

efficiency along the plate. Making a match with the cooling inlets (see the blue rectangles in Figure 4.7),

the hotter regions match the second and third cooling gas injection slots from one side and with the

zones underneath the extraction systems.

4.2.4 Combined cooling

The following study is performed with the systems of cooling applied inside RBS and COS.

Figure 4.8 shows the window temperature distribution for the current situation. The distribution of

temperatures is not uniform in any direction and there is a significant difference between cooler and

hotter zones. The injection direction of cooling gas applied above the window is in accordance with

the blue arrows. The zones which register the higher temperatures match the zones near the cooling

injection from only one side (bottom side of Figure 4.8).

Figures 4.9(a) and (b) show the streamlines with origin at the cooling gas injection section from

one side, demonstrating the behaviour of the cold wall jet flow. The cooling gas flow is attached to the

window until reaches the opposite wall, the stagnation point. The flow starts to grow on the opposite wall,

in y direction. The interaction with the flow coming from burners is only afterwards, near the extraction

port and burner’s output. The flow creates a spiral movement across the longitudinal distance, where it

follows the path to the extraction systems. The cooling applied faces a step at the injection which is 10

times higher than the jet height (10b = 50 mm).

Figures 4.10 (a) and (b) show streamlines with the corresponding velocity magnitude (left figures) and

temperature (right figures) at the transversal cross-sections x = 256 mm and x = 456 mm respectively.
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Figure 4.8: Window temperature distribution with combined cooling.

(a) (b)

Figure 4.9: Streamlines with origin at cooling; (a) Iso-view; and (b) XY view.

The planes are at a distance equal to 100 mm from the centre of the first battery of burners - see the

brown dashed lines in Figure 4.8.Figures 4.10(a) represent the cooling behaviour of Jet A — see the

location of Jet A in Figure 4.8. Jet A is identified by the highest velocities and the lowest temperatures.

The wall jet faces a step and then attach to the window, after the stagnation region. The movement on

the opposite wall and the spiral movement due to the interaction with the burner is possible to identify

as well. For Jet B (see its location in Figure 4.8), Figure 4.10(b) should show a symmetric behaviour

as Jet A, but that is not observed. Jet B (blue arrows) does not attach to the wall. This effect results in

the temperature distribution observed, with the hot regions on this zone. The flow does not achieve the

burners’ output in a same way as Jet A and therefore the spiral created is very reduced compared with

the one created from Jet A. The longitudinal movement of the spiral is proved by the spirals from Jet A

appearing in the other plane and vice-versa.

The analysis of the cooling flow inside RBS show ineffectiveness from part of cooling. The root

cause for that effect is the high step height, which is 3 times higher than the cooling inside COS and

10 times higher than the jet height. The high step height causes the non-attachment to the window.

The inefficiency is also evident due to the dominant side created by the wall associated to the three-

dimensionality. This means, that jet A has a wall next to the injection which forces the cooling on x
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direction, making it harder the attachment by jet B. This effect explains the remaining flow pattern inside

RBS.

The adiabatic walls have a radiative gain that results in a loss by convection to the fluid. The walls

are at very high temperature and therefore the surrounding fluid registers higher temperatures as can

be observed by the temperature contours.

Figure 4.10: Streamlines of velocity (left) and temperature (right) at two different transversal cross-
sections: (a) x=256 mm; and (b) x=456 mm.

4.3 Energy balances

The nominal operating condition corresponds to a total power output of 600 kW. The radiative flux is

not imposed and the value computed is around 181.60 kW, which is in agreement with the radiative

efficiency equal to 0.3. The radiative flux from burners’ output is not entirely directed towards the COS.

The walls inside RBS have a radiative gain corresponding to 35.9 kW (19.74%) and the window absorbs

23.4 kW (12.86%). The inlet (cooling) and outlet (exhaust) sections have a radiative gain corresponding

to 5.7 kW (3.14%). The remaining part of the radiative flux is transferred to the COS and absorbed by

the coil. The coils absorbs 103.6 kW (57%) of radiative energy which complies with the requirements to

drive the coating process.

The fluid mixture circulating inside the RBS is exchanging energy inside the system. An energy
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balance to the fluid is performed in order to understand the enthalpy of the fluid which is extracted.

Other advantage is guaranteeing the reliability of the simulation by matching and respecting the energy

balance. The energy associated to the fluid entering and leaving was computed based on the mass flow

and specific enthalpy of each computational cell (46.9 kW). This gain of energy should match with the

heat exchange from the walls (35.9 kW) and window (11.5 kW) to the fluid, as it does.

4.3.1 Relevance of wall heat losses

The importance of wall heat losses through the furnace walls is investigated considering the wall insula-

tion material and thickness. The investigation compares the overall performance for different thicknesses

with the adiabatic case. An overall heat transfer coefficient was calculated and then implemented in the

simulation. The overall heat transfer coefficient (Uwall) was calculated assuming one-dimensional con-

duction in cartesian coordinates with the geometrical parameters and thermophysical properties of the

composite oven wall (2 steel plates of 1 mm and insulation material with thermal conductivity equal to

0.184 W/mK) and considering the external (surrounding) environment with a convection heat transfer

coefficient (hext) equal to 20 W/m2K (natural convection range):

Uwall =
1

1
hext

+ 2× 1mm
kplate

+ t
kinsul

(4.1)

This strategy represents a negligible computational cost to incorporate the wall heat losses since the

addition of cells inside the wall is not required. Different cases were studied according to the thickness

of the insulation material (t). The results are provided in Table 4.1.

The difference by considering the thickness of the insulation material leads to losses through them.

The heat losses reduce in a proportional way with the increase of the thickness. The losses correspond

to 1% of the total power input from the burners for the more realistic situation – t= 200 mm. The major

heat loss contribution is due to the walls of RBS (4.3 kW) since these walls are at higher temperatures

compared to the walls of COS. This heat loss on the system also leads to a reduced temperature of the

walls. The temperature difference is not significant since the losses are reduced. The effect on RBS

environment is neglectable as the variation of the average temperature inside shows. The insulation

material considered for the walls leads to reduced losses to the environment (1% for the realistic case)

and therefore the system is almost adiabatic.

Table 4.1: Effect of furnace insulation wall thickness (mineral wall) on the furnace heat losses, furnace
walls, and RBS (average fluid).

Insulation thickness, t [mm] Losses [kW] Walls Temperature [K] RBS Temperature [K]

100 13.3 980 840

200 7.0 984 840

400 3.7 1002 840

∞ (Adiabatic) 0.0 1004 840
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4.4 Comparison between the 3D furnace and 1D window model

results

The analysis of the full furnace allows a comparison with the results obtained with the 1D model devel-

oped. Table 4.2 presents the average window temperature for different situations. The average values

for the 3D numerical simulations were obtained for part of the window that is underneath the three active

row of burners.

Table 4.2: Comparison of average window temperature between 3D models and 1D model.
Model No cooling COS RBS Combined

3D - Avg window temperature, Tw [oC] 926 830 732 683

1D - Avg window temperature, Tw [oC] 889 758 502 446

The results show similar values for the situation without cooling, with a difference of only 30oC.

The numerical simulations for the cases with cooling register higher differences. The simulations with

cooling inside RBS demonstrate a higher difference due to the already observed cooling inefficiency in

3D simulations. The step height for the 3D numerical simulations is higher than the one used for the

development of the 1D model (50 and 15 mm for three- and one-dimensional, respectively). The same

effect of combined cooling is verified for both models, a reduction of around 50oC when compared with

the cooling applied only in RBS. The value of radiative energy absorbed by the window for the combined

cooling is also similar (15/17.8 kW/m2 for 3D/1D model, respectively).

The extraction of the fluid mixture inside RBS is also evaluated in the 1D model developed, according

with the energy balance (see Section 3.3.1).

For the operating conditions under consideration (combined cooling), the extracted gas temperature

predicted by the 1D model and the 3D model is approximately equal to 698oC and 803oC, respectively.

The higher 3D model exhaust temperature is explained by the role of furnace walls: furnace walls are

neglected in the 1D model but not in the 3D model. Furnace walls are responsible for transferring a net

radiative power to the surrounding fluid by convection heat transfer. This combination of heat transfer

mechanisms at the furnace walls in the 3D model leads to an increase of the gas temperature at the

exhaust section of the RBS.

4.5 Chapter conclusions

The numerical simulations of the full curing furnace identified a high window temperature for the situation

without cooling (Tw = 929oC). The system is studied with a cooling system above and underneath the

glass window.

The cooling inside COS is in agreement with previous results for the convection heat transfer coef-

ficient (Figure 3.21). The results of an analysis with cooling inside RBS show a negligible difference

between different cooling schemes (A and C), which is in agreement with the the results of the previous

chapter (see Section 3.2.8). The alignment of cooling scheme C inside RBS between burner’s output
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and cooling slot will lead to a reduced average window temperature. The analysis of the flow field inside

RBS show that part of the wall jet does not attach in a correct way to the window due to the high step

at the entrance (h = 10b). Cooling inside COS (underneath the window) has a lower effect than cooling

inside RBS (above the window) as already proved in previous chapter.

The energy balances are verified and the radiative flux which reaches the coil is the necessary to

drive the thermochemical process. The system can also be considered as adiabatic due to the wall

constituent materials. However, the radiative gain of the walls match a convection loss to the fluid. This

effect is not negligible and is not considered in the 1D model, justifying the differences observed between

1D and 3D model.
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Chapter 5

Conclusions

The present work analyzes the processes inherent to curing furnace by IR radiative energy exchange,

specifically, the thermal control of the window glass to guarantee the safety of the operation. The con-

figuration of the system considered uses a glass plate partition inside the oven and registers high tem-

peratures due its absorption of radiation. Window cooling in form of cold wall jets allows to remove heat

from the medium.

Different turbulence models in wall jets were investigated numerically to perform a validation study

of the numerical error associated to simulation of wall jets. Due to construction constraints, the cold

wall jets face a backward step at the entrance and the numerical studies demonstrated that after the

attachment almost at the edge of the plate, the flow behaves as a typical wall jet.

A 1D model of the window with discrete ordinates method was developed to predict and analyse the

thermal behaviour of the glass. An increase of the thickness will result in a logarithmic increase of the

absorption and consequently, window temperature.

Numerical simulations were performed to obtain the heat transfer correlations associated to the wall

jet cooling for the specific cases studied. This information is integrated in the 1D model developed to an

extensive analysis. The cooling system demonstrated a high impact on the reduction of the tempera-

ture. Cooling inside COS (underneath the glass) has a lower effect than cooling inside RBS (above the

window) for the nominal operating condition. The effect is a result of the reduced mass flow rate and

high cooling gas temperature defined at the injection of COS. The burner’s output has a negligible effect

on cooling inside RBS due to the reduced velocity ratio and the injection of a cold wall jet with a certain

angle brings negligible differences.

Three different cooling strategies are analysed and compared. The 1D model developed is used

not just in an average evaluation but in local regions to provide the temperature gradient. Cooling from

two-sides leads to less heat removed from the window and higher gradient of temperature due to the

stagnation region at the middle of the plate. There is no significant difference on the total heat removed

from the window by considering cooling from one-side or in alternated scheme.

The optimization procedure leads to the optimal cooling conditions (minimum cooling power) for

certain safety requirements (maximum window temperature and gradient of temperature). The demand
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of cooling power increases when there is a need of a lower maximum temperature.

The numerical simulations of the full curing furnace demonstrated similar conclusions and results

obtained with the 1D model developed. The results also identified the high window temperature for

the situation without cooling (929oC). The results of an analysis with cooling inside RBS show a neg-

ligible difference between different cooling schemes (one-sided or alternated). The energy balances

were verified and the system can be considered as adiabatic due to the wall constituent materials and

dimensions. However, the radiative gain of the walls matches with a convection heat loss to the fluid.

This effect is not negligible and is not considered in the 1D model, justifying the differences observed

between the 1D and 3D models.

5.1 Achievements

A thermal control of the window is achieved by an extensive study during this work. The main conclusions

from the work are then:

• k−ω SST and SA turbulence models with low-Re modeling have higher accuracy on the prediction

of thermal and flow field in non-isothermal wall jets.

• The results and conclusions obtained with the 1D model developed were similar to the results of

full 3D numerical simulations. The models predict high window temperatures for the case without

cooling (889oC) and an high impact of cooling by wall jets.

• The optimization shows that the additional cooling on the lower section is a relevant contribution for

energetic purposes and that there is not a universal best choice for the scheme of cooling because

that depends on the safety requirements - an alternated cooling scheme is a more efficient choice

but presents higher thermal gradients than cooling from one-side.

5.2 Future work

Further work can be developed considering unsteady effects and thermal stresses to the glass. In

addition, round jets (different diameters and spacing [67]) instead of a continuous slot can be studied.

Pulse jets (amplitude and frequency) can also be investigated. The effects of the lateral walls on the 1D

window model will result in an increase of the complexity of the model but can result on an increase of

the model accuracy.
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