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Abstract—Deep Learning is one of the fastest growing technologies of the last five years, which has lead to its introduction to a wide array of industries. From translation to image recognition, Deep Learning is being used as a one-size-fits all solution for a broad spectrum of problems. This technology has one crucial issue: although its performance surpasses all previously existing techniques, the internal mechanisms of Neural Networks are a black-box. In other words, despite the fact that we can train the networks and observe their behaviour, we can't understand the reasoning behind their decisions or control how they will behave when faced with new data. While this is not a problem in some fields where these networks are being applied to domains where mistakes can be afforded, the consequences can be catastrophic when applied to high-risk domains such as healthcare, finance or others. In this thesis we explore a generic method for creating explanations for the decisions of any neural network. We utilize backpropagation, an internal algorithm common across all Neural Network architectures, to understand the correlation between the input to a network and the network's output. We experiment with our method in both the healthcare and industrial robotics domains. Using our methodology, we can accurately attribute decisions to a specific cause. This provides a generic method for Neural Network interpretability as remained an afterthought to performance. On the other hand, in areas like medicine, where a wrong choice might prove deadly, it is of utmost importance to understand why the network has made a decision.

To illustrate the importance of interpretability, Caruana et al. [4] detail a model trained to predict probability of death from pneumonia. This model learned to assign less risk to pneumonia patients if they had asthma. Patients with asthma, when arriving at the hospital, received more aggressive treatment due to their condition. As a result, the model concluded that asthma was predictive of lower risk of death. If this model were to be deployed to aid in triage, these patients would receive less aggressive treatment. Acting in blind faith could have catastrophic consequences. So, how can doctors act upon predictions without knowing the reasoning behind the result?

In light of these facts, model interpretability has become of paramount importance for widespread adoption in high-risk areas. For the purpose of this work, we will consider interpretability as a source of trust. And trust, which we define as human confidence on the reasons behind the network's prediction. This confidence relies on an observable causality between inputs to the network and its outputs. As such, we can say that an interpretation of a decision would be an explanation of how the input values were at the genesis of that decision.

In this work, we propose a variation of backpropagation based techniques to interpret any deep neural network. By calculating the gradients at decision time we can create a causal relationship between input features and the network’s output. With it, we can accurately attribute decisions to a specific cause or causes. This provides a generic method for Neural Network Intrepretability.

The rest of this work details previous work, our approach, our methodology, results and an explanation of DeepDIVE our open-source implementation of the methods proposed in the body of this work. But first, as an attempt to introduce unfamiliar readers to the core concepts behind this work we make...
an endeavor to explain Neural Networks and backpropagation as plainly as possible.

II. RELATED WORK

A. Interpretability

Due to the enormous growth in its usage, Machine Learning has naturally started seeping into critical areas. When tackling these kinds of issues, the fact that humans are incapable of understanding advanced models in machine learning takes a whole other dimension [5]. Machine Learning model Interpretability came into the spotlight as a way to solve this problem. The reasoning is that, if we can accurately pinpoint how the model is making a decision, we can take actionable steps to correct its behaviour. Despite this, not many people have tried defining what Interpretability is. Counter-intuitively papers often make allegations about the interpretability of numerous models.

In the research community, researchers have taken the stance of adopting a definition for interpretability that makes intuitive sense to them. This has the unwanted effect of the definition for interpretability changing considerably from paper to paper. The study by Lipton [6] compiled a list of the different descriptions of interpretability found throughout the spectrum of machine learning literature. Some researchers attempt to describe interpretability as ”simulatability”, whether a person can contemplate the entire model at once. Or in other words, whether one can examine the entirety of the model and understand what it is doing and how. This notion is also adopted by Ribeiro et al. which suggests that an interpretable model is one that ”can be readily presented to the user with visual or textual artifacts” [7]. Other authors suggest different traits to judge interpretability such as decomposability or algorithmic transparency.

By none of these metrics are neural networks considered interpretable. But it can also be argued that the different metrics have different goals or properties that they strive for. Not all models that are typically considered interpretable would fit even two of those metrics. We believe that this is because there can be no discussion about interpretability without considering, not only what makes a model interpretable, but what it is we are striving for with interpretability.

Luckily, Lipton [6], when compiling the different metrics used to classify an interpretable model, also studied and collected the different properties interpretability research strives for. These properties are: Trust, Casualty, Transferability, Informativeness and Fair Decision-Making. In our work we will mainly focus on interpretability as a source of trust and information.

B. Interpretable Models as Explanations

When considering ways to provide explanations for the behaviour of deep neural networks, one of the most common approaches is a delegation of responsibility. Instead of looking at the model’s internal mechanisms for an explanation, the task of explaining the model’s behaviour is outsourced to an external, simpler and interpretable model.

Ribeiro et al. propose an approach capable of explaining any model, including neural networks, by treating the model as a black-box. They suggest that two things are essential for an explanation of a machine learning model: The explanation must be readable by a human and it needs to be locally faithful [7]. They claim that it is often impossible for an explanation to be entirely faithful unless it is the complete description of the model itself. As such, they argue that explanations don’t need to represent the entirety of the model’s behaviour. They only need to be locally faithful, or in other words, accurately describe the behaviour for that particular decision.

Taking this into account, the authors developed a framework by the name Locally Interpretable Model-Agnostic Explanations (LIME). Its goal is to use an interpretable model to provide an interpretable representation locally faithful to a prediction of another classifier. An example is provided in figure 1

![Fig. 1: An example for LIME. The black-box model’s decision function $f$ is represented by the pink/blue background. A linear model is used to create a local explanation. The bold red plus sign is the instance being explained. LIME samples instances by perturbation (red plus signs and blue circles), gets predictions using $f$ and weights them by proximity to the original instance. The dashed line is the learned explanation, it is locally (but not globally) faithful. Image sourced from [7].](image)
to a soft decision tree, on the other hand, is also a far from ideal solution. While it is easy to generate an explanation, we only have to follow the path with the greatest probability from the root to the leaf. It does not explain neural networks directly, only by proxy through another model. There is no guarantee that this other model will learn the same distribution as the original network. Furthermore, these explanations can prove hard to interpret depending on the format of the data. It is easy to think of complex examples where these explanations would quickly become too bothersome and complicated to interpret. Moreover, since the decision trees can only attain a performance significantly lower than the networks, we must sacrifice performance of the model for an explanation.

C. Inner Model Visualizations

Another type of approach to deciphering neural networks, in contrast to the ones in the previous section, are based on using the inner mechanisms of the model to get information on how they are making the prediction. It should be noted however, that before the recent rise in popularity of Deep Learning, there had already been some attempts to interpret the networks’ inner workings [11], [12].

In 2009, Erhan et al. discovered that, counter-intuitively, it is possible (and simple) to interpret deep architectures at the unit level [13]. Before his work, the only qualitative method to compare and explore features representations by deep networks was by examining the “filters” learned by the network [14], [15]. That is, the linear weights in the input-to-first layer weight matrix represented in input space. Erhan et al.’s work was the first to develop methodologies to visualize representations of arbitrary layers of a deep architecture, in this case, Deep Belief Networks [16]. They discovered a curious phenomenon: the responses of the internal units to images, as a function in image space, are unimodal. Knowing this, by finding the dominant mode, we can create a good characterization of how the unit is processing the information. With recent works such as Olah et al. [17] pushing this medium forward, trying to combine both visualization and attribution to create rich interface for humans, the gap between feature visualization and feature attribution is closing. It is however, still too wide to be considered an effective solution to our problem.

Meanwhile on the other side of this gap, more or less simultaneously to Erhan et al’s work, Baehrens et al proposed a novel approach for interpreting Bayesian classifiers [18]. Their goal was similar to our own, to peek into the black-box of modern classifiers and provide an answer to why a certain decision was made by the classifier. Their approach uses the fact that the bayesian classifiers are optimized using numerical algorithms such as gradient descent. With that in mind, they use class probability gradients in order to create local explanations of the classifier. This creates a vector that “points” away from the chosen class, in essence, providing a weighted vector of the features which influenced the classifier’s decision. This can easily convey the relevant features for a single prediction, both the ones that contributed positively and negatively to the final class.

This type of approach made its way into neural network research when Simonyan et al. [19] based on Erhan et al.’s and Baehren et al.’s works, proposed using the gradient of the output with regards to pixels of an input image to create a saliency map (Figure 2) as a way to interpret deep convolutional neural networks [20]. It mixed the ideas from previous works [13], [18], gradients as explanations and creating explanations using input space. The authors propose that the gradient of the output class with regards to the pixels of the input image can create a weighted vector of contributions from the input pixels, or how much each pixel of the input image contributed to the final classification. At the time when this was proposed, the most common approach to interpreting convolutional networks was a specific network architecture called DeconvNet [21]. This approach required training an additional network with a specific architecture on top of an existing convolutional neural network. It was unpractical as it required training a specific network on top of an existing network in order to interpret the latter.

![Fig. 2: The maps were extracted using a single backpropagation pass through a classification ConvNet. These maps represent the top predicted class in ILSVRC-2013 test images. Image sourced from Simonyan et al. [19]](image)

Since the introduction of this method, several other authors have proposed different gradient based methodologies. Springenberg et al. unsatisfied with the different ways default gradients and DeconvNets treated ReLUs, suggested further homogenizing both approaches and proposed guided backpropagation [22].

Other approaches to solving this problem include Layerwise Relevance Propagation (LRP) [23], an approach for calculating importance scores in a layer-by-layer approximation of backpropagation. This method was later demonstrated to be equivalent within a scaling factor to an elementwise product between the saliency maps of Simonyan et al. and the input [24], [25]. Sundarman et al. suggested that instead of computing the gradients only with the current value of the input, we could integrate the gradients as inputs are scaled up from a certain starting value [26]. Nonetheless recent works have shown that this approach can still provide highly misleading results [27].

III. BACKPROPAGATING FEATURE IMPORTANCE

When we began working on the issue of unwrapping the black-box that are modern deep neural networks, we had a clear goal: to be able to provide instance-based explanations. A feed-forward artificial Neural Network is organized in layers with each layer performing different transformations on its inputs. The goal of these networks is to approximate a certain function $f^*$. Each of its layers can be seen as a function and a network can be seen as a chain of functions. Backpropagation is used to
calculate the gradient of the loss function w.r.t weights of the connection between the layers of the network. This is employed by the gradient descent optimization algorithm to adjust the weight of neurons with the previously calculated gradient of the loss function. Assuming \( x \) as a vector of inputs and \( \theta \) as the parameters of the network, the gradient at time \( t \) can be calculated as:

\[
\nabla = \frac{\partial \text{Loss}(x, \theta^t)}{\partial \theta}
\]

Although this is commonly used as a way to train a network such that it can learn appropriate internal representations that allow it to approximate \( f^* \), we propose generalizing the method by Simonyan et al. [19] to be used in a wider spectrum of networks. His original proposal and most other subsequent works [22], [25], [26], [28], apply this methodology solely to image classification networks with convolutional layers. With this work we intend to explore a generalization of this approach that can be applied to any network architecture.

Specifically, consider a system that classifies some input into a class from a set \( C \). Given an input \( x \), many networks will compute a class activation function \( S_c \) for each class \( c \in C \). The final result will be determined by which class has the highest score.

\[
\text{class}(x) = \arg\max_{c \in C} S_c(x)
\]

We define an explanation vector of a data point \( x_0 \) as the gradient of the output w.r.t the input, \( x \), at \( x = x_0 \). With that, we estimate a weighted vector of feature importances. If \( S_c \) is piecewise differentiable w.r.t \( x \), for all classes \( c \) and over the entire input space, one can construct a feature importance vector \( I_c(x) \) by computing:

\[
I_c(x_0) = \left. \frac{\partial S_c(x)}{\partial x} \right|_{x = x_0}
\]  

(1)

This explanation vector is a local \( n \)-dimensional representation of the behaviour surrounding the decision point on the surface of the function learned by the network. By having a representation of the behaviour around that point of the manifold we can measure the sensitivity to change of the function value with respect to changes in its arguments.

In a more intuitive manner, \( I_c \) represents how much difference a change in each feature of \( x \) would cause in the classification score of class \( c \). Thus, entries in \( I_c \) with large absolute values highlight features that will influence the label of \( x_0 \). On the other hand, the sign of the individual entries expresses whether the prediction would increase or decrease when the corresponding feature is increased locally.

This can also be motivated with a simple example. Consider a linear model for the class \( c \):

\[
S_c(x) = w_c^T x + b_c
\]

assuming \( x \) is represented in a vectorised form, and \( w_c \) and \( b_c \) are respectively the weight vector and the bias of the model. In this case, we can easily see that the magnitude and sign of the elements of \( w \) will define the importance of the corresponding features of \( x \) for the class \( c \). In the case of deep Neural Networks, the class score \( S_c(x) \) is a highly non-linear function of \( x \). Because of this, it is extremely hard to apply this reasoning. However, given an input \( x_0 \), we can approximate \( S_c(x) \) with a linear function in the neighbourhood of \( x_0 \) by computing the first order Taylor expansion.

\[
S_c'(x) \approx d^T + b
\]

where \( d \) is the derivative of \( S_c \) w.r.t the input \( x \) at the point \( x_0 \), as defined in 1. By definition, the gradient of a function \( f(x) \) is the linear approximation of that function around \( x \). This linear approximation can also be thought of as a Taylor series approximation with a Taylor polynomial of degree 1. As such, the gradient can be seen as an approximation of the linearization of the function and, in essence, of feature attribution.

Fig. 3: Explanation of individual classifications of a simple Neural Network trained on a toy problem. On the top we have the dataset and the learned decision curve, left and right respectively. On the bottom, the visualization of the local explanation for points equally spaced throughout the dataset. On the left, the real values of the importance of each feature and on the right a normalized version.

On the top left corner of Figure 3 we can see the training data for the simple classification task. On the top right is the model learned using a simple network which outputs the probability of the point belonging to the yellow points. On the bottom left corner we can see the probability gradient (background) together with local explanation vectors generated by calculating the gradient of the output w.r.t the input. We can see that along the borders of the triangle the explanations point overwhelmingly towards the triangle class. Furthermore it is noticeable that along the hypotenuse and at the corners of the triangle both features are considered important for the explanation while along the edges the importance is dominated by one of the two features. In the bottom right we can see the normalized explanation vectors, this gives us a good representation of the direction of explanations without considering their magnitude.

Since we use local gradients of the trained model as explanatory vectors, they will always follow the model and its assumptions, providing a perfectly faithful explanation. On
the other hand, by capturing the gradient of the model we can experiment and measure the influence of changes in any direction, including weighted combinations of variables.

Overall, we believe that our approach is one of the most reliable and efficient ways of interpreting deep Neural Networks. By using backpropagation to explain the behaviour of the net we not only manage to do it in a single backwards pass, which is very efficient, but we also provide explanations that are completely faithful to the model’s behaviour.

IV. EXPERIMENTS AND RESULTS

In order to test the viability of our approach, we need to test it’s performance in real networks. However, there are some problems with the current state of interpretability research. Contrary to other popular areas in machine learning, such as natural language or computer vision, there are no standardized tests for interpretability. Each new paper or approach that is suggested defines new evaluation metrics and experiments. This creates a fragmented research landscape as approaches are evaluated in different ways, allowing authors to choose the light than want to show them in. We try our best to follow best practices and experiments laid out by other recognized authors in the field [17], [27], [28].

A. Medical Domain

1) Context: Machine learning applied to healthcare is booming, every year several new approaches are suggested to solve pattern-detecting problems such as detecting pneumonia or tuberculosis in X-rays [29], [30] and new surveys analyse the impact this technology might have in the way healthcare works. But although some of these systems already achieve state-of-the-art results and have much better performance than human experts, adoption has been slow [31]. Interpretable, or lack thereof, has been one of the main reasons for the reluctant adoption of Deep learning in healthcare. As with anything related to Human health and security, there is an enormous amount of uneasiness in letting a system we do not fully comprehend make decisions that will directly influence our health. Furthermore, it is easy to imagine examples such as the one by Caruana et al. [4] where seemingly high performing models are making a mistake and invalidating their own results. In healthcare, this cannot happen.

With this in mind, we set out to find a dataset we could use that would be representative of the real world circumstances of a machine learning problem in the medical domain. Luckily, concurrently to our work, another student from our home institution (Instituto Superior Técnico) was pursuing a thesis in this field [32]. Their work was based on a set of medical questionnaires from the biggest pediatric hospital in Portugal, Hospital D. Estefnia. These were filled by doctors when a patient arrived at the hospital and used as a sort of triage/diagnosis mechanism. Protocol stated that doctors should only intern children with very high risks in one of the areas. Taking that into account our colleagues reduced the dataset to two classes: very-high risk and not-very-high risk. Or in other words, whether a patient should be interned or not. Doing this, they managed to diminish the amount of possible outcomes of the classifier to 16 from 256 ($2^4$ vs $4^4$).

2) Data Analysis: The data provided to us was retrieved from paper forms. The ones we had access to were archived cases from recent years, as such, our colleagues could only retrieve 322 datapoints. The main problem with such a low amount of data, is that because of the low amount of samples, if split randomly, the distributions in the train and test set end up being significantly different. This proved to be a really challenging problem to apply Deep Learning to, has it typically requires large amounts of data to learn the statistical relationships present in the data.

These forms were filled by doctors when a patient arrived at the hospital and used as a sort of triage/diagnosis mechanism to access a patient’s risk level. On a patient’s arrival, doctors ask the patient several questions regarding their behaviour. These questions are split into four different segments, each regarding a certain type of behaviour. Then, by solving the form, the doctors would rate the risk level of the child in four different areas: Suicide, Auto-Aggressiveness, Hetero-Aggressiveness and the risk of the child running away. It should be noted that although the forms had pre-determined rules on how to diagnose a patients according to their answers, doctors often followed their own heuristics. As such, what we are trying to do here is not so much learning the rules of the forms but heuristics developed by the doctors’ years of experience.

Our goal with this dataset was to train a classifier that could, by receiving the answers to the questions in the forms, correctly attribute levels of risk to a new patient. What our colleagues did was train a different decision tree for each risk area. However, neural networks are able to learn and represent much more complex relationships present in the data. As such, we felt that it would be much more interesting to try to model the relationships between the different risk areas. This way, we can verify if questions in some areas areas influence the assessment of the doctors when classifying other, different, areas. Lastly, one of the other simplifications our colleagues did was based on the protocol of the hospital. Protocol stated that doctors should only intern children with very high risks in one of the areas. Taking that into account our colleagues reduced the dataset to two classes: very-high risk and not-very-high risk. Or in other words, whether a patient should be interned or not. Doing this, they managed to diminish the amount of possible outcomes of the classifier to 16 from 256 ($2^4$ vs $4^4$).

![Data Distribution of Medical Questionnaires](image)

Fig. 4: Data for this problem was extremely skewed, with the least imbalanced class (Risk of Suicide) having close to 5:1 ratio and the most imbalanced class having around 10:1 ratio between Not Very High and Very High risk.

This change brought with it another problem, besides having a low amount of data, the data was also heavily skewed in favor
of non-high risk patients. The ratio was about 39:5 in high risk to non-high risk data points, this can be easily visualized in Figure 4.

A common solution to these kinds of situations is to re-balance the dataset and the previous work of our colleagues had done just that. They used the SMOTE (Synthetic Minority Over-Sampling) algorithm [33]. However, they did this individually for each of the different risk factors. This makes it so that they had a different dataset for training each of their trees. We, on the other hand, intended to train a single network for the entire dataset. As such, since we could not use their exact datasets and SMOTE does not possess a clear multiclass implementation we experimented with random over sampling but it did not yield the results we had hoped for. In the end, we had to settle for using the original dataset without any major modifications.

3) Network Architectures: This being a straightforward classification problem we argue that a simple feed-forward network is the most appropriate approach. Our suggested architecture was nicknamed ReLUgNET. It is composed of four linear layers with ReLU activations on the first three and ending with a sigmoid in order to squash the output neurons into values between 0 and 1. This makes it so that each of the final four neurons will give us a binary result for each risk area (Suicide, Auto-Aggressiveness, Hetero-Aggressiveness and the risk of running away). Furthermore, in order to help with regularization and prevent overfitting we used Dropout on all layers except for the input and output [34]. This technique consists in randomly "dropping" (zeroing) some of the neurons of the layer and it is used to prevent complex co-adaptation of neurons.

4) Results: Overall, the results achieved by our solution were quite good. The results can easily be visualized in table I. It should be noted however, that directly comparing the results is a bit misleading. As the form is divided into several different blocks of questions, each block measuring one kind of risk, the feature space of these trees is quite small. By training one tree for each risk they only use the questions from the corresponding block and, since they generated synthetic points for each of the risks they reinforce certain patterns that might not be accurate when taking into account the complete data.

Although our results are slightly lower than the ones achieved by our colleagues, we believe this is an extremely good result. In training the decision trees, around 650 data points were used for each model. This means that they had twice our data for each of their 4 different problems. In the end this adds up to about 8 times more total data than the original dataset. We used half their data in order to learn one single model that could solve the 4 problems at once with a score within approximately 0.4% of theirs. We believe it is a testament to Neural Network’s generalization capabilities that using regularization techniques like dropout our we managed to equalize the performance of the Decision Trees using much less data.

One of the reasons our colleagues chose decision trees as the classifier to use in this problem was their ability to provide instance-specific explanations to the Doctors. With it they could provide an easy explanation for a Human with domain specific knowledge to evaluate.

As we mentioned before, it is extremely hard to measure interpretability. One thing we could have done is to experiment with the technique from Frosst et al. [8] and train our own decision tree based on the knowledge of our network.

In this case, we devised a completely different test for the explanations of our model. Since our explanations are supposed to give us a weighted vector of feature importance, we can judge the truth of an explanation by perturbing samples according to the importance of each feature. Our goal was to perturb the second most important feature in each sample, and, if the classification changed, check if changing the most important feature would also change the classification. As such, we moved all the second most important features in 100 randomly sampled datapoints. The results were astoundingly positive. In 100% of the cases where the second feature changed the predicted classification, the most important one also did. Thus, all proof indicates that, our explanations are indeed faithful to the local behaviour of the model.

Secondly, in order to test the impact the rest of the features provided by the local explanations produced by our approach we devised another simple test. Using the weighted vector of feature importances we perturb the x most important features for that classification decision. After altering these features we re-classify the data point and verify if the classification output is still the same. We took 100 random samples of the dataset (with a different random seed than the previous experiment) and calculated their explanation vectors. The results can be seen in table II. It is extremely interesting to notice that as we increase the number of features that we alter we start seeing diminishing returns. This makes sense as datapoints that are close to the decision boundary are easy to change but as we get further and further away, more and more features need to be changed. With a 25-dimensional input space it is very interesting that we can change almost half of the classifications of some risk areas with as little as two feature changes. On the other hand, risk areas like Running Away are clearly dependant on a lot more features, thus, they require perturbing a lot more features for their classification to change. It is also interesting that the two risk areas with the highest accuracy are the hardest ones to change. This suggests that the network is capturing

<table>
<thead>
<tr>
<th></th>
<th>Decision Trees</th>
<th>ReLUgNET</th>
</tr>
</thead>
<tbody>
<tr>
<td>Suicide</td>
<td>0.9</td>
<td>0.91</td>
</tr>
<tr>
<td>Precision</td>
<td>0.9</td>
<td>0.69</td>
</tr>
<tr>
<td>Recall</td>
<td>-</td>
<td>0.82</td>
</tr>
<tr>
<td>Heteroaggression</td>
<td>0.91</td>
<td>0.92</td>
</tr>
<tr>
<td>Precision</td>
<td>0.91</td>
<td>0.66</td>
</tr>
<tr>
<td>Recall</td>
<td>-</td>
<td>0.75</td>
</tr>
<tr>
<td>Autoaggression</td>
<td>0.97</td>
<td>0.95</td>
</tr>
<tr>
<td>Precision</td>
<td>0.97</td>
<td>0.87</td>
</tr>
<tr>
<td>Recall</td>
<td>-</td>
<td>0.77</td>
</tr>
<tr>
<td>Running Away</td>
<td>0.99</td>
<td>0.97</td>
</tr>
<tr>
<td>Precision</td>
<td>0.99</td>
<td>0.80</td>
</tr>
<tr>
<td>Recall</td>
<td>-</td>
<td>0.80</td>
</tr>
<tr>
<td>Average</td>
<td>0.94</td>
<td>0.94</td>
</tr>
<tr>
<td>Precision</td>
<td>0.94</td>
<td>0.76</td>
</tr>
<tr>
<td>Recall</td>
<td>-</td>
<td>0.79</td>
</tr>
</tbody>
</table>

TABLE I: Although both systems achieve high accuracies, the decision trees have a higher precision. It should be noted that we could not measure recall for the trees since we did not have access to the final trained trees.
Heteroaggr. | 29% | 18% | 11% | 3%
| 71% | 58% | 33% | 15%

Running Away

<table>
<thead>
<tr>
<th>Top 1</th>
<th>Autoaggr.</th>
<th>Autoaggr.</th>
<th>Running Away</th>
</tr>
</thead>
<tbody>
<tr>
<td>66%</td>
<td>43%</td>
<td>24%</td>
<td>8%</td>
</tr>
<tr>
<td>71%</td>
<td>58%</td>
<td>33%</td>
<td>15%</td>
</tr>
<tr>
<td>76%</td>
<td>62%</td>
<td>40%</td>
<td>20%</td>
</tr>
</tbody>
</table>

TABLE II: As the number of features that we perturb increases, the amount of datapoints whose classification is changed increases. As we reach 4 features we can clearly start seeing diminishing returns, implying that these datapoints that weren’t changed are extremely far from the decision boundary of the network.

non-linear dependencies between several features, making a large number of features important and not just the top 4.

Overall, the results of our classifier were good. However, the goal of this experiment was to have a way to test our explanations. In this field, our first test proved that the feature importances we calculate with our method are meaningful and representative. In other words, they confirmed that a certain feature having a higher importance is actually meaningful and higher importances correlate with actual higher weight for the model’s decisions. Furthermore, our second test shows the relevance of feature importance. Without an interpretability method like ours it would be impossible to ever know what features of the 25 were being relevant for the network’s predictions. Now, not only do we know the important features but we have a method so accurate that we can change up to 30% of the network’s classifications just by changing one feature (and maybe even more had we measured if changing that feature had any effect on other risk areas). This gives us extremely important information about the reasons behind the network’s decisions. In contrast with having to blindly trust a high-performing model, Humans can now retrieve this information and use it to inform their decisions.

B. Industrial Domain

1) Context: With automation playing an ever greater role in factories throughout the world a lot of new research has appeared in the machine learning community with regards to autonomous robots. In a lot of cases, these “robots” are specialized arms that, due to their ability to move in a precise way in three dimensions, are used for a plethora of different jobs. However, with the black box nature of deep learning algorithms, this has raised many concerns within the scientific community. Currently, there are no mechanisms that can guarantee and certify the behaviour of a deep neural network. Interpretability, although not a guarantee of the network’s behaviour, is a stepping stone on the path to creating solutions to understand the complete behaviour of the network. For now, it can be a valuable resource for machine learning practitioners, they can use it to verify if the machine is learning what it should, behaving correctly, amongst other things.

However, considering the difficulties on testing interpretability expressed in the previous chapter, it was extremely hard to find a relevant dataset that also provided information we could use to test our explanations. With this in mind we decided to design our own dataset. By doing this we know all desired behaviours and we can compare them experimentally to the network. Being able to experiment with our model and knowing the behaviours to expect, we can review our experiments and consequent explanations in a more empirical way. This is part of the reason why computer vision as been such a focused area in interpretability research. It is extremely easy to look at an image of a dog, the network’s explanation and visually verify if it makes sense.

Taking this into consideration, we designed the problem of a two-limbed robot arm with two degrees of freedom capable of moving in two dimensions. The entire behaviour of the arm can be represented with the following equations:

\[ x(\theta_1, \theta_2) = \sin(\theta_1) + \sin(\theta_1 + \theta_2) \]
\[ y(\theta_1, \theta_2) = \cos(\theta_1) + \cos(\theta_1 + \theta_2) \]

We trained networks as regressors to estimate the position of the robot’s hand, given the angles of both joints of the arm. To successfully accomplish this, the network would have to learn expression 2. Another interesting characteristic of having an equation to define your dataset is that we can easily calculate it’s gradients. Having these theoretical gradients, we can actually confirm the explanations given by our approach. Assuming that a network that has a very low error is learning a function extremely similar to 2, then, the networks gradients will have to be similar to the theoretical gradients. Else, the network would not be able to mimic the original function across the dataset. It should be noted however, that since our network receives two angles and outputs x,y coordinates, our interpretation of the network will be relative to only one of the axis, either x or y. So each explanation should tell us “How does altering each angle influence movement in this axis?”. In the end, this should be the same as the derivative of 2 w.r.t the axis in question.

2) Data Analysis: One of the characteristics of our dataset is that 2 is periodic with a period of \(2\pi rad\) or 360. Let \(f\) be 2 this means that \(f(x + P) = f(x)\) where \(P = 2\pi\). Let \(l\) and \(u\) be the lower and upper bound of the angles, respectively. Having the equation 2 to define the properties of our synthetically generated dataset, generating it was extremely easy. We sampled 50k random number pairs between 0 and 1, from a uniform distribution and applied them to 2. With \(d\) being a random datapoint, \(c\) the coordinates associated with it and \(U(0, 1)\) a uniform distribution between 0 and 1, the dataset generation can be summarized in the following expressions:

\[ d = (U(0, 1) \ast (u - l)) - |l| \]
\[ c = f(d) \]

The dataset we used for the majority of our experiments was defined as \(l = 0\) and \(u = 2\pi\).

3) Results: Usage of a synthetic dataset had a lot of upsides for studying our problem. Although it is still hard to devise good tests for interpretability. The ability to compare our results to the “right answer” is invaluable.

The networks had an extremely high performance with RMSE \(0.01\). However, when increasing the range, the networks couldn’t manage to keep up with the complexity of the data. They could not learn periodicity at all. In hindsight, this should have been expected since the activation functions we
picked for our networks are non-periodic. They can learn the behaviour of the function in a certain range of values, but won’t be able to reproduce it outside the learned range.

4) Using Gradients for Visualization: As we mentioned in our literature review section, one of the most common intersections of interpretability in research is visualization. Most methods of interpreting a network can be used in a way or another to create interesting visualizations about the behaviour we are interpreting. Our toy problem, being 2 dimensional, makes for the perfect target to represent in plots. As stated before, an explanation for this toy problem means "How does altering each angle affect this axis?". Thinking of our own arm it is easy to notice positions where moving one of our joints almost doesn’t move our hand. With this in mind we set out to represent if the networks could capture this behaviour and, more importantly, if our explanations would reflect it. We sampled random points throughout the dataset and created explanations for them.

This revealed some interesting insights. Biased samples overlap with non-biased samples and sometimes it is even noticeable that samples biased to one angle are in the midst of samples biased to the other angle. This is a reflection of the fact that biases being plotted in output space. Sometimes there are several different positions that the arm can assume while having the hand in one place and for each of these our explanation will vary. Hence, different biases juxtaposed. Another interesting revelation was that the plots for the x and y axis are incredibly similar if one rotates one of them by 90deg. In hindsight this should have been obvious because if we are moving in the x axis and apply a 90deg rotation to the shoulder, our arm will now be moving on the y axis. Using this visualization, we could extrapolate that the network is indeed learning the behaviour of an arm (and we did spend more time experimenting and confirming behaviour with our own arm than we dare to admit). This allows us to have at least some certainty of what the network is in fact learning. As of right now, most practitioners training neural networks have no ways to test things like these and rely on raw performance numbers to check if their network is learning. As we have seen before this can lead to critical errors. [4], [7]

Another experiment in the realm of visualization that becomes possible with this dataset is comparing the gradients of the function throughout its entire domain. In other words, with this toy problem we can compare the function learned by the network directly with the real target function. This can be seen in figure 5.

It is extremely interesting to be able to peer into the inner workings of a network in this way. We can see actual proof that ReLUTan is indeed learning the exact objective function. More importantly however this is proof that our explanations are retrieving a very good first degree Taylor approximation of the network's decision function. Our method for deriving feature importance has created a mapping that very closely resembles the gradients of the theoretical function. As such, if we assume that, in any function, it’s gradients are good indicators of local feature importance then it follows that our method is capable of retrieving those values of local features importance.

5) Gradients as Explanation: What we set out to do with our method was to provide a method to retrieve feature importance from a specific prediction of the network. Following the thought process that these gradients do in fact provide valuable information about the local behaviour of the function we can easily transform the gradient visualizations into more useful explanations. By combining both \( \frac{dx}{d\theta_1} \) and \( \frac{dx}{d\theta_2} \) we can create an explanation for movement in the x axis. This explanation is a vector that indicates how, in the local space, should the angles move in order to increase x. By doing this along the entire feature space (since it is 2-dimensional) we can create a graph that shows how these explanations vary throughout the \([0, 2\pi]\) range on both angles. This can be seen on figure 6.

This plot was produced by taking samples at every 12deg for the entirety of the input space and using our method to retrieve explanations for both the x and y axis. Here we can easily visualize the biases in the movement of the arm. An unbiased position is one where the explanatory arrow has a perfect 45deg angle, as otherwise, one of the angles has a bigger effect on the movement of the arm. This plot can also serve as a representation of the behaviour of the arm throughout the data set.

Finally, we wanted to confirm that our method of retrieving explanations was actually producing faithful explanations of the model throughout the entire domain. In order to test this we set out to retrieve explanations from the entirety of our dataset. Having these explanations we filtered them by the ratio of the importance of one angle w.r.t the other. Or in other words, retrieved all samples where the absolute importance of \( \theta_1 \) was threshold times higher than the absolute importance of \( \theta_2 \).
for one of the axis of movement. The magnitude of the arrow represents the amount of movement predicted. Arrows on the borders of the input space are generally bigger due to the network's inability to predict correctly outside this range.

![Local explanations retrieved from ReLUTan. Each arrow color represents an explanation for one of the axis of movement.](image)

Fig. 6: Local explanations retrieved from ReLUTan. Each arrow color represents an explanation for one of the axis of movement. The magnitude of the arrow represents the amount of movement predicted. Arrows on the borders of the input space are generally bigger due to the network’s inability to predict correctly outside this range.

<table>
<thead>
<tr>
<th>Threshold</th>
<th>Axis</th>
<th>% of all data</th>
<th>% of all data</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>X</td>
<td>99.50%</td>
<td>77.8%</td>
</tr>
<tr>
<td>2</td>
<td>Y</td>
<td>99.80%</td>
<td>58.3%</td>
</tr>
<tr>
<td>3</td>
<td>X</td>
<td>99.82%</td>
<td>37%</td>
</tr>
<tr>
<td>4</td>
<td>Y</td>
<td>99.86%</td>
<td>27.4%</td>
</tr>
</tbody>
</table>

TABLE III: From the biased data retrieved by filtering explanations where the importance ratio between angles was threshold we can see that movement on both axis is extremely faithful to the explanations. Most of the datapoints where the movement of the arm didn’t correspond to the explanation are located in the edges of the dataset.

For each of these points we moved both angles of both joints in two directions and recorded their movements. The idea was to verify if the explanation would be faithful to the results of the network i.e. if the moving the “most important” angle actually caused the biggest change in the axis the explanation was generated for. The results can be seen on table III.

Here, we can clearly see from the results that the explanations are astounding faithfull to the model’s behaviour. Even with the smallest threshold we used (1.5) which captured around 80% of the dataset we had an average of **99.64%** of datapoints where the movement corresponded to the expected from the explanation. This are great results, not because they allow us to retrieve any special insight from the network or the problem at hand but because they show us that the explanations are truly reflecting the underlying behaviour of the model. As such, when using our method of creating explanations on a more complex, real-world dataset where we have no reference to compare our results to, we can be fairly confident that whatever our explanations are telling us about the network’s internal decision function is faithful and precise.

V. DEEPDIVE: DERIVING IMPORTANCE VECTORS

DeepDIVE is an open-source framework developed in the context of this work. It was developed as a way to easily allow anyone to experiment with our interpretability method and it is available publicly at: https://github.com/captainvera/deepdive. It implements our method of backpropagating feature importance for networks designed using Pytorch [35]. By making an open-source version available we hope to foster experimentation and help fellow machine learning practitioners understand what is inside their black-box.

A. Architecture

Although our method can be applied to any neural network, the desired output of the explainer can vary wildly depending on the type of data being used by the model. We tried to take this into account while developing DeepDIVE and provide ways for users to easily retrieve explanations in several different formats. In order to accomplish this is as efficiently as possible we separated the logic of retrieving explanations from the delivery of those explanations. We constructed both an `_explainer` and an `_explanation` classes which are responsible for implementing generic behaviour. The behaviour required for creating explanations and for displaying those in a manner the user wishes for, respectively.

This root explainer class implements our interpretability methodology in a model agnostic way. At creation, the class receives a pytorch model and other configuration parameters. This class also implements `_generate_explanation` which is a model agnostic implementation of our method of deriving feature importance using backpropagation. We used Numpy [36] matrices as the root data type. This allows us to easily implement different methods that export explanations into different data types such as pandas [37] dataframes, pythons lists or dictionaries.

In order to facilitate the usage of our method on different domains we then created child classes of the `_explainer` and the `_explanation` classes. As of this writing, `numeric_explainer` and `image_explainer` have been implemented for numerical and image data respectively. After any of the explainer classes is instantiated using a pytorch model, the method `generate_explanation` can be called in order to generate an explanation for a prediction. These provide useful features for displaying the each respective type of data, this ranges from producing plots for feature importance in numeric data to creating saliency maps in images (reconnecting with the work by Simonyan et al. [19]).

This facilitates the integration of our module into existing work and allows easy experimentation.

VI. CONCLUSION

We have presented a method that can retrieve a linear representation of the causal relationship between the input features of a model and the model’s decisions. Furthermore, our method can theoretically be applied to any neural network.
Although we only tested our method with feedforward networks, the backpropagation algorithm being used at the core of our approach is used in all popular types of networks used in a plethora of different areas. Furthermore, since our method relies solely on backpropagation, it is incredibly fast, easy to implement and scalable. We use one of the most robust features of deep learning frameworks to generate our explanations. This means anyone, anywhere can implement our method, meaning it is not a method to be used sparingly, but something that can easily be adopted by a wide range of machine learning practitioners.

On both problems where we tested our approach, the explanations generated by our methodology are incredibly faithful to the underlying models. The explanations we generated allow us to understand the local behaviour of the model and, in cases where visualization allows, they can also provide us with insights regarding the model’s global behaviour.

Finally, we presented deepDIVE (Deriving Importance VEctors) an open-source implementation of our proposed method for generating explanations. We hope that by providing an open-source framework with support for numeric and image data we can foster experimentation and allow the largest possible number of people to reap the benefits of our research.
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