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Abstract

The aim of this work is to implement a system capable of answering questions posed by the employees of BNP Paribas, regarding the web dashboards they use, in Natural Language, through text – a Frequently Asked Questions problem. Frequently Asked Questions are a collection of question-answer pairs, usually manually-created, which answer the most asked questions by the users of the system. Generally, questions in the Frequently Asked Questions collection are independent from each other, that is, they ask different things. As such, there is only 1 question of each “type” in the collection. However, this presents a problem in Natural Language Processing. When a user asks a new question, it is possible to have a mismatch between the terms of the new question and the terms of the question in the Frequently Asked Questions Collection. We explore how useful paraphrases can be to overcome this problem by developing a Paraphrase Generation module based on paraphrasing rules and based on Neural Machine Translation, and applying it to our manually-created questions dataset, thus enhancing our dataset. We find that using paraphrases to populate a Knowledge Base improves the accuracy of our system. Moreover, we propose to enhance our solution by asking users for their feedback, which enables the system to match new questions with the ones already in the Knowledge Base. The final solution is a system that generates paraphrases of the user question, searches for similar questions in the Knowledge Base, retrieves the final answer from a Question/Answer Database and learns from the feedback given by the users.
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Resumo

O objectivo deste trabalho é implementar um sistema capaz de responder às perguntas dos empregados do BNP Paribas, relativas aos web dashboards que usam, em Língua Natural – um problema de Frequently Asked Questions. Frequently Asked Questions é uma colecção de pares pergunta-resposta, geralmente criada manualmente, que responde às perguntas mais comuns, feitas pelos utilizadores do sistema. De modo geral, as perguntas na colecção são independentes umas das outras, isto é, só há uma pergunta de cada “tipo”. No entanto, isto causa um problema visto que quando um utilizador faz uma nova pergunta é possível que os termos utilizados não sejam os mesmos que os termos presentes na colecção de Frequently Asked Questions. Neste trabalho exploramos quão úteis são as paráfrases para ultrapassar este problema. Para tal, desenvolvemos um módulo de Geração de Paráfrases baseado em regras e baseado em Neural Machine Translation, e aplicamo-lo ao nosso dataset de perguntas, gerado manualmente a partir da documentação de um dashboard, de modo a expandi-lo. Descobrimos que usar paráfrases para popular uma Base de Conhecimentos melhora a accuracy do nosso sistema. Para além disso, propomos melhorar a nossa solução através do feedback dos utilizadores, que permite ao sistema aprender uma correspondência entre as novas perguntas e as perguntas na Base de Conhecimentos. A solução final é um sistema que gera paráfrases da pergunta do utilizador, procura por perguntas semelhantes na Base de Conhecimentos, recupera a resposta final de uma Base de Dados de Pergunta/Resposta e aprende ao longo do tempo com o feedback que lhe é dado pelos utilizadores.

Palavras Chave

Processamento de Língua Natural, Pergunta/Resposta, Geração de Paráfrases
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BNP Paribas (BNPP) is an international banking group with a presence in 74 countries and more than 190,000 employees. As a result of their operations large amounts of data are recorded for analysis. Tools such as web dashboards are used by BNPP employees to access the information they need to perform business activities. An example of a dashboard used by BNPP is the “Rollover Opportunities” dashboard, which displays information regarding trades about to expire and the history of trades of a given client. For instance, users can see how many times a particular client has performed a rollover and which clients might be more interesting to talk to, in order to perform a rollover (a rollover is the process of extending the settlement date of an open position). Currently, if dashboard’s users have any questions, other than asking their coworkers, they can only send an email to the support team asking for help. However, replies are not immediate, and users are forced to wait, causing productivity to drop. Examples of questions users of the “Rollover Opportunities” dashboard might ask are: “How is the rollover ratio calculated?” or “What are the filtering options of the dashboard?”.

To solve this problem, we propose to implement a Question Answering System (QAS), a type of system designed to automatically answer questions made by users in Natural Language to solve the dashboard users’ problem of having to wait for a reply from the support team. Instead, users can ask the same question to the QAS – through text – and receive an answer much faster.

This is a Frequently Asked Questions (FAQ) problem. As such, we will build a questions dataset (FAQ collection) based on the documentation of the dashboard. To deal with the problem of lack of data, more specifically the mismatch between the terms in the FAQ collection and the terms in the questions asked by the users, we will create a Paraphrase Generation (PG) module, to automatically generate paraphrases of the questions in our dataset, in order to expand it. We then evaluate our system to see if the use of paraphrases leads to more accurate answers.

1.1 Objectives

The objectives of this work are as follows:

- Implement a system capable of answering the dashboards users’ inquiries;
- Implement a Paraphrase Generation module capable of expanding our collection of questions.

1.2 Organization of the Document

This thesis is organized as follows: Chapter 2 examines related work in the area of Question Answering (QA), with focus on each stage the QA pipeline and the generation of paraphrases. While it is not the

---

focus of our work, we briefly examine work related to Natural Language Interfaces for Databases and Recommender Systems, as it may be useful in a future work. In Chapter 3, we present and evaluate our Paraphrase Generation module, used in several of our proposed solutions. In Chapter 4, we propose and evaluate several solutions to build a Question Answering System, based on the amount of work required to build a QAS for a different dashboard. Finally, Chapter 5 concludes this work by discussing the contributions, current limitations and future work.
2. Related Work

<table>
<thead>
<tr>
<th>Section</th>
<th>Page</th>
</tr>
</thead>
<tbody>
<tr>
<td>2.1 Question Processing Module</td>
<td>7</td>
</tr>
<tr>
<td>2.2 Information Processing Module</td>
<td>12</td>
</tr>
<tr>
<td>2.3 Answer Processing Module</td>
<td>13</td>
</tr>
<tr>
<td>2.4 Paraphrase Generation</td>
<td>16</td>
</tr>
<tr>
<td>2.5 Natural Language Interface for Databases</td>
<td>16</td>
</tr>
<tr>
<td>2.6 Recommender System</td>
<td>17</td>
</tr>
</tbody>
</table>
Question Answering (QA) is a research area that combines the research of Information Retrieval (IR), Information Extraction (IE) and Natural Language Processing (NLP), to give an answer to a user query. Moreover, Question Answering Systems (QASs) are typically comprised of three distinct modules: Question Processing, Information Processing and Answer Processing [1, 2]. Additionally, QASs can be classified as either open-domain or closed-domain depending on the topics they can answer. While closed-domain systems focus only on selected topics, open domain systems try to answer questions from nearly any topic. In the following sections we review previous works in the area of QA, focusing on each stage of the QA pipeline and on Paraphrase Generation (PG). Moreover, we also briefly analyze existing work in the area of Natural Language Interface for Databases (NLIDB) and Recommender Systems (RSs).

2.1 Question Processing Module

Given a question in Natural Language as input the Question Processing Module analyzes and transforms the question into a representation more suitable for the Information Processing Module.

2.1.1 Question Classification

Question Classification refers to classifying the given sentence, usually based on the semantic category of the expected answer. This is a very important step in the QA pipeline as the classification can be used to filter possible answers but also to suggest different search strategies.

All the works discussed here follow Li and Roth’s two-layered question taxonomy which contain six coarse-grained categories and fifty fine-grained categories [3]. An example of a coarse-grained category is “Location”, which contains 5 fine-grained categories: city, country, mountain, state, other. For instance, the question “Where is Lisbon?” would be classified as LOCATION:country.

Zhang and Lee [4] compared different learning algorithms using only surface-level features (bag-of-words and bag-of-ngrams) and found that Support Vector Machines (SVMs) outperform the other algorithms for both fine-grained and coarse-grained classification. Additionally, Zhang and Lee also suggested including syntactic information. First, the sentence is parsed into a syntactic tree. The tree is then represented as a vector defined by its fragments, where the fragments of a syntactic tree are all its sub-trees with at least a terminal symbol or a production rule. A production rule is a rule from the grammar. For instance, for Context Free Grammars (CFGs) production rules are of the form

\[ X \rightarrow \beta \] \hspace{1cm} (2.1)

where \( X \) is a non-terminal symbol and \( \beta \) can be any sequence of terminal and non-terminal symbols. However, a restriction was made such that production rules could not be broken into incomplete parts.
Next, they proposed a tree kernel based on the syntactic fragments and trained a SVM using that kernel. The tree kernel was significantly better for coarse-grained classification (accuracy 90% vs. 87.4%) but only slightly better for fine-grained classification (results omitted in the original work).

Huang et al. [5] trained a SVM and a Maximum Entropy model for question classification. In their approach each question is represented as a bag-of-features. The five features they used where: wh-word, head-word, hypernyms, n-grams and word shape. Wh-word corresponds to the starting of the question and could be “what”, “which”, “when”, “where”, “what”, “how”, “why”, or “rest”. The head-word is extracted from the syntactic tree of the question. Hypernyms of the head-word are used directly from WordNet [6] or indirectly by computing the similarity between the head-word and the words in the description of each category, using the WordNet Similarity package [7], an extension to WordNet. WordNet is a manually constructed network of lexical relationships and its similarity packages extends the network with several measures of similarity between words. The question category with the highest similarity is marked as a feature. For n-grams they used uni, bi and tri-grams. Word shape represents the shape of the question and can be “all upper”, “all lower”, “mix case”, “all digits”, “other”. They found that using bigrams and trigrams instead of unigrams decreased accuracy and that using all three did not improve accuracy. Their best result came from using all features (accuracy of 93.6 for Coarse classification and 89.2 for Fine classification).

Silva et al. [8] used a rule-based classifier and WordNet to train a SVM. If one of the sixty hand-built patterns matches the question, then a category is returned. Otherwise, the head-word of the question is extracted and its hypernyms are followed until one matches a possible category. Their best result was achieved using the head-words and categories discovered by the rule-based classifier, together with unigrams, as features to train the SVM (accuracy of 95% for coarse-grained and 90.8% for fine-grained).

Instead of classifying questions based on the expected semantic category of the answer, it is also possible to classify them based on the topic of the question. Beitzel et al. [9] compared and combined different classifier, trained on a set of 20,000 questions manually classified into 18 topics such as “Entertainment”, “Business” or “Computing” [10]. The models trained were: pre-retrieval; bridged; explicit (snippets); explicit (snippets + docs) and pre-retrieval + explicit (snippets). The first model, pre-retrieval, uses only the query string for classification and is an ensemble classifier composed of a perceptron, selectional preference and exact match, as described in [10]. The bridged model, following the work of the winning entry for the KDD cup 2005 [11], is a model that builds a “bridge” between two taxonomies. However, as opposed to the KDD entry where an intermediate taxonomy is used as a bridge, Beitzel et al. manually bridged the Open Directory Project (ODP)\(^1\) pages into one of the existing 18 categories and trained a SVM on the ODP webpages. For the explicit models, SVMs were trained on the top 10 snippets and snippets + documents retrieved from Google for each query. Their final model was a com-

\(^1\)ODP is no longer available since March 2017, but a static mirror can be found at [http://dmoztools.net/](http://dmoztools.net/)
bination of models 1 and 3. From their conclusions, training models explicitly with the classified queries outperforms training by building a taxonomy bridge by as much as 48% in F1 score.

2.1.2 Paraphrase detection

Paraphrase detection is an important step of QA pipeline. By detecting questions with the same meaning, but worded differently, we can give the same answer to both questions instead of going through the whole pipeline or compare the previous answer with the new answer and decide which one is correct.

In order to detect paraphrases, Kozareva and Montoyo [12] used a meta-classifier composed of SVM, k-Nearest Neighbors (kNN) and Maximum Entropy classifiers. Two feature sets were used for training: word overlap and word similarity. The first set uses as features:

• Skip-grams;
• The ratio between the common consecutive n-grams in both sentences and the total number of words in each sentence;
• Longest common subsequence between the two sentences, normalized by the length of each sentence.

Skip-grams is a technique similar to n-grams, but instead of only allowing adjacent tokens it allows words to be “skipped”. The word similarity feature set is based on computing the similarity for each verb/noun pair in both sentences using the WordNet Similarity package. The three classifiers were trained on the Microsoft Research Paraphrase Corpus (MSRPC) [13]. Their best result was achieved using the votes of the three classifiers and a combination of both feature sets (accuracy of 76.64%).

Fernando and Stevenson [14] also used the WordNet Similarity package but, instead, build similarity matrices for the pairs of sentences being compared. Each matrix element \( w_{ij} \) represents the similarity between word \( p_i \) and word \( p_j \), according to some similarity measure. They experimented on the MSRPC with six already existing similarity measures from the similarity package with the best result being given by the “jcn” similarity measure by Jiang and Conrath [15] (accuracy of 74.1%). Given two concept nodes \( C_1 \) and \( C_2 \) in WordNet, the jcn similarity measure is computed as:

\[
\text{sim}_{jcn} = \frac{1}{(IC(C_1) + IC(C_2) + 2 \times IC(LCS(C_1, C_2)))}
\]  

(2.2)

where \( LCS \) is the Least Common Subsumer of the two concept nodes, defined as the most specific node that is ancestor of both concept nodes and \( IC \) is the Information Content of a concept \( c \), defined as:

\[
IC(c) = -log P(c)
\]  

(2.3)
where \( P(c) \) is the probability of seeing concept \( c \) in a corpus.

More recently, Madnani and Tetreault [16] used eight machine translation metrics as features to train classifiers, also on the MSRPC. Their best result is achieved with a meta-classifier composed of a logistic regression, SVM and kNN, using all metrics as features (accuracy of 77.4%).

An application of paraphrase detection in QA systems can be seen in [17], where the authors detect whether the new query is a paraphrase of one of the cached queries and, if so, simply return the answer for that query instead of going through the usual process of retrieval.

2.1.3 Automatic Query Expansion

Automatic Query Expansion (AQE) is a technique used to deal with the mismatch occurring between the words used in the documents and the words used in the input query. The query is expanded by adding words or phrases with similar meaning to those in the query. The key factors for AQE are the source of the expansion terms and the method for ranking the expansion terms [18]. According to Carpineto et al. [19] the several approaches to AQE can be divided into five groups, based on the method for selecting the expansion terms: linguistic analysis, corpus specific, query specific, search log analysis and web data.

2.1.3.A Linguistic analysis

These approaches are usually based on knowledge representation sources such as dictionaries, thesauri or WordNet. However, using a general purpose thesaurus for technical domains can result on a big lack of coverage, seeing that those often have their own sublanguage [20]. There is also the problem of word ambiguity as these knowledge sources show all the possible meanings of a word even when only a few are valid for the specific query.

2.1.3.B Corpus specific

Also known as global analysis, corpus based techniques analyze the contents of a full-text database to identify features used in similar ways.

Qiu and Frei [21] built a thesaurus based on term-term similarity. Terms are represented as vectors indexed by the documents and the thesaurus is built by determining the similarity between all term-term pairs using the scalar vector product.

Another approach is that of Crouch and Yang [22], where they built a thesaurus by clustering the document collection using the complete-linkage clustering algorithm. This algorithm starts with as many clusters as documents and at each step the similarity between all clusters is computed. The most similar clusters are merged until only 1 cluster remains, which results in a hierarchy of clusters. Then,
for building the thesaurus, the cluster hierarchy is traversed, and thesaurus classes are generated. The
queries and documents are then augmented by the thesaurus classes generated.

2.1.3.C Query specific

Also known as local analysis, these techniques typically extract expansion terms from the top \( N \) retrieved
documents. First, the original query is issued and the documents are ranked. Then all terms are
extracted from the top \( N \) retrieved documents and ranked based on their potential contribution to the
query. The top terms are appended to the query and the final, expanded query is reissued yielding the
final documents ranking.

One example is the work of Xu and Croft [23] who proposed extracting concepts (groups of nouns)
from passages (300 words in their experiments) instead of documents. The reason for using passages
instead of documents is that documents can be very long and cover multiple topics, which can lead to
augmenting the query with irrelevant information. Another drawback of these techniques is efficiency,
because of the need to retrieve documents during query evaluation time. Billerback and Zobel [24]
discussed ways to improve the efficiency of the query evaluation process.

2.1.3.D Search log analysis

The idea behind search log analysis is to mine query associations and extract expansion terms from
there. Billerbeck et al. [25] associated a query with the top \( N \) documents returned for that query. The
set of associated queries was then used to represent the document. Associations can be used to rank
the original query, as a source for expansion terms, or both. Cui et al. [18] used query logs to try and
extract relationships between query terms and document terms. For each query, the documents the
users clicked on were stored and used to establish probabilistic correlations between the query terms
and the document terms. At expansion time the probabilistic correlations were used to select terms from
documents. Alternatively, Jones et al. [26] used past queries directly as a source for expansion terms.

2.1.3.E Web data

These approaches make use of data available on the web. The most common approach is to use anchor
texts (the clickable text of a hyperlink) as most of the time they are a brief description of the webpage
it links to. Kraft and Zien [27] proposed a method for AQE using anchor texts and compute the rank of
anchor texts as the median rank aggregation of:

- Weighted number of occurrences of an anchor text. Weights were based on the destination page
  (same directory, same website, different website);
- Number of elements in the anchor text;
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• Number of characters in the anchor text;

Riezler et al. [28] took a different approach. They used 10 million question-answer pairs from Frequently Asked Questions (FAQ) pages to learn lexical correlations between words in questions and answers. They expanded queries with content words not present in the original query.

2.2 Information Processing Module

The Information Processing Module retrieves documents or passages and ranks them based on their relevance to the query.

2.2.1 Passage Ranking

The output of the Passage Ranking step is a list of the $k$ most relevant passages for the input query.

According to Callan [29] the types of passages can be grouped into 3 classes:

• Discourse - based on paragraphs, sentences, sections, etc.

• Semantic - based on the content of the text

• Window - based on the number of words

Tellex et al. [30] compared 8 different passage retrieval algorithms. From their experiments, differences between passage retrieval algorithms are only significant depending on the document retrieval system used. Their results using Lucene\(^2\) show that differences in performance between algorithms are not statistically significant, using this retrieval engine.

Robert and Gaizauskas [31] proposed 4 different methods for passage retrieval and compare it to Okapi [32]. The first approach preprocesses all documents and creates a new collection made of all passages. For comparison with Okapi, paragraphs are used as passages. It returns the best passages, possibly more than 1 from the same original document. The second approach retrieves the top $N$ documents for the original query and post-processes them into passages. A document collection is then created from its passages. The same retrieval engine used to retrieve the documents is used to determine the best passage from each document collection. For the $i$th ranked document, its best passage is returned as the $i$th best passage in the final ranking. Approach number 3 also retrieves the top $N$ documents and post-processes them into passages. The best passages are returned, allowing multiple passages from the same original document to be returned. Approach number 4 post-processes the top $N$ documents retrieved, and the best $N$ passages are returned but at most 1 per original document.

\(^2\)https://lucene.apache.org/
This approach is similar to the second approach, but the ranking is based on the passage score, instead of the document ranking.

However, while there is some research work done in passage ranking for QA, most systems rely on already existing information retrieval systems such as Elasticsearch\(^3\).  

### 2.3 Answer Processing Module

Given a set of passages from the Information Processing Module, the Answer Processing Module filters the relevant passages and extracts the final answer from the passages.

#### 2.3.1 Answer Sentence Selection

The goal of Answer Sentence Selection is to decide whether or not a given sentence contains the correct answer to the question and re-rank the sentences such that the ones more likely to contain an answer are higher ranked [33].

Wang et al. [34] made use of a Quasi-synchronous Grammar (QG), originally by Smith and Eisner [35]. A QG is a monolingual grammar that translates sentences from the source-language to the target-language. To do this, every node of the target grammar is annotated with a set of zero or more nodes from the source tree. For instance, the rules of a Quasi-synchronous Context Free Grammar (QCFG) would be of the form:

\[
(X, \alpha) \rightarrow (Y, \beta)(Z, \gamma) \tag{2.4}
\]

\[
(X, \alpha) \rightarrow w \tag{2.5}
\]

where \(X, Y\) and \(Z\) are non-terminal nodes of the target grammar, \(\alpha, \beta\) and \(\gamma\) are nodes of the source tree and \(w\) is target terminal node. Based on these grammars Wang et al. proposed a generative model that estimates the probability of the question tree, given the answer tree. For training they used questions from TREC 8-12 (100 manually-judged and 2,293 automatically-judged) and questions from TREC 13 for development and testing (84 and 100 questions, respectively). This experimental setup is now the most used for the task of Answer Sentence Selection and all works discussed here are evaluated with this dataset. They achieved a MAP! (MAP!) of 0.6029%.

In 2010, Wang and Manning [36] proposed another generative model, but based on Conditional Random Fields (CRFs), which model the alignment between question and answer as a set of tree-edits.

---

\(^3\)https://www.elastic.co/ (accessed December 2, 2017)
between the two parse trees. Using the same experiment setup as the previous work, they achieved similar performance (MAP: 0.5961%).

In the same year, Heilman and Smith [37] proposed a tree-edit model to solve this problem. They modeled question/answer pairs as a sequence of tree edits that transforms one tree into the other. In order to find the minimum edit sequence they used a greedy best-first search with a tree kernel heuristic as its evaluation function and trained a logistic regression classifier on labels and features of the edit sequences. Their performance was also similar to the previous two works (MAP: 0.6091%).

In 2013, Yao et al. [38] expanded upon the work of Heilman and Smith by using 15 additional syntactic features, as well as semantic information from WordNet. While there was an increase in Precision and Recall over the previous works, since the evaluation set they used was smaller the results were not statistically significant and should be considered on par with the previous works (MAP: 0.6371%).

In the same year, Severyn and Moschitti [33] trained a binary SVM with tree kernels using shallow syntactic information to classify question/answer pairs as correct or not. The answers were then re-ranked such that the higher ranked sentences were the ones more likely to contain a correct answer (MAP: 0.6781%).

Also in 2013, Yih et al. [39] took a different approach and instead of using syntactic information proposed a model based on lexical semantic resources. The lexical models used were:

- Degree of Synonymy/Antonymy;
- Hypernymy and Hyponymy;
- Semantic word similarity based on distributed representations.

They used six features to train their models: Identical Word Matching, Lemma Matching, WordNet, Lexical Semantics, Name Entity Matching and Answer Type Checking. Their system greatly outperformed previous works (MAP: 0.7648%).

### 2.3.2 Answer Extraction

Answer Extraction corresponds to extracting the final answer to the query from the selected passages [1]. Early approaches to Answer Extraction were based on exploiting surface-level features for building or learning patterns. While having a good precision, these mods usually have a low recall. Ravichandran and Hovy [40] proposed an algorithm for learning patterns from examples. For a given question type (e.g. Birthyear) they would store the top 1000 retrieved documents from a web query and select the sentences containing both the question and answer term (e.g. “Mozart” and “1756”). From then a suffix tree was built for each sentence and computed the matching substring between both sentences. The resulting patterns were matching substrings that have both the question and the answer term. Problems
with this approach were the fact that it only supports one question term, low recall and the fact that it
cannot model long-distance relationships.

In [41], Ravichandran et al. proposed an extension to this algorithm allowing more than one ques-
tion term. They derived a set of 22,353 patterns from 16,228 QA pairs and used a maximum-entropy
classifier to learn the weights of the patterns.

Peng et al. [42] proposed a hybrid model combining linguistic features and pattern learning. The
linguistic features they extracted were:

- **Copula** - a linking verb (e.g. “is”);
- **Apposition** - pairs of noun phrases in which one modifies the other (e.g. in the sentence “Lisbon,
  the capital of Portugal, is a beautiful city”, “Lisbon” is in apposition to “the capital of Portugal”);
- **Proposition** - represents predicate-argument structures (e.g. eat(John, apple));
- **Relations** - relationships between two objects (e.g. “spouse-of”, “parent-of”)

They experimented using only the linguistic features and only the learned patterns and concluded
that they have a comparable performance. However, using a combination of manual patterns, learned
patterns and linguistic information increased the performance. Another conclusion they drew was that
“what” type questions can be very diverse and some of them do not contain any of the linguistic features
they used.

In 2005, Sun and Tan [43] used shallow semantic parsing to solve this problem. For each question
and answer sentence they would store a parse tree and at classification time compute the similarity
between verb-argument structures in the question and in the answer sentence. From their early ex-
periments they concluded that it was better to take in consideration all arguments together rather than
separately and thus use the Jaccard coefficient to measure similarity between the set of arguments from
the question and the set of arguments from the answer sentence.

More recently, in 2013, Yao et al. [38] approached the problem of answer extraction as a problem of
sequence tagging using CRFs and Tree Edit Distance. The goal is to take all possible answer sentences
and label each token as being either in the Beginning, Inside or Outside (BIO) the answer. They define
an edit script between trees as the sequence of edits needed to transform one tree into the other. The
tree edit distance is the sum of all those costs. As features for training they used the edit distance
between the question and the answer as well as features extracted from the question and the edit script.

Also in 2013, Severyn and Moschitti [33] trained a SVM with a tree kernel using shallow syntactic
information as features. At classification time, given a question and a candidate answer sentence all
noun phrase (NP) nodes are marked as answers (ANS), one at a time. The resulting trees are then
classified using the tree kernel and the highest scored one is selected.
2.4 Paraphrase Generation

Paraphrase Generation corresponds to the automatic generation of paraphrases. In 2017, Iyer et al. [44] use automatically generated paraphrases to expand their training set. They generate paraphrases using Paraphrase Database (PPDB) [45]. PPDB contains millions of paraphrase pairs, in 22 different languages, divided in 6 sets (S–XXXL). Iyer et al. use one-to-one (lexical) and one-to-many (phrasal) paraphrases from the Large paraphrase pack. To expand their training examples they select a random non stop-word and replace it with a random paraphrase. For each training example they generate most 3 paraphrases. They evaluate their system on 2 datasets and show that using paraphrases to add examples to the training set increases performance (84.8 vs. 81.8 with and without paraphrases, for a dataset, and 86.2 vs. 84.3, for the other).

In the same year, Dong et al. [46] generate paraphrases using 3 different methods: PPDB, a Neural Machine Translation (NMT) approach and using rules mined from the WikiAnswers corpus [47].

Regarding the PPDB method, Dong et al. use the S pack of paraphrases and focus on Lexical and Phrasal paraphrases. They generate at most 10 paraphrases per sentence.

For their NMT-based approach, they follow the implementation details of Mallinson et al. [48]. They train a bi-directional Recurrent Neural Network on data released as part of the WMT15 shared translation task (4.2 million sentence pairs), and used English/German as the language pair. They used the top 15 decoding results as candidate paraphrases.

Regarding the approach using rules mined from the WikiAnswers corpus, they follow the approach of Fader et al. [49]. The corpus contains millions of clusters labeled as paraphrases by users. They begin by extracting question templates, i.e. questions with at most one wild-card, that appear in at least 10 clusters. They consider as paraphrases templates that co-occur in the same cluster (both appear more than 5 times), and that have the same arguments.

Their results show that using the paraphrases improved their performance. Furthermore, the method that improved performance the most was the NMT approach.

2.5 Natural Language Interface for Databases

A NLIDB is a system where the interaction between the user and the database is performed through Natural Language rather than through a formal language specific for database queries such as the Structured Query Language (SQL). These systems allow non-expert users to query databases without specific knowledge of the relationships and attributes of the database. Furthermore, these interfaces are used with the QAS in problems where the knowledge source is a relational database rather than a full-text database.

According to Nihalani et al. [50] NLIDBs are usually composed of two sub-components:
• Linguistic component - transforms the input into a formal language query (Analysis) and generates an answer based on the results (Answer Generation);

• Database component - performs traditional Database Management functions.

Additionally, there are 4 main approaches to building these systems [50]:

• Based on Pattern Matching;
• Based on Syntax;
• Based on Semantic Grammars;
• Based on Intermediate Representation Languages.

Approaches based on pattern matching were the earliest approaches and relied on patterns to map the input directly into the database terms.

Syntax-based approaches first parse the input and build a tree. The mapping is then done based on the tree nodes. However, not all nodes are usually mapped, and it is not always clear which nodes should or not be mapped. Moreover, creating the rules on which the mapping is based on is not always trivial.

Approaches based on semantic grammars are similar to syntax-based approaches as both build a parse tree and map the tree nodes to a query. The idea behind approaches based on semantic grammars is to use some prior knowledge to build the grammar rules in order to simplify the resulting parse tree as much as possible. The main problems with this methodology are requiring prior knowledge and being domain-dependent.

Lastly, approaches based on intermediate representation languages first translate the input into a logical form and then map the logical form into a database query language.

Li and Jagadish [51] proposed a method for building a NLIDB with user feedback throughout the process in order to guarantee the correctness of the query. First, the input is parsed, and a tree is built. Then the system finds the nodes that can be directly mapped into SQL. If any node cannot be mapped, a message is sent to the user. Moreover, if there are multiple mappings for one node then one is picked, and the choice reported to the user. After this step is concluded it is assumed that all tree nodes are understood. However, it is possible that the tree is invalid from the database perspective (e.g. missing the names of tables or attributes). Adjustments are made to the structure of the tree, under user supervision, after which the resulting tree is considered valid is translated to SQL.

2.6 Recommender System

RSs predict or recommend items based on the preferences of the users. In order to make these predictions RSs need to gather user information either explicitly (e.g. through movie ratings) or implicitly
They are used in many different areas such as movie recommendations, music, documents or e-commerce. Typical approaches to RSs can be classified as:

- Content-based filtering;
- Collaborative filtering;
- Hybrid Filtering.

Content-based Filtering (CBF) makes recommendations based on the profile of the user and the content of the items. For instance, if a user has watched several comedy movies the system is more likely to recommend another comedy instead of an action.

Collaborative Filtering (CF) makes recommendations by predicting the rating of new items based on the rating of users with the same interests. For example, if two users A and B gave a good rating to the same movies and user B also gave a good rating to movie X then the system is likely to recommend movie X to user A.

Hybrid Filtering (HF) combines CF methods and CBF methods. Hybrid methods can be classified as:

- implement collaborative and content-based methods separately and combine their predictions
- incorporate some content-based characteristics into a collaborative approach
- incorporate some collaborative characteristics into a content-based approach
- construct a unifying model that incorporates both content-based and collaborative approaches

Arguello et al. studied different document representations for recommending blogs based on an input query. This differs from regular document recommendation because a blog can be seen as a collection of documents (posts) instead of a single document. Additionally, blogs can cover several different topics whereas documents are usually restricted to a few topics. They propose 2 different representations: Large Document (LD) and Small Document (SD). The LD representation treats the blog as a single document while the SD representation views each post as a document and aggregates their rankings in the end. The LD representation gave much better results than the SD representation.

Liu et al. built a recommender system for sharing documents in personal folder environments. They propose 3 different architectures:

- Content-based Filtering and Classification (CBFC);
- Collaborative Filtering and Classification (CFC);
• Hybrid Filtering and Classification (HFC);

CBFC generates a document profile from its contents, a category profile from the documents in a given category and a user profile based on the content of the documents the user has in their personal folder. Then, similarity between documents and categories is computed and a list of document-category pairs is generated for recommendation.

CFC first generates a category and a user profile. Then, it finds similar users based on the similarity of the category profiles, predicts the ranking for other document-category pairs and generates a list of document-category for recommendation.

HFC is a combination of the previous models. It predicts the ranking of document-category pairs by merging the score given by the CBFC and the CFC models. Their experiments showed that the HFC outperforms both CBFC and CFC.

Chandrasekaran et al. [56] proposed a concept-based document recommendation system for recommending documents based on user publications. Their architecture has 3 components:

• Classifier module - Classifies each document into a set of concepts;

• Profiler module - Creates a user profile by extracting the concepts from the user’s published works;

• Recommender module - Searches for documents that have concepts similar to the profile to create a candidate list. Converts the vector representation of the user profile and document into weighted concept trees and computes the tree edit distance between both trees. The 10 closest documents are then recommended.

From their results they concluded that the concept tree algorithm outperforms both keyword similarity and vector similarity methods.
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This chapter discusses the methodology followed in order to build a Paraphrase Generation (PG) module for our Question Answering System. The main objective of this module is to generate paraphrases of the questions inputted by the users, which can be seen as a method of Automatic Query Expansion. We performed an experiment using a Paraphrase Generation framework and publicly available corpora. Since results were poor, we used 2 other methods for paraphrase generation: based on a database of paraphrases (PPDB-based) and based on Neural Machine Translation (NMT). In order to evaluate these approaches we first had to create a question dataset. We conclude this chapter with the evaluation of those 2 methods and the discussion of the results.

3.1 Preliminary experiment

A first experiment to generate paraphrases was made using a Question Generation framework developed by Rodrigues et al. [57]. The framework takes as input sentence/question pairs to create semantic patterns. Questions are then generated by applying the patterns created to new sentences. When a match is found, a question is generated. In our experiment we wanted to see if it was possible to utilize the framework developed by Rodrigues et al. to paraphrase questions, instead of only generating questions from sentences. That is, to input question/question pairs, create semantic patterns and generate questions by matching the patterns with new questions. To do this we used the crowdsourced paraphrase corpora made available by Wang et al. [58] as input seeds to the framework. There are 8 different corpora: basketball; blocks; calendar; geo880; housing; publications; recipes; regex; restaurants and socialnetwork. The corpora were created using Amazon Mechanical Turk (AMT)\(^1\) by having crowd workers (turkers) paraphrase canonical utterances, such as “meeting whose date is at least date of weekly standup” or “player whose number of steals (over a season) is smaller than 3”.

We defined 2 experimental cases: canonical/paraphrase and paraphrase/paraphrase. In the first case we used the canonical utterance given to the turkers and one paraphrase as seeds. We used the first 26 pairs of canonical utterance and paraphrase as input. In contrast, in the second case we used two paraphrases generated by the turkers, from the canonical utterances. We used one paraphrase/paraphrase pair for each canonical utterance. Additionally, to generate new questions we used canonical utterances in the first case and human-generated paraphrases in the second case.

Table 3.1 shows the number of seed pairs we used for each corpus and for each of the experiments.

<table>
<thead>
<tr>
<th></th>
<th>bball</th>
<th>blocks</th>
<th>cal</th>
<th>geo880</th>
<th>housing</th>
<th>pubs</th>
<th>recipes</th>
<th>regex</th>
<th>rest</th>
<th>socialnet</th>
</tr>
</thead>
<tbody>
<tr>
<td>canon/para</td>
<td>26</td>
<td>26</td>
<td>26</td>
<td>26</td>
<td>26</td>
<td>26</td>
<td>26</td>
<td>26</td>
<td>26</td>
<td>26</td>
</tr>
<tr>
<td>para/para</td>
<td>252</td>
<td>463</td>
<td>190</td>
<td>475</td>
<td>228</td>
<td>144</td>
<td>123</td>
<td>1359</td>
<td>339</td>
<td>613</td>
</tr>
</tbody>
</table>

\(^1\)https://www.mturk.com/ (accessed May 30, 2018)
An example of a pair used in the first case is “player whose number of steals (over a season) is smaller than 3” and “name a player with fewer than three steals?”. For the second case, an example of a pair we used is “name a player with fewer than three steals?” and “how many players have less than 3 steals on them in a season?”

Unfortunately, results from preliminary experiments were extremely poor. Countless questions where generated but close to none had any syntactic or semantic correctness.

Examples of generated questions can be seen in Figure 3.1

- point guard how many assists played a season?
- point guard had of by?
- how many assists in a season played point guard have?
- how many assists in point guard have?
- kobe bryant how many assists had during the a season?
- how many assists has played the point guard?
- how many assists played point guard have in a season?
- how many assists have in a season?
- point guard at least a season?
- how many assists have over the a season?
- how many assists have had the least point guard of in a season?
- how many assists many were played by a season?
- how many assists has the most point guard?
- how many assists season on or?
- season how many assists have over?
- how many assists had of by?

Figure 3.1: Examples of questions generated by the framework

3.1.1 Main problems with this approach

Here we will briefly discuss which were the problems behind this approach and the reasons why it failed.

3.1.1.A Dataset problems

As previously mentioned, we used the corpora made available by Wang et al. as input to this experiment. Furthermore, we had assumed that paraphrased sentences would have the same meaning, but found that it was not always the case.

Figure 3.2 shows that some workers write questions with a different meaning. For the original canonical utterance “season of player kobe bryant whose number of blocks (over a season) is 3” one worker wrote the question “what player had more blocks than kobe bryant whose number of blocks is 3”, which has a completely different meaning from the original. Another worker wrote “in which season did kobe bryant average 3 blocks”. By adding “average” to the question, it also changes its meaning from “total blocks” to “average blocks”.

However, the fault does not always lie with the workers. Some canonical utterances are vague and open to interpretation. This can be seen in Figure 3.3, with the canonical utterance “number of position”.
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While most questions mean “how many different positions are there”, one worker wrote “what is the number of the player in this position”, which has a different meaning.

3.1.1.B Framework limitations

We also found some limitations with the framework. It requires that every predicate argument in the sentence (or first question, in our case) to exist in the question. Taking as an example the questions “player who had less than 3 steals in a season” and “who has had less than 3 steals?”, since “player” does not exist in the second question, no pattern is created. Furthermore, using the question pair “In which seasons did kobe bryant make 3 blocks?” and “Season in which 3 blocks were made by kobe bryant?” as example, in the first sentence, “In which seasons” is labeled as AM-TMP denoting a temporal relation, but on the second sentence “Season in which” is labeled as Loc relating to a location. As such, no pattern is created between those questions either. Additionally, since the framework is designed to receive as input a sentence/question pair, it requires the first input to be bigger than the second input. While this is not a limitation per se, as it can be overcome by always placing as first input the question with bigger length, it was inconvenient.

3.2 Creating a Dataset for evaluation

Since we wanted to evaluate our paraphrasing approaches we first had to create a questions dataset, to which we would apply our paraphrasing methods, to generate paraphrases.

The development process began by manually writing questions based on the documentation of the dashboard “FXLM Rollover Opportunities”. The documentation of this dashboard consisted of approxi-
mately 6 pages of information, which resulted in 606 different questions.

The next step was to manually group the 606 questions by expected answer, that is, to group the questions such that each group contains only questions that have the same answer – we did this in order to be able to test the quality of our paraphrases as we assume that paraphrases of a question have the same answer. The outcome of this grouping were 130 different groups. Examples of questions from the group with highest frequency are “How can I see what clients are more likely to rollover?”, “How can we find potential clients to speak with to rollover with BNPP?” and “How can I know what clients will rollover?”. The following table and figure present more details regarding the dataset created. In Table 3.2 we can see the number of questions, number of groups, maximum, minimum and mean questions per group, as well as the standard deviation. Figure 3.4 shows the distribution of questions per group, through a bar chart.

Table 3.2: Original Dataset Details

<table>
<thead>
<tr>
<th>Original Dataset Details</th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Nr. of questions</td>
<td>606</td>
</tr>
<tr>
<td>Nr. of question groups</td>
<td>130</td>
</tr>
<tr>
<td>Max questions per group</td>
<td>72</td>
</tr>
<tr>
<td>Min questions per group</td>
<td>1</td>
</tr>
<tr>
<td>Average questions per group</td>
<td>4.662</td>
</tr>
<tr>
<td>Standard Deviation</td>
<td>7.967</td>
</tr>
</tbody>
</table>

Figure 3.4: Questions per group

3.3 Generation based on the ParaPhrase DataBase

Paraphrase Database (PPDB) [45] is, as the name suggests, a Database of paraphrases. It offers paraphrase packs in 22 different languages in sizes ranging from S (small) to XXXL (extra-extra-extra-large). The paraphrase packs are plain text files with a paraphrase rule per line. The rules for the English pack are formatted as follows:

$LHS||PHRASE||PARAPHRASE||(FEATURE = VALUE)^*||ALIGNMENT||ENTAILMENT$
Where LHS is the constituent label for the paraphrase pair, PHRASE is an expression, PARAPHRASE is its paraphrase, \((\text{FEATURE}=\text{VALUE})^*\) is a list of features and respective values, ALIGNMENT is the alignment between the PHRASE and PARAPHRASE, and ENTAILMENT denotes an entailment relation between PHRASE and PARAPHRASE (e.g., Equivalence for the pair restriction/limitation or ForwardEntailment for the pair dog/animal). An example of a PPDB rule can be seen in Figure 3.5.

Figure 3.5: Example of a PPDB2.0 rule for the English language

```
[NN] ||| transplant ||| transplantation || PPDB2.0Score=5.24981
PPDB1.0Score=3.295900 -logp(LHS|e1)=-0.185977 -logp(LHS|e2)=-0.14031
-logp(e1|LHS)=-11.83583 -logp(e1|e2)=1.805077 -logp(e1|e2,LHS)=1.467287
-logp(e2|LHS)=-11.47593 -logp(e2|e1)=1.49083 -logp(e2|e1,LHS)=1.10738
AGigaSim=0.63439 Abstract=0 Adjacent=0 CharCountDiff=5 CharLogCR=0.40547
ContainsX=0 Equivalence=0.371472 Exclusion=0.000344 GlueRule=0
GoogleNgramSim=0.03067 Identity=0 Independent=0.078161 Lex(e1|e2)=9.64663
Lex(e2|e1)=59.48919 Lexical-1 LogCount=4.67283 MVLSA2Sim=NA Monotonic-1
OtherRelated=0.372735 PhrasePenalty=1 RarityPenalty=0
ForwardEntailment=0.177287 SourceTerminalsButNoTarget=0 SourceWords=1
TargetComplexity=0.98821 TargetFormality=0.98464 TargetTerminalsButNoSource=0
TargetWords=1 UnalignedSource=0 UnalignedTarget=0 WordCountDiff=0
WordLenDiff=5.00000 WordLogCR=0 ||| 0-0 ||| OtherRelated
```

Following the work of Dong et al. [46] we focused on LEXICAL (single word) and PHRASAL (multiword to single/multiword) paraphrases and used the S sized pack for precision.

Instead of using all the rules in the pack, we selected only those with an entailment relation we thought appropriate for paraphrases, namely: Equivalence, ForwardEntailment (hyponym) and ReverseEntailment (hypernym). A hyponym is “A word of more specific meaning than a general or superordinate term applicable to it” \(^2\) as exemplified above, whereas is the opposite.

Additionally, we also filtered the number of rules based on the features “PPDB1.0Score” and “PPDB2.0Score”, and a threshold for those features. We selected the thresholds for filtering after a small empirical experiment.

We chose 4 different thresholds, based on quartiles:

- PPDB1.0Score above second quartile and PPDB2.0Score above second quartile (50-50);
- PPDB1.0Score above third quartile and PPDB2.0Score above second quartile (75-50);
- PPDB1.0Score above second quartile and PPDB2.0Score above third quartile (50-75);
- PPDB1.0Score above third quartile and PPDB2.0Score above third quartile (75-75).

We then filter the rules in two ways:

- By selecting those with PPDB1.0Score and PPDB2.0Score above the threshold (Case A);

\(^2\) https://en.oxforddictionaries.com/definition/hyponym (accessed September 22, 2018)
- By grouping the rules according to their Entailment Relation and then selecting those with PPDB1.0Score and PPDB2.0Score above the threshold, for each group (Case B).

The following tables show some statistics regarding the values of the features we used, as well as the number of rules before and after filtering. Table 3.3 shows the number of rules as well as the max, min, mean and standard deviation of the rules’ score relative to lexical rules and Table 3.4 relative to phrasal rules. Table 3.5 contains the number of rules after filtering, for lexical and phrasal rules, and for each filtering case.

Table 3.3: Statistics of lexical rules, grouped by relation

<table>
<thead>
<tr>
<th>Relation</th>
<th>PPDB1.0Score</th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Count</td>
<td>Max</td>
<td>Min</td>
<td>Mean</td>
<td>Std</td>
<td>Count</td>
<td>Max</td>
<td>Min</td>
<td>Mean</td>
<td>Std</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Equivalence</td>
<td>7,090</td>
<td>27.33</td>
<td>2.15</td>
<td>12.31</td>
<td>4.82</td>
<td>7,090</td>
<td>4.70</td>
<td>3.47</td>
<td>3.74</td>
<td>0.21</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>ForwardEntailment</td>
<td>6,588</td>
<td>27.33</td>
<td>2.15</td>
<td>12.61</td>
<td>4.87</td>
<td>6,588</td>
<td>4.63</td>
<td>3.47</td>
<td>3.73</td>
<td>0.19</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>ReverseEntailment</td>
<td>23,011</td>
<td>26.6</td>
<td>1.49</td>
<td>7.89</td>
<td>3.67</td>
<td>23,011</td>
<td>5.22</td>
<td>3.48</td>
<td>3.78</td>
<td>0.25</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>All Relations</td>
<td>36,689</td>
<td>27.33</td>
<td>1.49</td>
<td>9.59</td>
<td>4.70</td>
<td>36,689</td>
<td>5.22</td>
<td>3.47</td>
<td>3.77</td>
<td>0.23</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Table 3.4: Statistics of phrasal rules, grouped by relation

<table>
<thead>
<tr>
<th>Relation</th>
<th>PPDB1.0Score</th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Count</td>
<td>Max</td>
<td>Min</td>
<td>Mean</td>
<td>Std</td>
<td>Count</td>
<td>Max</td>
<td>Min</td>
<td>Mean</td>
<td>Std</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Equivalence</td>
<td>354,208</td>
<td>27.94</td>
<td>1.39</td>
<td>8.80</td>
<td>5.40</td>
<td>354,208</td>
<td>6.13</td>
<td>4.26</td>
<td>4.54</td>
<td>0.23</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>ForwardEntailment</td>
<td>251,408</td>
<td>27.99</td>
<td>1.39</td>
<td>12.80</td>
<td>6.14</td>
<td>251,408</td>
<td>6.01</td>
<td>4.26</td>
<td>4.50</td>
<td>0.20</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>ReverseEntailment</td>
<td>427,632</td>
<td>27.99</td>
<td>1.39</td>
<td>14.45</td>
<td>6.14</td>
<td>427,632</td>
<td>6.03</td>
<td>4.26</td>
<td>4.50</td>
<td>0.20</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>All Relations</td>
<td>1,033,248</td>
<td>27.99</td>
<td>1.39</td>
<td>12.11</td>
<td>6.45</td>
<td>1,033,248</td>
<td>6.13</td>
<td>4.26</td>
<td>4.51</td>
<td>0.21</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Table 3.5: Number of rules after filtering

<table>
<thead>
<tr>
<th></th>
<th>Case A</th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>50-50</td>
<td>50-75</td>
<td>75-50</td>
<td>75-75</td>
<td>50-50</td>
<td>50-75</td>
<td>75-50</td>
<td>75-75</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Lexical</td>
<td>8304</td>
<td>3656</td>
<td>4429</td>
<td>2038</td>
<td>8414</td>
<td>3820</td>
<td>4130</td>
<td>1867</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Phrasal</td>
<td>239145</td>
<td>112052</td>
<td>111554</td>
<td>49230</td>
<td>243758</td>
<td>116770</td>
<td>117819</td>
<td>54559</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

We then applied each set of rules to our manually created 606 questions and removed duplicates.

The number of questions after this step is presented in Table 3.6.

Table 3.6: Number of questions after applying rules

<table>
<thead>
<tr>
<th></th>
<th>Case A</th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>With duplicates</td>
<td>50-50</td>
<td>50-75</td>
<td>75-50</td>
<td>75-75</td>
<td>50-50</td>
<td>50-75</td>
<td>75-50</td>
<td>75-75</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Lexical</td>
<td>1,507</td>
<td>1,040</td>
<td>1,199</td>
<td>920</td>
<td>1,719</td>
<td>1,190</td>
<td>1,116</td>
<td>879</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Phrasal</td>
<td>3,564</td>
<td>1,692</td>
<td>1,905</td>
<td>988</td>
<td>3,218</td>
<td>1,347</td>
<td>1,761</td>
<td>1,058</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Without duplicates</td>
<td>50-50</td>
<td>50-75</td>
<td>75-50</td>
<td>75-75</td>
<td>50-50</td>
<td>50-75</td>
<td>75-50</td>
<td>75-75</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Lexical</td>
<td>1,046</td>
<td>755</td>
<td>859</td>
<td>723</td>
<td>1,153</td>
<td>844</td>
<td>821</td>
<td>704</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Phrasal</td>
<td>2,970</td>
<td>1,412</td>
<td>1,573</td>
<td>837</td>
<td>2,830</td>
<td>1,097</td>
<td>1,483</td>
<td>863</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
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3.4 Generation based on Neural Machine Translation

NMT is the an approach to Machine Translation (MT) that uses Neural Networks (NNs) to translate text or speech from one language to another. We follow the work of Dong et al. [46] to generate paraphrases by translating sentences from English to German and then translating back to English. At first we attempted to use the same library as Dong et al., however we faced many problems due to a conflict of versions between several libraries. We then searched for other NMT libraries and found tensorflow’s Tensor2Tensor (T2T) library3 [59], which we eventually used. More specifically, T2T’s implementation of the Transformer model from the paper by Vaswani et al. [60].

We trained 2 models with Hparams “transformer_base” on data released as part of the WMT15 task (4.2 million English and German aligned sentences) for 21k steps each, on 8 K80 GPU’s, using Google Cloud4.

To decode (i.e. translate), we set the parameters “Beam_size” to 10 and “Alpha” to 0.6, after a brief empirical experiment.

An example of a paraphrase generated using this method is “What is a billing date?”. The original question was “What is a settlement date?” and the German-translated question was “Was ist ein Abrechnungsdatum?”.

Using this method, each original question may, or not, generate a paraphrase since the final translated question may be the same as the original question. Additionally, it is possible that different questions generate the same paraphrase. From the 606 generated paraphrases only 562 were left after removing duplicates. Additionally, from those 562, 232 already existed in the original questions.

3.5 Evaluating our approaches

In order to evaluate our PPDB-based and NMT-based approaches we designed 3 experiments: Big Knowledge Base, Small Knowledge Base and Real Case Simulation. In all experiments the goal was to classify the “test” questions using the questions in our “Knowledge Base (KB)”. For example, if we had in our KB a question manually classified as being in group 1 “What is the main goal of the dashboard?” and a question manually classified as being in group 2 “What does the dashboard show?”, given a new question “What can I see in the dashboard?” the goal would be to classify it as belonging to group 1 or 2.

In the first experiment, Big KB, we simulate the setting of having a big knowledge base. We start by generating paraphrases of our original questions. Then, we choose 1 question from each group for testing and use the remaining as our KB. After that, we compute the distance between the test

---

3https://github.com/tensorflow/tensor2tensor (accessed June 22, 2018)
4https://cloud.google.com/ (accessed June 24, 2018)
questions and the KB questions and classify the group of each test question as the group of the KB question closest to it.

In the Small KB experiment we begin as in the previous experiment, by generating paraphrases of the original questions, and then do the opposite: choose 1 question from each group for the KB and use the remaining questions for testing. This is better shown in Figure 3.6. After selecting questions for the KB and testing, we compute the distance between the test questions and the KB questions, and select as the group for each of the test questions the group of the KB closest to it, as in the Big KB experiment. This setting can also be seen as a “lazy” setting and more likely to occur in the “real world” as it simulates a Frequently Asked Questions (FAQ) setting, where we have 1 answer for each FAQ.

**Figure 3.6: Small KB Setting**

![Small KB Setting Diagram]

The experiment “Real Case Simulation” is similar to the Small KB experiment since we also choose 1 question from each group for the KB and use the remaining for testing. However, in contrast to the Small KB experiment, we first choose the questions for the KB and testing and only then generate paraphrases of the questions in the KB. The process of selecting the questions can be seen in Figure 3.7.

For each experiment we tested using:

- only the manually generated questions;
- only PPDB-based generated paraphrases (each paraphrase set individually);
- only NMT-based paraphrases;
- original questions + best lexical and phrasal PPDB-based paraphrases + NMT-based paraphrases

We classified the questions using 7 different distance metrics based on the Levenshtein Distance [61], Jaccard Distance [62] and Word2Vec [63]:

- Character-wise Levenshtein Distance
3.5.1 Distance Metrics

As previously mentioned, we computed 7 different distance metrics. Here, we will explain how to compute each one of them.

The **Levenshtein distance** is computed between two strings and is given by the minimum number of editions necessary to transform one string into the other. Possible editions are: deletion, insertion and substitution. Each edition has a cost of 1. We compute this distance based on characters and words. For the first case, using as an example the words “dogs” and “log” the Levenshtein distance is obtained as follows:

- dogs → logs (substitute ‘d’ for ‘l’)
- logs → log (remove ‘s’)

Using the sentences “I love all dogs” and “I have cats”, the Levenshtein distance based on words is computed as follows:

- love → have (substitute “love” for “have”)
• all → ∅ (delete “all”)
• dogs → cats (substitute “dogs” for “cats”)

The Jaccard distance is used to compute the dissimilarity between two sets $A$ and $B$. It is computed as follows:

$$d_j(A, B) = \frac{|A \cup B| - |A \cap B|}{|A \cup B|}$$

We compute the Jaccard distance character-based, unigram-based, bigram-based and trigram-based. Using the same example as above, the character-based Jaccard distance between “dogs” and “log” is:

$$d_j(“dogs”, “log”) = \frac{|\{d,o,g,s\} \cup \{l,o,g\}| - |\{d,o,g,s\} \cap \{l,o,g\}|}{|\{d,o,g,s\} \cup \{l,o,g\}|} = \frac{5 - 2}{5} = 0.6$$

N-grams are a contiguous sequence of $n$ items. For instance, the bigrams for the sentence “I love all dogs” are (“I”, “love”), (“love”, “all”), (“all”, “dogs”) and trigrams are (“I”, “love”, “all”), (“love”, “all”, “dogs”).

Word Embeddings are techniques to represent words as dense vectors, instead of a one-hot representation where each word corresponds to a vector of the size of the vocabulary, with all entries set to 0 except for one that is set to 1 (which corresponds to that word, in that vocabulary). For instance, using the previous sentences “I love all dogs” and “I have cats” as example, the vocabulary is $V = \{“I”, “love”, “all”, “dogs”, “have”, “cats”\}$ and the respective one-hot representation is:

• “I” = [1,0,0,0,0,0]
• “love” = [0,1,0,0,0,0]
• “all” = [0,0,1,0,0,0]
• “dogs” = [0,0,0,1,0,0]
• “have” = [0,0,0,0,1,0]
• “cats” = [0,0,0,0,0,1]

The one-hot representation of a sentence is then obtained by simply summing the one-hot vectors of each word. For instance, for the sentence “I love all dogs” the one-hot representation is [1,1,1,1,0,0]. The problem with this representation is that it creates very sparse vectors. Word embeddings address this problem by reducing the dimensionality of the vocabulary.

We used gensim’s implementation of Word2Vec, using Word2Vec’s vectors. We compute the distance between sentences $A$ and $B$ in 2 ways: the cosine distance between the sum of all embed-

---

5[https://github.com/RaRe-Technologies/gensim/](https://github.com/RaRe-Technologies/gensim/) (accessed September 1, 2018)

6[https://code.google.com/archive/p/word2vec/](https://code.google.com/archive/p/word2vec/) (accessed September 1, 2018)
dings in sentence $A$ and the sum of all embeddings in sentence $B$ and the cosine distance between the average of all embeddings in sentence $A$ and the average of all embeddings in sentence $B$.

### 3.5.2 Results

Since we randomly choose a sample of questions for the knowledge base and testing, for each of the 2 experiments we classify the questions and compute the accuracy of the classification 20 times and average the results. Accuracy is defined as

$$\text{Acc} = \frac{TP + TN}{TP + TN + FP + FN}$$

Where $TP$ where TP are correctly identified instances, or True Positives, $TN$ are correctly rejected, or True Negatives, $FP$ are incorrectly identified, or False Positives and $FN$ are the incorrectly rejected instances, or False Negatives.

#### 3.5.2.A Big Knowledge Base

The results for this experiment can be seen in Tables 3.7 to 3.11.

For the original questions, whose results can be seen in Table 3.7, the best distance metric was the Jaccard Distance using bigrams (0.678). However, all except for the Word-based Levenshtein Distance (0.513) and Unigram-based Jaccard Distance (0.603) have comparable performances.

<table>
<thead>
<tr>
<th>Metrics</th>
<th>Original Questions</th>
</tr>
</thead>
<tbody>
<tr>
<td>Lev-char</td>
<td>0.666</td>
</tr>
<tr>
<td>Lev-word</td>
<td>0.513</td>
</tr>
<tr>
<td>Jac-char</td>
<td>0.655</td>
</tr>
<tr>
<td>Jac-uni</td>
<td>0.603</td>
</tr>
<tr>
<td>Jac-bi</td>
<td><strong>0.678</strong></td>
</tr>
<tr>
<td>Jac-tri</td>
<td>0.659</td>
</tr>
<tr>
<td>W2V-sum</td>
<td>0.650</td>
</tr>
</tbody>
</table>

PPDB-based lexical results are shown in Table 3.8.

The best result is obtained by the question set “Case A-50-50” and using the Character-based Levenshtein Distance (0.778). Moreover, except for the question set “Case B-75-75”, where the best metric is the Jaccard Distance using bigrams, the best metric was the Levenshtein Distance for characters. Comparing these results with the ones obtained using only the original questions, we can see that except for the “Case B 75-75” paraphrase set, the best result was always better than the best result of the original questions. Furthermore, the overall best result for this experiment – “Case A 50-50”, improved
Table 3.8: Big KB PPDB Lexical Results

<table>
<thead>
<tr>
<th>Metrics</th>
<th>50-50</th>
<th>50-75</th>
<th>75-50</th>
<th>75-75</th>
<th>50-50</th>
<th>50-75</th>
<th>75-50</th>
<th>75-75</th>
</tr>
</thead>
<tbody>
<tr>
<td>Lev-char</td>
<td>0.778</td>
<td>0.728</td>
<td>0.734</td>
<td>0.700</td>
<td>0.756</td>
<td>0.713</td>
<td>0.715</td>
<td>0.671</td>
</tr>
<tr>
<td>Lev-word</td>
<td>0.570</td>
<td>0.545</td>
<td>0.538</td>
<td>0.522</td>
<td>0.587</td>
<td>0.540</td>
<td>0.536</td>
<td>0.503</td>
</tr>
<tr>
<td>Jac-char</td>
<td>0.694</td>
<td>0.675</td>
<td>0.680</td>
<td>0.647</td>
<td>0.712</td>
<td>0.661</td>
<td>0.658</td>
<td>0.648</td>
</tr>
<tr>
<td>Jac-uni</td>
<td>0.644</td>
<td>0.627</td>
<td>0.632</td>
<td>0.623</td>
<td>0.661</td>
<td>0.633</td>
<td>0.614</td>
<td>0.606</td>
</tr>
<tr>
<td>Jac-bi</td>
<td>0.733</td>
<td>0.693</td>
<td>0.700</td>
<td>0.692</td>
<td>0.722</td>
<td>0.691</td>
<td>0.676</td>
<td>0.677</td>
</tr>
<tr>
<td>Jac-tri</td>
<td>0.692</td>
<td>0.653</td>
<td>0.638</td>
<td>0.642</td>
<td>0.678</td>
<td>0.640</td>
<td>0.637</td>
<td>0.643</td>
</tr>
<tr>
<td>W2V-sum</td>
<td>0.675</td>
<td>0.665</td>
<td>0.659</td>
<td>0.658</td>
<td>0.671</td>
<td>0.645</td>
<td>0.651</td>
<td>0.639</td>
</tr>
</tbody>
</table>

Similarly to the lexical results, the best metric is almost always the Levenshtein Distance. When it is not the best metric it still gives a comparable performance. The best overall result is obtained by the “Case B-50-50” question set and the Levenshtein Distance based on characters. Once again, by comparing the results of using phrasal paraphrases with the results of using only the original questions, we see an increase in the best accuracy when using paraphrases (0.723 vs. 0.678).

The PPDB-based phrasal results can be seen in Table 3.9.

Table 3.9: Big KB PPDB Phrasal Results

<table>
<thead>
<tr>
<th>Metrics</th>
<th>50-50</th>
<th>50-75</th>
<th>75-50</th>
<th>75-75</th>
<th>50-50</th>
<th>50-75</th>
<th>75-50</th>
<th>75-75</th>
</tr>
</thead>
<tbody>
<tr>
<td>Lev-char</td>
<td>0.710</td>
<td>0.659</td>
<td>0.697</td>
<td>0.666</td>
<td>0.723</td>
<td>0.656</td>
<td>0.682</td>
<td>0.654</td>
</tr>
<tr>
<td>Lev-word</td>
<td>0.572</td>
<td>0.502</td>
<td>0.560</td>
<td>0.515</td>
<td>0.590</td>
<td>0.519</td>
<td>0.553</td>
<td>0.499</td>
</tr>
<tr>
<td>Jac-char</td>
<td>0.630</td>
<td>0.609</td>
<td>0.641</td>
<td>0.604</td>
<td>0.661</td>
<td>0.623</td>
<td>0.637</td>
<td>0.618</td>
</tr>
<tr>
<td>Jac-uni</td>
<td>0.645</td>
<td>0.590</td>
<td>0.647</td>
<td>0.620</td>
<td>0.666</td>
<td>0.601</td>
<td>0.633</td>
<td>0.600</td>
</tr>
<tr>
<td>Jac-bi</td>
<td>0.692</td>
<td>0.654</td>
<td>0.683</td>
<td>0.681</td>
<td>0.719</td>
<td>0.659</td>
<td>0.679</td>
<td>0.661</td>
</tr>
<tr>
<td>Jac-tri</td>
<td>0.643</td>
<td>0.613</td>
<td>0.627</td>
<td>0.644</td>
<td>0.657</td>
<td>0.627</td>
<td>0.637</td>
<td>0.644</td>
</tr>
<tr>
<td>W2V-sum</td>
<td>0.685</td>
<td>0.659</td>
<td>0.672</td>
<td>0.656</td>
<td>0.681</td>
<td>0.646</td>
<td>0.657</td>
<td>0.638</td>
</tr>
</tbody>
</table>

Regarding the NMT paraphrases, results can be seen in Table 3.10.

Table 3.10: Big KB NMT Results

<table>
<thead>
<tr>
<th>Metrics</th>
<th>NMT</th>
</tr>
</thead>
<tbody>
<tr>
<td>Lev-char</td>
<td>0.585</td>
</tr>
<tr>
<td>Lev-word</td>
<td>0.473</td>
</tr>
<tr>
<td>Jac-char</td>
<td>0.573</td>
</tr>
<tr>
<td>Jac-uni</td>
<td>0.560</td>
</tr>
<tr>
<td>Jac-bi</td>
<td>0.558</td>
</tr>
<tr>
<td>Jac-tri</td>
<td>0.555</td>
</tr>
<tr>
<td>W2V-sum</td>
<td>0.643</td>
</tr>
</tbody>
</table>

The best metric are Word Vectors. However, results are slightly poorer in comparison with the original
questions (0.650 vs 0.643). This is perhaps due to having less questions in the knowledge base, since the NMT approach generated less paraphrases than the number of original questions.

The results of combining the Original Questions with the best PPDB questions (best lexical – “Case A-50-50” and best phrasal – “Case B-75-50”) and NMT questions are shown in Table 3.11.

Table 3.11: Big KB Combination of All Methods Results

<table>
<thead>
<tr>
<th>Metrics</th>
<th>Original Questions + NMT + PPDB</th>
</tr>
</thead>
<tbody>
<tr>
<td>Lev-char</td>
<td>0.819</td>
</tr>
<tr>
<td>Lev-word</td>
<td>0.657</td>
</tr>
<tr>
<td>Jac-char</td>
<td>0.716</td>
</tr>
<tr>
<td>Jac-uni</td>
<td>0.704</td>
</tr>
<tr>
<td>Jac-bi</td>
<td>0.718</td>
</tr>
<tr>
<td>Jac-tri</td>
<td>0.675</td>
</tr>
<tr>
<td>W2V-sum</td>
<td>0.725</td>
</tr>
</tbody>
</table>

From the results we can see the best metric is the Character-based Levenshtein Distance (0.819). Furthermore, we can conclude that using our paraphrases to populate the Knowledge Base has a positive impact – we see an increase in the accuracy when using the paraphrases and our best overall result is achieved when we combine the original questions with both of our paraphrasing methods. This suggests that having more examples increases the accuracy, which is expected as we have more data in our KB on which to base our classification. However, the quality of the paraphrases is also important seeing that the accuracy for some of the phrasal paraphrases question sets (e.g. Case B-50-75) have accuracy comparable to the original questions and NMT paraphrases (0.659 vs. 0.678 vs. 0.643), while having more questions in the KB (1,097 vs. 606 vs. 562 questions).

3.5.2.B Small Knowledge Base

The results for this experiment can be seen in Tables 3.12 to 3.16. Table 3.12 shows the results for the original questions. The best metric was Word2Vector (0.682).

Table 3.12: Small KB Original Questions Results

<table>
<thead>
<tr>
<th>Metrics</th>
<th>Original Questions</th>
</tr>
</thead>
<tbody>
<tr>
<td>Lev-char</td>
<td>0.648</td>
</tr>
<tr>
<td>Lev-word</td>
<td>0.624</td>
</tr>
<tr>
<td>Jac-char</td>
<td>0.478</td>
</tr>
<tr>
<td>Jac-uni</td>
<td>0.681</td>
</tr>
<tr>
<td>Jac-bi</td>
<td>0.667</td>
</tr>
<tr>
<td>Jac-tri</td>
<td>0.611</td>
</tr>
<tr>
<td>W2V-sum</td>
<td>0.682</td>
</tr>
</tbody>
</table>

PPDB-based lexical results are shown in Table 3.13.
Table 3.13: PPDB Small KB Lexical Results

<table>
<thead>
<tr>
<th>Metrics</th>
<th>50-50</th>
<th>50-75</th>
<th>75-50</th>
<th>75-75</th>
<th>50-50</th>
<th>50-75</th>
<th>75-50</th>
<th>75-75</th>
</tr>
</thead>
<tbody>
<tr>
<td>Lev-char</td>
<td>0.723</td>
<td>0.678</td>
<td>0.702</td>
<td>0.679</td>
<td>0.721</td>
<td>0.705</td>
<td>0.700</td>
<td>0.674</td>
</tr>
<tr>
<td>Lev-word</td>
<td>0.711</td>
<td>0.652</td>
<td>0.695</td>
<td>0.662</td>
<td>0.693</td>
<td>0.680</td>
<td>0.685</td>
<td>0.655</td>
</tr>
<tr>
<td>Jac-char</td>
<td>0.587</td>
<td>0.526</td>
<td>0.543</td>
<td>0.540</td>
<td>0.570</td>
<td>0.598</td>
<td>0.536</td>
<td>0.536</td>
</tr>
<tr>
<td>Jac-uni</td>
<td>0.753</td>
<td>0.702</td>
<td>0.745</td>
<td>0.720</td>
<td>0.729</td>
<td>0.732</td>
<td>0.728</td>
<td>0.712</td>
</tr>
<tr>
<td>Jac-bi</td>
<td>0.727</td>
<td>0.684</td>
<td>0.726</td>
<td>0.696</td>
<td>0.701</td>
<td>0.716</td>
<td>0.723</td>
<td>0.706</td>
</tr>
<tr>
<td>Jac-tri</td>
<td>0.676</td>
<td>0.630</td>
<td>0.679</td>
<td>0.649</td>
<td>0.463</td>
<td>0.655</td>
<td>0.672</td>
<td>0.654</td>
</tr>
<tr>
<td>W2V-sum</td>
<td>0.747</td>
<td>0.706</td>
<td>0.719</td>
<td>0.715</td>
<td>0.744</td>
<td>0.730</td>
<td>0.723</td>
<td>0.708</td>
</tr>
</tbody>
</table>

The best result is obtained by the question set “Case A-50-50” and using the Unigram-based Jaccard Distance (0.753). We can see that by using lexical paraphrases our accuracy increased, in comparison with the accuracy of using only the original questions (0.753 vs. 0.682). Additionally, the best metric for all the question sets was either the Unigram-based Jaccard Distance or Word2Vector and both have always comparable performance to each other, except for the “Case A-75-50” question set.

The PPDB-based phrasal results can be seen in Table 3.14.

Table 3.14: PPDB Small KB Phrasal Results

<table>
<thead>
<tr>
<th>Metrics</th>
<th>50-50</th>
<th>50-75</th>
<th>75-50</th>
<th>75-75</th>
<th>50-50</th>
<th>50-75</th>
<th>75-50</th>
<th>75-75</th>
</tr>
</thead>
<tbody>
<tr>
<td>Lev-char</td>
<td>0.531</td>
<td>0.668</td>
<td>0.659</td>
<td>0.651</td>
<td>0.473</td>
<td>0.607</td>
<td>0.678</td>
<td>0.655</td>
</tr>
<tr>
<td>Lev-word</td>
<td>0.573</td>
<td>0.676</td>
<td>0.653</td>
<td>0.647</td>
<td>0.488</td>
<td>0.585</td>
<td>0.691</td>
<td>0.662</td>
</tr>
<tr>
<td>Jac-char</td>
<td>0.365</td>
<td>0.450</td>
<td>0.402</td>
<td>0.455</td>
<td>0.379</td>
<td>0.428</td>
<td>0.370</td>
<td>0.464</td>
</tr>
<tr>
<td>Jac-uni</td>
<td>0.681</td>
<td>0.750</td>
<td>0.736</td>
<td>0.697</td>
<td>0.641</td>
<td>0.698</td>
<td>0.776</td>
<td>0.736</td>
</tr>
<tr>
<td>Jac-bi</td>
<td>0.699</td>
<td>0.747</td>
<td>0.723</td>
<td>0.701</td>
<td>0.627</td>
<td>0.685</td>
<td>0.729</td>
<td>0.707</td>
</tr>
<tr>
<td>Jac-tri</td>
<td>0.610</td>
<td>0.645</td>
<td>0.645</td>
<td>0.633</td>
<td>0.581</td>
<td>0.614</td>
<td>0.597</td>
<td>0.613</td>
</tr>
<tr>
<td>W2V-sum</td>
<td>0.647</td>
<td>0.742</td>
<td>0.733</td>
<td>0.716</td>
<td>0.642</td>
<td>0.692</td>
<td>0.788</td>
<td>0.741</td>
</tr>
</tbody>
</table>

The best overall result is obtained by the “Case B-75-50” question set and Word2Vector (0.788). Once again, we see that using paraphrases improves the classification (0.788 vs. 0.682). The best metrics are the Jaccard Distance computed on unigrams and Word2Vector, except for the “Case A-50-50” question set, which is the Bigram-based Jaccard Distance.

Results of the NMT-based approach can be seen in Table 3.15.

The best results, as with the original questions, are obtained with Word Vectors. However, a worst performance than with the original questions is achieved (0.587 vs. 0.682).

The results of combining the Original Questions with the NMT questions and the best PPDB questions (best lexical – “Case A-50-50” and best phrasal – “Case B-75-50”) are shown in Table 3.16.

The best metrics, in line with the individual results, are Word2Vector and Unigram Jaccard Distance, with the overall best being Word2Vector (0.703). Using all the paraphrases we managed to obtain a
### Table 3.15: Small KB NMT Results

<table>
<thead>
<tr>
<th>Metrics</th>
<th>NMT</th>
</tr>
</thead>
<tbody>
<tr>
<td>Lev-char</td>
<td>0.547</td>
</tr>
<tr>
<td>Lev-word</td>
<td>0.506</td>
</tr>
<tr>
<td>Jac-char</td>
<td>0.458</td>
</tr>
<tr>
<td>Jac-uni</td>
<td>0.571</td>
</tr>
<tr>
<td>Jac-bi</td>
<td>0.526</td>
</tr>
<tr>
<td>Jac-tri</td>
<td>0.492</td>
</tr>
<tr>
<td>W2V-sum</td>
<td>0.587</td>
</tr>
</tbody>
</table>

### Table 3.16: Small KB Combination of All Methods Results

<table>
<thead>
<tr>
<th>Metrics</th>
<th>Original Questions + NMT + PPDB</th>
</tr>
</thead>
<tbody>
<tr>
<td>Lev-char</td>
<td>0.600</td>
</tr>
<tr>
<td>Lev-word</td>
<td>0.605</td>
</tr>
<tr>
<td>Jac-char</td>
<td>0.403</td>
</tr>
<tr>
<td>Jac-uni</td>
<td>0.691</td>
</tr>
<tr>
<td>Jac-bi</td>
<td>0.638</td>
</tr>
<tr>
<td>Jac-tri</td>
<td>0.521</td>
</tr>
<tr>
<td>W2V-sum</td>
<td>0.703</td>
</tr>
</tbody>
</table>

better performance than by using only the original questions (0.703 vs. 0.682). However, while this result is better than the one obtained using the original questions and NMT paraphrases, it is worse than using only PPDB lexical or phrasal paraphrases. Perhaps if we had not included the NMT paraphrases, which had a worse accuracy than the original questions, we would have achieved a better result. However, we did not test this hypothesis. It is interesting to see than the best metric for the Small KB experiment, a setting where we classify many questions based on a single question per group, are Word Vectors. This means that the classification is not “bound” to the structure of the sentences.

### 3.5.2.C Simulating a real case

Instead of having a big knowledge base, in a real case it is far more likely to have one question of each group in the knowledge base. As previously mentioned, in this experiment we select one question per group for our knowledge base, expand those questions using our Paraphrase Generation Module (NMT + PPDB generation) and classify the remaining questions. The results can be seen in Table 3.17.

If we compare these results with the ones using only the original questions (seen in Table 3.12), we see that the overall accuracy of the classification decreased but the best results for each case do not differ that much (0.681 vs. 0.657). This might mean that the quality of our generated paraphrases is not the best.
Table 3.17: Real Case Simulation Results

<table>
<thead>
<tr>
<th>Metrics</th>
<th>Original Questions + NMT + PPDB</th>
</tr>
</thead>
<tbody>
<tr>
<td>Lev-char</td>
<td>0.657</td>
</tr>
<tr>
<td>Lev-word</td>
<td>0.606</td>
</tr>
<tr>
<td>Jac-char</td>
<td>0.467</td>
</tr>
<tr>
<td>Jac-uni</td>
<td>0.618</td>
</tr>
<tr>
<td>Jac-bi</td>
<td>0.634</td>
</tr>
<tr>
<td>Jac-tri</td>
<td>0.619</td>
</tr>
<tr>
<td>W2V-sum</td>
<td>0.653</td>
</tr>
</tbody>
</table>

3.5.3 Effects of pre-processing

After evaluating our 3 experiments we decided to evaluate the effects of pre-processing on the classification as we believed it would yield better results. For instance, without using any pre-processing the occurrences “(Client Contribution)”, “Client Contribution”, “client contribution” and “(client contribution)” are all different due to differences in casing and characters due to the brackets. While this does not greatly affect the Character-based Levenshtein Distance, others are more affected. We experimented only with the “Small KB” method and using the original questions as well as the NMT and PPDB paraphrases. We set all letters to lower-case, separated symbols with spaces (e.g “that is,” → “that is ,,” and “+/−” → “+ / -”) and removed stop-words using the default stop-word list for the English language from Natural Language Toolkit (NLTK) [66].

The results, which can be seen in Table 3.18, are overall worse than without preprocessing but the best accuracy for both cases is comparable (0.703 without pre-processing and 0.700 with pre-processing). Nonetheless, the results with pre-processing and using the paraphrases are still better than without pre-processing and only the original questions (0.700 vs. 0.682), which, once again, shows that using the paraphrases is beneficial for the classification.

Table 3.18: Small KB Pre-Processing Vs. No Pre-Processing Results

<table>
<thead>
<tr>
<th>Metrics</th>
<th>Pre-Processing</th>
<th>No Pre-processing</th>
</tr>
</thead>
<tbody>
<tr>
<td>Lev-char</td>
<td>0.576</td>
<td>0.600</td>
</tr>
<tr>
<td>Lev-word</td>
<td>0.591</td>
<td>0.605</td>
</tr>
<tr>
<td>Jac-char</td>
<td>0.393</td>
<td>0.403</td>
</tr>
<tr>
<td>Jac-uni</td>
<td>0.700</td>
<td>0.691</td>
</tr>
<tr>
<td>Jac-bi</td>
<td>0.515</td>
<td>0.638</td>
</tr>
<tr>
<td>Jac-tri</td>
<td>0.366</td>
<td>0.521</td>
</tr>
<tr>
<td>W2V-sum</td>
<td>0.323</td>
<td>0.703</td>
</tr>
</tbody>
</table>

It is possible that removing the stop-words decreases the accuracy. Since we used the default stop-word list, the question-words (e.g. "what", "how", etc.) are removed. Thus, some questions are reduced
to only one or two words. For instance the question “what is the maturity date ?” is transformed to “maturity date ?”. Perhaps a better accuracy could be achieved without removing the stop-words or by choosing our own stop-words instead of using NLTK’s. We did not, however, test this.
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This chapter presents our solution to build a Questions Answering system capable of solving BNP!’s problem. We begin by explaining the general architecture of our solution. After that, we propose and evaluate different setups for our solution. Next, we discuss how to enhance our solution by taking advantage of user feedback. Finally, we discuss how to apply our solution to new dashboards.

4.1 General Architecture

Our general architecture, which can be seen in Figure 4.1, is fairly simple.

![Figure 4.1: General Architecture](image)

We begin by taking as input a user question. Then, we generate paraphrases of that question using our Paraphrase Generation module, which we presented and evaluated in the previous chapter. The original question and the paraphrases are passed on to the Information Retrieval (IR) module, which returns the final answer to the user question.

Depending on the setup, which we will discuss in more detail in the following section, our IR module may use Elasticsearch, a pre-existing IR engine or perform retrieval using question/question similarity based on the metrics mentioned in the previous chapter. Furthermore, when using Elasticsearch we use as our knowledge source the documentation of the dashboard.

Since we only index and return paragraphs as the answer to the users’ questions, we manually create a new documentation, by reorganizing the original documentation, so that the information we consider to be the answer to a question is all in the same paragraph. For instance, consider the question “Into how many steps is the workflow logic split?”. While in the original the answer to this question would be split into different paragraphs, one for each step, in the new documentation we put all this information into the same paragraph. Notice that if the answer was contained in different paragraphs it would be difficult to give a correct answer. We use either the original documentation or the new documentation as the knowledge source, when using Elasticsearch, depending on the setup.

When we perform retrieval based on question/question similarity we use the dataset we manually created, extended with paraphrases, as our knowledge source. We classify the user question given our
knowledge source, as we did to evaluate our paraphrase methods in the previous chapter, and then retrieve the answer from a Question Group/Answer database that we manually created.

## 4.2 Proposed Setups

As mentioned in Chapter 3, we manually created a dataset consisting of 606 questions based on the documentation of a web dashboard, and manually grouped them according to their expected answer. Manually creating and grouping questions from text is a tedious work and involves allocating human resources that could be being used in a different task, perhaps one more relevant to BNP Paribas (BNPP)’s business activities. As such, we present in this chapter different solutions, each requiring more human work than the one before. The solutions we present are:

- $H_0$: ElasticSearch + Original Documentation
- $H_1$: Paraphrase Generation + ElasticSearch + Original Documentation
- $H_2$: ElasticSearch + New Documentation
- $H_3$: Paraphrase Generation + ElasticSearch + New Documentation
- $H_4$: Paraphrase Generation + Retrieval Based on Question/Question Distance + Question/Answer Database

### 4.2.1 $H_0$: ElasticSearch + Original Documentation

This solution is our baseline. We index the original documentation by paragraph, using ElasticSearch and, when a question is asked, we perform a query on ElasticSearch and return the paragraph with the highest score.

### 4.2.2 $H_1$: Paraphrase Generation + ElasticSearch + Original Documentation

In this solution we index the original documentation as in the previous solution but instead of querying using only the original question we first perform a step of paraphrase generation. We query ElasticSearch with the original questions and paraphrases, with each query yielding a set of paragraphs and the corresponding scores. We sum the scores of the paragraphs individually and return the one with the highest score. An example would be a user asking a question, $Q_1$, and our system generating a paraphrase $Para_1$. We then query ElasticSearch with $Q_1$ and $Para_1$, which returns paragraphs $P_1$ and $P_2$ with scores 0.5 and 1.0, for $Q_1$, and paragraphs $P_1$ and $P_3$ with scores 1.0 and 0.8, for $Para_1$. Summing the scores for each paragraph returns 1.5 for $P_1$, 1.0 for $P_2$ and 0.8 for $P_3$. As such, we return $P_1$ as the answer to $Q_1$. This example can be seen below in Figure 4.2.
4.2.3 $H_2$: ElasticSearch + New Documentation

This solution is the same as $H_0$, but using the new documentation as the knowledge source.

4.2.4 $H_3$: Paraphrase Generation + ElasticSearch + New Documentation

This solution is the same as $H_1$, but using the new documentation as the knowledge source.

4.2.5 $H_4$: Paraphrase Generation + Retrieval Based on Question/Question Distance + Question Group/Answer Database

This solution corresponds to the Big Knowledge Base experimental case described in the evaluation section of Chapter 3 (Section 3.5). It uses as the Knowledge Base the question dataset we created manually (question + question group) and the paraphrases we generated using our Paraphrase Generation Module (Big Knowledge Base (KB) setting). Additionally, we manually created a Question Group/Answer Database which we use to find the answer to the user question.

We use what we learned from our evaluation in the previous chapter and only use the paraphrase sets that gave us the best results, for the Big KB case (original + best lexical – “Case A 50-50” + best phrasal – “Case B 75-50” + NMT). Furthermore, we noticed that the best accuracy for this experiment was achieved using the Character-based Levenshtein Distance. As such, we discarded all other metrics and base our classification only on the Levenshtein Distance.

To retrieve the answer to a user question we first generate paraphrases of the input question. Then, we compute the distances between the original question and its paraphrases, and the questions in our Knowledge Base. In the following step, we sum the all the distances for the original question and respective paraphrases, and select the most similar question (i.e. smallest distance). We assume that the group of the user question is the same of the most similar question and use the Question Group/Answer Database to return the answer to the question. An example can be seen below in Figure 4.3.
4.3 Results and Discussion

In this section we present and discuss the results of the solutions shown in the previous section.

We manually evaluate solutions $H_0$ through $H_3$ using a sample of 20 questions from the dataset we created. For solutions where ElasticSearch is used ($H_0 – H_3$) we check if the top ranked paragraph is the correct and if the correct answer is in the top 5 ranked paragraphs. For $H_4$ we consider the accuracy of this solution as the best accuracy of the Big Knowledge Base setting in Chapter 3. Since we assume that the Question Group/Answer Database we created is correct, evaluating this solution corresponds to evaluating the classification of the questions and paraphrases, which is what was evaluated in Chapter 3.

The results can be seen in Table 4.1.

<table>
<thead>
<tr>
<th>Solution</th>
<th>Accuracy</th>
<th>Top-5 Accuracy</th>
</tr>
</thead>
<tbody>
<tr>
<td>$H_0$</td>
<td>0.65</td>
<td>0.80</td>
</tr>
<tr>
<td>$H_1$</td>
<td>0.65</td>
<td>0.80</td>
</tr>
<tr>
<td>$H_2$</td>
<td>0.70</td>
<td>0.90</td>
</tr>
<tr>
<td>$H_3$</td>
<td>0.70</td>
<td>0.90</td>
</tr>
<tr>
<td>$H_4$</td>
<td>0.82</td>
<td>No data</td>
</tr>
</tbody>
</table>

In order to evaluate the impact of paraphrasing in the retrieval process we must compare the results of $H_0$ and $H_1$, and the results of $H_2$ and $H_3$. From those results, we see that the accuracy is the same with or without paraphrasing. However, upon inspecting the number of generated paraphrases for each question we find that our system was unable to generate a single paraphrase for 8 of the 20 questions. Furthermore, for the questions that our $H_0$ and $H_1$ setups wrongly classified (7 questions out of 20), our system generated 1 paraphrase for 1 of the questions and 0 for the rest. Regarding the wrongly classified questions for the $H_2$ and $H_3$ setups (6 out of 20), our system generated 2 paraphrases for 1 question and 0 for the remaining questions. As such, it is hard to evaluate the impact of paraphrasing in the retrieval process. More statistics regarding the number of paraphrases generated per question can be seen in Table 4.2

It seems our system is capable of generating multiple paraphrases for a single question, but, in
Table 4.2: Statistics regarding the number of paraphrases per question

<table>
<thead>
<tr>
<th>Questions</th>
<th>Count</th>
<th>Max.</th>
<th>Min.</th>
<th>Mean</th>
<th>Median</th>
<th>Mode</th>
<th>Std. Dev.</th>
</tr>
</thead>
<tbody>
<tr>
<td>All questions</td>
<td>20</td>
<td>16</td>
<td>0</td>
<td>3.45</td>
<td>1.5</td>
<td>0</td>
<td>4.893</td>
</tr>
<tr>
<td>Wrongly classified $H_0$ &amp; $H_1$</td>
<td>7</td>
<td>1</td>
<td>0</td>
<td>0.143</td>
<td>0</td>
<td>0</td>
<td>0.378</td>
</tr>
<tr>
<td>Wrongly classified $H_2$ &amp; $H_3$</td>
<td>6</td>
<td>2</td>
<td>0</td>
<td>0.333</td>
<td>0</td>
<td>0</td>
<td>0.817</td>
</tr>
</tbody>
</table>

In this section we propose a method of enhancing our $H_4$ setup by taking advantage of user feedback.

As previously mentioned, in this solution we first take a user question as input, generate paraphrases and find the closest question in our Knowledge Base to the original question and its paraphrases. Using the group of that question, the one in our KB, we retrieve the answer from our manually-created Question Group/Answer Database.

After showing the user the answer to their query we ask for feedback: “Was this answer helpful?”, a “yes” or “no” question.

If the user answers affirmatively, the user question and its paraphrases are added to the Knowledge Base, with the group associated with that answer in the Question Group/Answer Database.

On the other hand, if the user answers negatively, we show them the top-5 answers, corresponding to the top-5 closest question groups and ask the user if any of those answers is satisfactory. If so, we add the question and paraphrases to the KB, with the group associated with the answer chosen by the user.
user. Otherwise, we ask the user to reformulate their question and try again. This process is illustrated in Figure 4.4.

While we expect the results to improve with the addition of user feedback, we were unable to evaluate this.

Figure 4.4: Example of User Feedback

4.5 Applying the setups to new dashboards

An important part of this work is the “plug and play” capability of the setups. Since BNP! has many dashboards it is important to be able to apply the setups as automatically as possible, while retaining a good accuracy.

All in all we:

• Created a question dataset and grouped the questions (around 12 hours)
• Reorganized the documentation (around 3 hours)
• Created a Question Group/Answer Database (around 2 hours – requires dataset and grouped questions)

However, not all setups require these steps. A table showing which steps are necessary for each of the proposed setups can be seen in Table 4.3

If an effort is made to create a question dataset, a question group/answer database and reorganize the documentation, then the best solution is H4 since it had the best accuracy in our evaluation, which we also expect to increase with user feedback. If, on the other hand, only an effort to reorganize
Table 4.3: Necessary steps for each solution

<table>
<thead>
<tr>
<th></th>
<th>Reorganize Documentation</th>
<th>Create Dataset</th>
<th>Create Question Group/Answer Database</th>
</tr>
</thead>
<tbody>
<tr>
<td>H₀</td>
<td>No</td>
<td>No</td>
<td>No</td>
</tr>
<tr>
<td>H₁</td>
<td>No</td>
<td>No</td>
<td>No</td>
</tr>
<tr>
<td>H₂</td>
<td>Yes</td>
<td>No</td>
<td>No</td>
</tr>
<tr>
<td>H₃</td>
<td>Yes</td>
<td>No</td>
<td>No</td>
</tr>
<tr>
<td>H₄</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
</tr>
</tbody>
</table>

The documentation is made, then the best solution is H₃ or H₄, since we could not conclude anything regarding the usage of paraphrases in the process of retrieval. Finally, if no effort is made, the best solution is H₀ or H₁.

We recommend the final solution, H₄. However, it is up to whoever wants to create a Question Answering System for a new dashboard to decide which of the solutions to apply, given the results of each solution and manual work associated.
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With this work we presented a Question Answering System capable of answering the questions of the dashboard’s users – a Frequently Asked Questions (FAQ) problem. Since we lacked data, we created a Paraphrase Generation (PG) module to automatically generate paraphrases from our data, and use them to populate a Knowledge Base (KB). Our final solution leverages the power of the automatically generated paraphrases and user feedback to greatly improve our baseline, and learn over time.

From our evaluation we concluded that using our generated paraphrases improved the accuracy of the system when used to populate the KB, but could not conclude anything when we applied the PG module to single questions, for querying. This was due to the fact that we were unable to generate a single paraphrase for 8 of the 20 questions we used on our manual evaluation.

In order to develop and evaluate our system we created a question dataset, based on the documentation of the dashboard, where questions were grouped based on their expected answer (i.e. questions with the same answer belong to the same group). Furthermore, since we return paragraphs as the answer to users’ questions, we reorganized the original documentation so that information we considered was the answer to a possible user question, and was contained in multiple paragraphs, would be contained in a single paragraph. Finally, and to support our final solution, we created a Question Group/Answer Database.

Since BNP Paribas (BNPP) has many dashboards, it was important to develop a system that was able to be easily applied to a different setting. With that in mind, we proposed different setups based on the amount of work required to implement the system. While it is up to whoever wants to create a Question Answering System (QAS) for a new dashboard to choose which solution to use, we suggest our final solution, as it is the only one to take advantage of paraphrases and user feedback.

5.1 Contributions

We developed and evaluated a Paraphrase Generation Module based on rules (Paraphrase Database (PPDB)) and based on Neural Machine Translation (NMT). We evaluated several distance metrics on a Paraphrase Detection task (part of the PG Module evaluation). We proposed and evaluated several solutions to build a Question Answering System based on the amount of work required to implement the QAS. Our final solution, despite not evaluating all the aspects of it, had the best accuracy of all the solutions we proposed.

5.2 Limitations

There are several limitations with the solutions we proposed, which can be organized into:

- Data Limitations
• Paraphrase Generation Limitations

• Retrieval Limitations

Regarding the Data Limitations, all the work involving the manual creation of the dataset, reorganization of the original documentation and creation of the Question Group/Answer Database, was performed by the same person. This may lead to a bias and/or human error. Furthermore, due to the way that the dataset was created, questions that belong to the same group are, almost always, already lexical paraphrases (i.e. only 1 word changes). Finally, if a question whose answer is in the documentation is asked, but that we have not considered and have not added to our dataset and to our question group/answer database, the system fails to answer correctly.

Regarding the Paraphrase Generation Limitations, as already mentioned, we only generate lexical and phrasal paraphrases – no changes are made to the structure of the questions. Furthermore, our system has a difficulty in generating paraphrases for some questions, as highlighted by our manual evaluation in Chapter 4. This is because we use domain-general rules in our PPDB-based approach and trained our NMT model on data from a general domain, whereas our corpus is domain-specific. Related to this, our NMT method fails to translate some questions to German and, as such, fails to generate paraphrases.

Regarding the Retrieval Limitations, we only consider the Levenshtein Distance in our final solution. If two questions have the same answer meaning but are written very differently, for instance the words being in a different order, our system is very likely to give a wrong answer. This also applies to acronyms (e.g. “CC” in the question and “Client Contribution” in the KB) and numerals (e.g. “What is step 1?” and “What is the first step?”). Finally, it is impossible to answer questions whose answer is spread across multiple paragraphs in the documentation.

5.3 Future Work

This system can be a target of many improvements. As future work it would be interesting to experiment with different methods of generating paraphrases. For instance, acronym expansion or by reorganizing the sentences syntactically. Additionally, we believe that creating domain-specific paraphrasing rules, either manually or automatically, may improve the system’s performance. A more thorough evaluation of the NMT-based method of paraphrasing should be conducted. Experiments with different distance metrics should be made, as well as, experiments with different ways of selecting the final answer, given a set of answers. Relating to the final solution we proposed, it must be properly evaluated with real users to see the impact of user feedback and to understand if the system was capable of learning. Coupling this system with a Natural Language Interface for Databases (NLIDB) would be interesting to answer different types of questions. It would also be interesting to have the history of questions for each user,
base the answers on that history and recommend dashboards to users based on the question they make and their past questions. To this end, we have already reviewed some literature in Chapter 2 regarding NLIDBs and Recommender Systems (RSs), which may provide useful.
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