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Abstract: Following the current ATM industry paradigm shift to allow for commercial aircraft to follow 4D trajectories, in order to increase both safety and air capacity, a controller is designed and implemented in this work to reach such a goal in cruise conditions. The control law used is based on feedback linearisation, and a neural network is also implemented in order to restrain errors due to modelling uncertainties caused by poor estimation of the aircraft parameters, external disturbances or system failures. The neural network is trained online using the back-propagation algorithm to optimise the nonlinear inversion, resulting in an overall adaptive model-based controller. Simulation results show this controller is able to maintain stability and controllability in conditions that would otherwise render the aircraft unstable.
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1. INTRODUCTION

As the aeronautic industry grows, so is bound to also grow the air traffic dramatically. To answer this issue ATM researchers have proposed over the last few years Trajectory-Based Operations (TBO), a concept allowing the use of 4D trajectories to manage both safety and air capacity. In both the US and Europe, initiatives to put such systems in place are currently being developed and implemented, namely the NextGen by the FAA and SESAR EUROCONTROL. Therefore, in order to adopt this air traffic management paradigm, automation will play a crucial role in 4D guidance control, allowing an aircraft to follow flight plans more accurately.

In order to fully automatize a commercial aircraft to follow a 4D trajectory in cruise conditions, this work will focus on designing and implementing an autopilot capable of controlling the aircraft attitude, improving flight quality and stability in hazardous piloting situations, to be integrated in a Fly-by-Wire system. The ultimate aim of this project will be to focus on auto pilot to provide 4D trajectory guidance to a commercial aircraft. To do so a model based controller is used, unlike in the currently implemented framework of robust control composed of several PID layers. This model based controller distinguishes fast and slow dynamics, using a nonlinear inversion of the fast dynamics to determine the necessary deflections of the control surfaces.

This method, however, also has some limitations, the main one being that the feedback linearisation requires an exact knowledge of the system model, to obtain an exact inversion of the system. This is not usually feasible, and errors in the model of the airplane will inevitably lead to inversion errors, especially in cases of heavy external disturbances. A solution for this limitation will be proposed, studied and implemented in this work.

Over the recent years, research in intelligent and adaptive flight control systems has seen a consistent increase, in an attempt to solve these limitations, in order to develop flight systems able to adapt to external disturbances as per SANTOSO et al. (2017). Of the existing intelligent control techniques used to solve the dependency of model-based control systems on an accurate mathematical model and the uncertainties caused by external disturbances or component failures, neural networks have been the most successful in doing so. Applied to UAV control, research works such as Tang and Patton (2013), Xiang et al. (2016), Lin et al. (2013) and Ning et al. (2012) have showed neural networks can be used to increase flight control stability and render flight systems adaptable to disturbances. For this work an online neural network was used to improve a model based flight controller of a commercial aircraft.

This paper is organized as follows, Section 2 provides the mathematical model used as well as actuator dynamics. Section 3 focuses on the model-based approach used to control the aircraft, as well as a description on the neural network used to improve said control law. This section will also cover the implementation of the NN described previously and the guidance law used to ensure 4D trajectory following. Finally Section 4 shows simulation results of the control approach, and conclusions are given in Section 5.

2. FLIGHT DYNAMICS

The work made in this article was built on top of the work done by Nuñez and Camino (2017) on 4D trajectory tracking. The model used in this work is a six degree of freedom transport aircraft that will be described in this section.
2.1 Frames of Reference

The first step before describing the dynamics of a commercial aircraft will be to define the frames of reference used to do so. The first frame of reference, on which 4D trajectories are described, corresponds to the WGS84 frame of reference. A second frame of reference corresponding to the aircraft body frame will be used to provide its fast rotational dynamics. Lastly all aerodynamic forces will be applied in the directions of the wind frame. This frame is aligned with the wind speed vector relative to the airplane, given by both the angle of attack $\alpha$ and the sideslip angle $\beta$. For these last two frames of reference, a rotation matrix can be defined from wind frame to body frame by

$$ R_{BW} = \begin{bmatrix} c_\alpha c_\beta & -c_\alpha s_\beta & -s_\alpha s_\beta & s_\alpha c_\beta \\ s_\alpha c_\beta & c_\alpha s_\beta & -s_\alpha s_\beta & c_\alpha c_\beta \\ s_\beta & c_\beta & 0 & 0 \\ -s_\beta & -c_\beta & 0 & 0 \end{bmatrix} $$ (1)

To describe the attitude of the plane Euler will also be used, namely roll, pitch and yaw, respectively $\phi[-\pi,\pi]$; $\theta[-\pi/2,\pi/2]$; $\psi[-\pi,\pi]$. From these angles the rotation matrix from the body to the earth frame is given by

$$ R_{BE} = \begin{bmatrix} c_\phi c_\theta c_\psi - s_\phi s_\theta c_\psi + s_\phi s_\psi & -c_\phi c_\theta s_\psi - s_\phi s_\theta c_\psi + s_\phi c_\psi & s_\theta s_\psi & c_\theta s_\psi \\ c_\phi s_\theta c_\psi - s_\phi s_\theta s_\psi - s_\phi c_\psi & -c_\phi s_\theta s_\psi - s_\phi s_\theta s_\psi - s_\phi c_\psi & s_\theta c_\psi & -c_\theta c_\psi \\ -s_\phi c_\psi & -s_\phi s_\psi & c_\phi & s_\phi \\ s_\phi c_\psi & s_\phi s_\psi & -c_\phi & s_\phi \end{bmatrix} $$ (2)

2.2 Fast Dynamics

The considered actuators of the aircraft that control its attitude are given by the control surface deflection $\delta = [\delta_{ail}, \delta_{ele}, \delta_{rud}]^T$, each applying a torque along an axis of the body frame. These torques are given by

$$ M_{ext} = \begin{bmatrix} L^* \\ M \\ N \end{bmatrix} = \frac{1}{2} \rho S V_a^2 \begin{bmatrix} bC_l \bar{c} C_m \\ bC_m \bar{c} C_n \\ 0 \\ 0 \end{bmatrix} + C_\delta \delta $$ (3)

where $\bar{c}$ and $\bar{b}$ represent the wing mean chord and its span respectively, $C_\delta$ and the moment coefficients $[C_l C_m C_n]^T$ are given by

$$ [C_l] = \begin{bmatrix} bC_{l_{\delta_{ail}}} \\ bC_{l_{\delta_{ele}}} \\ bC_{l_{\delta_{rud}}} \end{bmatrix} $$ (4)

$$ [C_m] = \begin{bmatrix} C_{m_{\beta}} + C_{m_{\alpha}} p b \frac{2V_a}{V_a} + C_{m_{\alpha}} q r \frac{2V_a}{V_a} \\ bC_{m_{\delta_{ail}}} \\ bC_{m_{\delta_{ele}}} \\ bC_{m_{\delta_{rud}}} \end{bmatrix} $$ (5)

$$ [C_n] = \begin{bmatrix} C_{n_{\beta}} + C_{n_{\alpha}} p b \frac{2V_a}{V_a} + C_{n_{\alpha}} q r \frac{2V_a}{V_a} \end{bmatrix} $$

Where $p, q, r$ are the body angular rates ($\Omega = [p \ q \ r]^T$) and $V_a$ is the airspeed. The method for obtaining the coefficients of equation 5 will be provided in the chapter to follow. Having defined the torques applied to the aircraft, the rotational dynamics equation can now be stated as per Nuñez and Camino (2017), $I$ being the aircraft inertia matrix.

$$ \Omega = I^{-1} M_{ext} - I^{-1} \Omega \times (I\Omega) $$ (6a)

These two equations can be rearranged to account for the effect of the wind, allowing further on to simulate the behaviour of the airplane in the presence of wind disturbances. Let $V_G = [u \ v \ w]^T$ be the speed of the CG relative to the ground, $V$ the speed of the CG relative to the air mass and $W$ the speed of the wind relative to the ground, then, as per Etkin and Reid (1996), comes equation 7

$$ V_G = V + W = \begin{bmatrix} V_a c_{\alpha} c_{\beta} + V_{w_x} \\ V_a s_{\alpha} c_{\beta} + V_{w_y} \\ V_{a\bar{s}} \end{bmatrix} $$ (7)

and $\alpha$ and $\beta$ can be computed by

$$ \alpha = \arctan \left( \frac{w - V_{w_x}}{u V_{w_x}} \right) $$ (8a)

$$ \beta = \arctan \left( \frac{v - V_{w_z}}{u V_{w_z}} \right) $$ (8b)

The forces in the air frame $F_x, F_y, F_z$ will be further detailed in the next section on translation dynamics.

The angular rates are also related to the Euler angles. The relationship between the Euler angles and the rotation rates is also one that will prove useful when implementing the model in a Matlab simulation, and is given by

$$ \begin{bmatrix} \dot{\phi} \\ \dot{\theta} \\ \dot{\psi} \end{bmatrix} = \begin{bmatrix} 1 & t g s_p & t g c_p \\ 0 & c_o & -s_o \\ 0 & s_o & c_o \end{bmatrix} \begin{bmatrix} p \\ q \\ r \end{bmatrix} $$ (9)

2.3 Translation Dynamics

This subsection focuses on the forces applied to aircraft, introducing a new actuation variable, the thrust force $T$. These forces are applied along the three axis of the wind frame, lift, drag and side force, given by

$$ \begin{bmatrix} D \\ Y \\ L \end{bmatrix} = \frac{1}{2} \rho S V_a^2 \begin{bmatrix} C_P \\ C_D \\ C_L \end{bmatrix} $$ (10)

Although aerodynamic forces are usually expressed on the wind frame, as thrust is always applied along the $x$ axis of the body frame, it is necessary to rotate the aerodynamic forces to this frame. This way the sum of the airplane forces can be obtained.

$$ \begin{bmatrix} F_{xa} \\ F_{ya} \\ F_{za} \end{bmatrix} = R_{WB} \begin{bmatrix} D \\ Y \\ L \end{bmatrix} $$ (11)

From Newton’s Second Law comes the aircraft acceleration

$$ \begin{bmatrix} u \\ v \\ w \end{bmatrix} = \begin{bmatrix} \frac{1}{m} (F_{xa} + T) - g s_\theta + r v - q w \\ \frac{m}{m} F_{ya} + g c_\theta s_\phi + p w - r u \\ \frac{m}{m} F_{za} + g c_\phi s_\psi + q u - p v \end{bmatrix} $$ (12)

An expression in the Earth frame can also be obtained.
Similarly for thrust
\[ \begin{bmatrix} \dot{\xi}_E \\ \dot{\eta}_E \\ \dot{\zeta}_E \end{bmatrix} = \frac{1}{m} R_{BE} \begin{bmatrix} F_{E_a} + T \\ F_{E_a} \\ F_{E_a} \end{bmatrix} + \begin{bmatrix} 0 \\ 0 \\ q \end{bmatrix} \] (13)

Differentiating 8a and 8b, and from equation 7 and the translation dynamics equation 12 comes that
\[ \begin{bmatrix} \dot{\alpha} \\ \dot{\beta} \\ \dot{V}_a \end{bmatrix} = \begin{bmatrix} H_{11} & H_{12} & H_{13} \\ H_{21} & 0 & H_{23} \\ H_{31} & H_{32} & H_{33} \end{bmatrix} \begin{bmatrix} \alpha \\ \beta \\ q \end{bmatrix} + \begin{bmatrix} Q_{1} \\ Q_{2} \\ Q_{3} \end{bmatrix} \] (14)

Where the entries of the matrix are given in annex A.

2.4 Actuator Dynamics

Finally, to simulate the delay response by actuation in order to have a realistic simulation, first order systems were introduced to the actuator dynamics as per Núñez and Camino (2017). For the control surfaces \( \delta_i \), given a desired \( \delta^d_i \), its dynamics is then
\[ \dot{\delta}_i = \frac{1}{\xi_i} (\delta^d_i - \delta_i) \] (15)

Similarly for thrust
\[ T = \frac{1}{\xi_T} (T^d - T) \] (16)

Where \( \xi_i \) and \( \xi_T \) are time constants. As the responsiveness of the thrust output will be much slower than that of the control surfaces, then \( \xi_T >> \xi_i \). The chosen commercial aircraft that will be simulated is the Boeing 737-200, an aircraft with over 30 years of service for which some information of flight parameters is readily available, such as weight, wing span and mean chord. The simulation was made in a cruise flight environment, at 200 m/s velocity at 10000 m above the ground. The chosen inertial matrix for this aircraft is given by
\[ \begin{bmatrix} 1278369.56 & 0 & -135588.17 \\ 0 & 3781267.79 & 0 \\ -135588.17 & 0 & 4877649.98 \end{bmatrix} \text{kg.m}^2 \] (17)

The ISA atmospheric model was used to measure the air density at any given height. The time constants used for the actuators were \( \xi_{\delta_i} = 50\text{ms} \) and \( \xi_T = 4\text{s} \) for the engines. A simplified block diagram of the plane simulator is given by Figure 1.

3. IMPLEMENTATION

To invert such a complex system (figure 1), two layers of inversion are proposed by Núñez and Camino (2017), namely for the fast and slow dynamics. Directly controlling these are three of the four actuator control inputs, the control surfaces for the aileron, elevator and rudder. These will therefore be the output of the nonlinear inversion control.

3.1 Fast Dynamics

To invert the fast dynamics equation 6 must be differentiated once, to account for both the actuator dynamics in equation 15 and the wind effects. Doing so yields the jerk vector given by, as per Núñez and Camino (2017)
\[ \vec{p} = \frac{1}{2} \rho S T^{-1} \left[ \begin{bmatrix} V_a^2 C_\delta \xi^{-1} & \frac{\delta^d_a - \delta_{ail}}{\delta_{ail} - \delta_{rud}} \\ \frac{\delta^d_e - \delta_{ele}}{\delta_{ele} - \delta_{rud}} \end{bmatrix} + V_a^2 C_c \right] \begin{bmatrix} 2V_a \dot{V}_a \left( \begin{bmatrix} bC_l \\ bC_n \end{bmatrix} + C_\delta \begin{bmatrix} \delta_{ail} \\ \delta_{ele} \\ \delta_{rud} \end{bmatrix} \right) + I^{-1} \left( \frac{1}{4} \rho S V_a C_k - I_n \right) \dot{\Omega} \right] \dot{\Omega} \] (18)

where
\[ I = \begin{bmatrix} I_{xx} & 0 & -I_{xz} \\ 0 & I_{yy} & 0 \\ -I_{xz} & 0 & I_{zz} \end{bmatrix} \]
\[ I_n = \begin{bmatrix} -I_{xx} & 0 & 0 \\ 0 & -I_{yy} & 0 \\ 0 & 0 & -I_{zz} \end{bmatrix} + \begin{bmatrix} \xi_{ail} & 0 & 0 \\ 0 & \xi_{ele} & 0 \\ 0 & 0 & \xi_{rud} \end{bmatrix} \]
\[ C_c = \begin{bmatrix} 0 & bC_l - \frac{b^2}{2V_a} (C_{l_e} p + C_{l_e} r) \\ 0 & bC_n - \frac{b^2}{2V_a} (C_{n_e} p + C_{n_e} r) \\ b^2 C_{l_e} & \check{b}^2 C_{l_e} & 0 \\ \check{b}^2 C_{n_e} & 0 & \check{b}^2 C_{n_e} \end{bmatrix} \]
\[ C_k = \begin{bmatrix} \check{b}^2 C_{l_e} & 0 & \check{b}^2 C_{l_e} \\ \check{b}^2 C_{n_e} & 0 & \check{b}^2 C_{n_e} \end{bmatrix} \]
\[ \delta^d = \frac{1}{V_a^2} \rho S T^{-1} \left( \begin{bmatrix} \frac{2I}{pS} - \frac{1}{4} \rho S V_a C_k - I_n \end{bmatrix} \right] \dot{\Omega} \right] \dot{\Omega} \] (19)

To do a feedback linearisation, a pseudo input must be chosen, in this case \( \tau = \dot{\Omega} \). The feedback control law will therefore be, solving equation 18 for \( \delta^d \),
\[ \begin{bmatrix} \delta_{ail} \\ \delta_{ele} \\ \delta_{rud} \end{bmatrix} = \frac{1}{V_a^2} \rho S T^{-1} \left( \begin{bmatrix} \frac{2I}{pS} - \frac{1}{4} \rho S V_a C_k - I_n \right] \dot{\Omega} \right) \dot{\Omega} \] (19)

Indeed, by replacing the equation from equation 19 in the jerk equation 18, the equation \( \hat{\Omega} = \tau \) is obtained, resulting in a successfully inverted system.

The wind effects will appear in the terms including \( \dot{R}_a = [\dot{\alpha} \quad \dot{\beta} \quad \dot{V}_a]^T \), as the equation defining \( V_a \) can be obtained differentiating the norm of the speed relative to the
Fig. 1. Plane dynamics simulator diagram

ground. The value of \( \dot{R}_a \) can be computed from equation 14.

Should all of the parameters mentioned in the equations above be known and no inversion error be made, the resulting system \( \ddot{\Omega} = \tau \) will be both linear and decoupled, having three pseudo inputs \( \tau = [\tau_p \ \tau_q \ \tau_r]^T \). As mentioned in the previous section, the next step of the nonlinear inversion shall be to propose a linear controller for this resulting system. Taking the desired rotation rates \( \Omega^d \) as inputs a control law for \( \tau \) may be defined, first considering no neural network adaptation

\[
\tau = -K_P(\Omega - \Omega^d) - K_D(\dot{\Omega} - \dot{\Omega}^d) + \ddot{\Omega}^d
\]

(20)

Where \( K_P \) and \( K_D \) are chosen to ensure stability and reference tracking. The previous equation can also be written as

\[
\ddot{e} = -K_P e - K_D \dot{e}
\]

(21)

assuming that an ideal inversion is obtained and \( \tau = \ddot{\Omega} \), and introducing an error variable \( e = \Omega - \Omega^d \).

This way the initial non-linear system becomes a second order linear one, for which natural frequencies and damping values for each dimension must be chosen. Choosing \( x_1 = e_i \) and \( x_2 = \dot{x}_1 \) for a given dimension \( i \) of \( \Omega \), either \( p, q, r \). Then comes the state equation

\[
\begin{bmatrix}
\dot{x}_1 \\
\dot{x}_2
\end{bmatrix} = 
\begin{bmatrix}
0 & 1 \\
-K_{P_i} & -K_{D_i}
\end{bmatrix}
\begin{bmatrix}
x_1 \\
x_2
\end{bmatrix}
\]

(22)

The characteristic equation is then obtained as

\[
\det(\lambda I - A_i) = \lambda^2 + 2\lambda\zeta_i\omega_{n_i} + \omega_{n_i}^2 = \lambda^2 + 2K_{D_i}\sqrt{K_{P_i}} + K_{P_i} = 0
\]

(23)

\[
\zeta_i = \frac{K_{D_i}\sqrt{K_{P_i}}}{2K_{P_i}}
\]

(24)

\[
\omega_{n_i} = \sqrt{K_{P_i}}
\]

(25)

The chosen values are given in table 2.

From this point the next step will be to obtain the desired values of \( \Omega \). These are obtained using another PD controller, using Euler angles values to control rotation rates. The yaw rate was set to zero as the feedback linearisation decouples the plane movement, using roll and pitch motion to turn the aircraft.

\[
p = k_{P_p}(\dot{\phi}^d - \dot{\phi}) + k_{D_p}(\phi^d - \phi)
\]

(26a)

\[
q = k_{P_q}(\dot{\theta}^d - \theta) + k_{D_q}(\theta^d - \theta)
\]

(26b)

\[
r = 0
\]

(26c)

### 3.2 Slow Dynamics

It is now possible to control the attitude of the aircraft, and the fast control loop design is completed. To follow 4D trajectories however, a guidance control loop must be designed to feed attitude and thrust reference values to the system described so far and to achieve the goal of position tracking over time. First the dynamics for speed (\( V_a \)), heading (\( \psi \)) and flight path angle (\( \gamma = \theta - \alpha \)), neglecting wind disturbances, from Newton’s Law in the wind frame, are given by

\[
\dot{V}_a = \frac{1}{m}(T \cos \alpha - D - mg \sin \gamma)
\]

(27a)

\[
\dot{\gamma} = \frac{1}{mV_a}(T \sin \alpha + L - mg \cos \gamma)
\]

(27b)

For the yaw rate it comes that

\[
\dot{\psi} = \frac{g}{V_a} \tan \phi
\]

(27c)

After choosing the desired dynamics to control these variables, the equations above must be solved for both the thrust reference \( T \), the desired AoA and \( \psi \). From these last two, knowing the current pitch angle \( \theta \), the input for the
fast dynamics controller is obtained. The desired dynamics were chosen as first order systems as

\[
\dot{V}_a = \frac{1}{\xi V_a} (V_a^{\text{ref}} - V_a)
\]

(28a)

\[
\dot{\gamma} = \frac{1}{\xi \gamma} (\gamma^{\text{ref}} - \gamma)
\]

(28b)

\[
\dot{\psi} = \frac{1}{\xi \psi} (\psi^{\text{ref}} - \psi)
\]

(28c)

3.3 Online Neural Network

From an error-less nonlinear inversion, the pseuo-input \( \tau \) would directly control \( \ddot{\Omega} \) as it was seen previously. However, in case of inversion errors, that can be caused by several factors such as modelling errors or external disturbances, comes that \( \tau = \ddot{\Omega}^d + \Delta \), where \( \Delta = \ddot{\Omega} - \ddot{\Omega}^d \).

This method adds an adaptive component \( \tau_{NN} \) to the pseudo input that will approximate the behaviour of the \( \Delta \) error. The resulting control law will be given by

\[
\tau + \tau_{NN} = \ddot{\Omega}^d + \Delta
\]

(29)

For which as \( t \to \infty, \tau_{NN} \to \Delta \), thus adaptively minimizing inversion errors. To do so a simple neural network architecture was chosen: a network with a single hidden layer with therefore two sets of weights \( V \) and \( W \) that will need to be trained, corresponding to the input weights and the hidden layer ones. As for the activation functions for the hidden layer a sigmoid function was chosen, \( \text{sig}(x) = \frac{1}{1 + e^{-x}} \). As the outputs do not need to be bound between \([0; 1]\), the chosen output function was a linear one. Indeed sigmoid output functions are usually used in applications where the output must be a boolean value.

There are quite some challenges in designing a feed forward neural network. Besides choosing the number of layers and neurons per layer, the inputs of the network must also be chosen carefully. Some rules to choose the correct inputs are given by May et al. (2011):

- **Relevance**: This is the most important consideration to have while choosing a set of inputs, this set must be sufficiently informative of the state of the system for the network to perform correctly. A NN will perform poorly if the output behaviour is not correlated to its input.

- **Redundancy**: A large value of redundant and irrelevant input variables will not only increase the needed computational effort of the NN, but will also increase the difficulty to train the weights of the network and add noise to the system.

Another consideration about the chosen inputs that must also be taken into account is their range. The sigmoid function \( \text{sig}(x) \) used reaches around 73% when \( x = 1 \) and 88% when \( x = 2 \). For some cases the inputs might therefore need to be normalized. While this is quite a trivial task in the case of batch training, as the minimum and maximum value of each input is easily obtained before even starting training, such is not the case for online training, and a maximum and minimum value must be proposed \textit{a priori} for each input. The average of these values should also be close to zero. Should the input not be normalized and reach absolute values much greater than the unity, its activation function output would be constant and the system would therefore not react to input change. This, clearly, is not desirable. To map the input \( x \) knowing its minimum and maximum values to its normalized equivalent \( y \), the following equation is used

\[
y = \frac{2}{x_{\text{max}} - x_{\text{min}}} (x - x_{\text{min}}) - 1
\]

(30)

For this particular case, the state variables of the fast dynamics where used as inputs of the network, namely \( \Omega \) and \( \dot{\Omega} \).

A backpropagation algorithm was used to train both sets of weights online. This algorithm, however, must have an error function that will be minimized by iteratively changing the values of the weights \( V \) and \( W \). As seen previously, an inversion error \( \Delta \) will be present, where \( \tau = \ddot{\Omega}^d + \Delta \). This error must be computed for each iteration to train the network to approximate this error. The error can be expressed as \( \Delta = \tau - \ddot{\Omega}^d \). From the control law used to obtain \( \tau \) (20) it comes that

\[
\Delta = -K_P(\Omega - \ddot{\Omega}^d) - K_D(\dot{\Omega} - \dddot{\Omega}^d)
\]

(31)

Finally the cost function used to train the network is given by

\[
J = \frac{1}{2} (\Delta - y_{NN})^2
\]

(32)

From this cost function, the weights can be updated iteratively, where the variation of a given weight from the \( i^{\text{th}} \) input of the \( j^{\text{th}} \) neuron from a layer \( w \) is given by

\[
\Delta w_{ij} = -\alpha \frac{\partial J}{\partial w_{ij}}
\]

(33)

Where \( \alpha \) is the learning coefficient. The chain rule can be used to compute \( \frac{\partial J}{\partial w_{ij}} \) as such

\[
\frac{\partial J}{\partial w_{ij}} = \frac{\partial J}{\partial \text{sig}(\text{sum}_j)} \frac{\partial \text{sig}(\text{sum}_j)}{\partial \text{sum}_j} \frac{\partial \text{sum}_j}{\partial w_{ij}}
\]

(34)

Where \( \text{sum}_j \) is given by

\[
\text{sum}_j = \sum_{k=1}^{n} w_{kj} x_k
\]

(35)

Where \( x_k \) is the output of the \( k^{\text{th}} \) neuron of the previous layer (or of the \( k^{\text{th}} \) input in the case of the first weight layer).

These three factors of equation 34 can now be easily computed. The last two factors are independent of weather \( x_j \) is a hidden or output layer and will for this reason be calculated firstly.

For an output layer, where values may be unbounded, linear output functions may be used, for which \( \frac{\partial f(\text{sum}_j)}{\partial \text{sum}_j} \) has a trivial solution. For the case of a logistic sigmoid activation function it comes that
\[
\frac{\partial f(\text{sum}_j)}{\partial \text{sum}_j} = f(\text{sum}_j)(1 - f(\text{sum}_j)) \quad (36)
\]

For the term \(\frac{\partial \text{sum}_j}{\partial w_{ij}}\), from 35 this partial derivative is easily computed

\[
\frac{\partial \text{sum}_j}{\partial w_{ij}} = \frac{\partial (\sum_{k=1}^{n} w_{kj} x_k)}{\partial w_{ij}} = x_i \quad (37)
\]

For the output layer, the first term of equation 34 can easily be evaluated, as \(x_j = y\) for such a case, giving

\[
\frac{\partial J}{\partial x_j} = \frac{\partial (\frac{1}{2}(\Delta - y_{NN})^2)}{\partial y_{NN}} = \Delta - y_{NN} \quad (38)
\]

For input layers however, this derivative is less obvious to estimate. One can consider that the error function \(J\) is a function of the inputs of all neurons that take \(x_j\) as input. Let \(S\) be such a set of inputs, from the total derivative to \(x_j\) it comes that

\[
\frac{\partial J}{\partial x_j} = \sum_{s \in S} \left( \frac{\partial J}{\partial x_s} \frac{\partial x_s}{\partial \text{sum}_s} \frac{\partial \text{sum}_s}{\partial x_j} \right) = \sum_{s \in S} \left( \frac{\partial J}{\partial x_s} \frac{\partial f(\text{sum}_s)}{\partial \text{sum}_s} w_{js} \right) \quad (39)
\]

Note that the term \(\frac{\partial}{\partial x_j}\) represents the all the derivatives of the errors with respect to the outputs of the next layer of neurons. Once this derivative is computed the new set of weights for both layers can be estimated from the update law 33.

### 3.4 Guidance Law

The final step of the controller design will be to propose a guidance law to obtain the values of \(V^d\), \(\gamma^d\) and \(\psi^d\) from the X,Y and Z reference values along time. For these laws it was assumed that the position reference was given relative to a frame of reference with the origin on the Earth surface, with the Z axis pointing upwards. The guidance controller therefore implements the following equations, assuming the errors \(\delta x = x_r - x\), \(\delta y = y_r - y\) and \(\delta z = z_r - z\).

\[
\delta V_a = \frac{1}{\tau V_a} (\sqrt{\delta x^2 + \delta y^2 + \delta z^2}) \quad (41a)
\]

\[
V_a = \delta V_a + V_{ao} \quad (41b)
\]

\[
\psi^d = \text{atan}2(\delta y, \delta x) \quad (41c)
\]

\[
\gamma^d = \frac{1}{\tau z} \delta z \quad (41d)
\]

This guidance law is intended to be used having at each time interval a \(x_r\), \(y_r\) and \(z_r\) position of a desired trajectory. From these an airspeed, heading and flight path angle must be computed and fed to the controller.

Taking first the airspeed equation from 41, \(V_{ao}\) is the desired speed of the aircraft in cruise conditions when following the trajectory. This speed is then corrected by the term \(\delta V_a\), increasing or decreasing aircraft airspeed depending on its position relative to the trajectory desired position at a given time, i.e. the distance error. By dividing this error by \(\tau V_a\), a desired convergence time, the speed correction to the initial value \(V_{ao}\) necessary to follow a 4D trajectory is obtained. Also, from the \(x\) and \(y\) position errors between the aircraft and the current trajectory waypoint the desired heading can also be computed using the \(\text{atan2}\) function. Finally, the method used to obtain the Flight Path Angle relies on the error between the height of the aircraft and the desired one to compute it.

Finally, this control architecture is illustrated by the block diagram of Figure 2, specifying fast dynamics inversion, the slow dynamics controller and the guidance control law, as well as the online neural network use to improve the controller and adapt to inversion errors and system failures.

### 4. RESULTS

This section will focus in testing and comparing the control algorithm developed so far, with and without the online NN corrections. These results will mainly focus in comparing both performances when facing modelling errors and system failures.

#### 4.1 Inversion Errors

This error will be the most frequent when implementing such a controller, as some system parameters estimations may have considerable errors, namely the aircraft inertial matrix. Fortunately, the controller used is, as it will be demonstrated, tolerant to errors in the estimation of this parameter, but can result in an unstable system in extreme cases. To simulate estimation errors, the entries of the inertial matrix \(I_{xx}, I_{yy}, I_{zz}\) and \(I_{xz}\) were multiplied by a reducing factor \(\zeta \in [0;1]\) when computing the nonlinear inversion in 19. The inertial matrix used in this equation \(I_{est}\) is therefore given by \(I_{est} = I \zeta\).

In order to more accurately visualise the influence of the \(\zeta\) coefficient on the NLI controller for this same case, several simulations were made for values of \(\zeta\) from 0 to 1. For each simulation the mean error was computed, in order to obtain a plot of these errors for each of the three references. From Figure 3 we may that the error becomes considerable \(\zeta < 0.05\) for a controller without neural network compensation. For a compensated adaptive controller however, it is noticeable that errors only become considerable at \(\zeta < 0.02\).

Although the errors showed in figure 4 are small and almost negligible for these values of \(\zeta\), these results still show, for \(\gamma\) and \(V\), the NN is capable of reducing the mean error when compared to the non corrected controller. This one however is able to perform correctly with a small tracking error for larger values of \(\zeta\).

#### 4.2 System Failures and External Disturbances

One other cause for inversion errors that can have a much greater impact on flight trajectory are system failures. The reference trajectory that will be used shall be the same as used previously. The first failure to be simulated will be a
Fig. 2. Diagram of the full controller architecture. In orange is specified the neural network correction system of the initial controller.

Applying the adaptive correction through the online neural network, trajectories from figure 5 were obtained.

Fig. 3. Mean errors for $V_a$, $\gamma$ and $\psi$ for $\zeta = [0, 0.5]$ with neural network compensation (orange) and without compensation (blue).

Fig. 4. Mean errors for $V_a$, $\gamma$ and $\psi$ for $\zeta = [1, 10]$ with neural network compensation (orange) and without compensation (blue).

control surfaces failure, that will lead to reduced controllability of the aircraft. In this work this was replicated in a simulated environment by reducing by 80% each moment coefficients for the elevator, aileron and rudder, namely $C_{\delta_{ele}}$, $C_{\delta_{ail}}$ and $C_{\delta_{rud}}$.

One second type of flight perturbation that was studied is the effects of icing conditions in aircraft flight. According to the FAA guide to flight in icing conditions, ice contamination of an airfoil has an important influence on both the Lift and Drag curves, according to the Fed (2015).

- **Stall** Ice contamination of the airfoil leads to a significant reduction in the value of the maximum $C_L$, causing the aircraft to reach stall conditions at a much lower angle of attack. Reducing speed (e.g. for an approach) makes this effect more noticeable for the system corrected by the neural network converged to the desired heading slightly faster, resulting in a 2000m reduction in distance when comparing the non corrected control trajectory.

The first observation that can be drawn from figure 5 is that such an actuator failure severely reduces the controllability of the aircraft.

The main consequence for this case will be, as could be expected, an increase in the convergence time to the desired heading. Note that the desired trajectory is not followed as this correction is only applied to the fast dynamics, and a guidance control law is not used. Comparing the two cases where the failures were implemented however, it can be observed that system corrected by the neural network converged to the desired heading slightly faster, resulting in a 2000m reduction in distance when comparing the non corrected control trajectory.
the pilot. The usual reduction on $C_{L_{\text{max}}}$ is of 30% Fed (2015).

- Drag: Drag will increase directly with the amount of ice accumulated on the wing, reaching usual values of 100% of the initial drag coefficient.
- Roll: Icing on the main wings will also affect roll control. As the thickness of the wing decreases towards its tip, so increases its efficiency to collect ice, leading to a partial stall in the tip of the wings, according to the AOP.

Following these indications to simulate heavy icing conditions, the lift coefficient $C_{L_{\text{max}}}$ was reduced by 30%, and the stall angle reduced to 15°. The value of the drag coefficient was also augmented by 200%. Finally, in order to simulate roll control limitations, the value of $C_{\delta_{\text{ail}}}$ was reduced by 30%. These values were chosen in order to deteriorate the control of the aircraft, while allowing for the possibility of reference following without reaching actuator saturation (for both control surface deflections and thrust).

For this case a sinusoidal yaw reference was given of $\psi^d = 45\sin(1.1459t)$ degrees, $t$ being the simulation time. A sinusoidal reference was used to make the effects of simulated icing more noticeable, and the airspeed and FPA references of $V^d_a = 200\text{ms}^{-1}$ and $\gamma^d = 0$. For this case, the results obtained were as follows:

From figure 6, the system in such high drag conditions can be considered marginally stable, as it easily increases the error to either of the three commanded inputs to significantly high values. For the case of the flight path angle, the aircraft even reaches under $-20^\circ$ at $t = 600\text{s}$, a completely unrealistic value for a normal cruise flight. The impact of the increased drag is noticed in the reduced speed in the simulation, going under $100\text{ms}^{-1}$ for the desired $V^d_a = 200\text{ms}^{-1}$. The reduced roll capabilities and lift also cause errors and oscillations in heading and flight path angle following.

In Figure 7, the aircraft shows a more stable behaviour and smaller tracking errors. Again, these are conditions that have a negative impact on the controllability of the aircraft: the increase of 200% of the value of $C_D$ causes a decrease in the speed of the aircraft, rendering it unable to follow the desired speed of $200\text{ms}^{-1}$. Regarding the measured flight path angle $\gamma$, although some oscillations are still present, error relative to the reference no longer goes up to 0.3rad, instead oscillating around 0.05rad at a much lower frequency and amplitude. The most noticeable improvement however can be seen in the heading following: the aircraft follows the desired $\psi^d$ during the full simulation, with little to no oscillations around the desired value. It is also interesting to notice that in the first moments of the learning process, up to $t = 300\text{s}$, oscillations around the desired heading value are greater than in later moments of the simulation. This is explained by the fact that the weights of the neural network have not yet converged to their optimal values for $t < 300\text{s}$.

### 4.3 Guidance Controller

From the work implemented and results obtained thus far, a NN adaptive controller can now be used to follow references of airspeed, heading and flight path angle. From the equations 41 position references can now be used to compute $V_a, \gamma, \psi$. Choosing a path to follow using these equations the following results were obtained, showing the aircraft is able to correctly follow a trajectory from a constant feed of way points over time.

![Fig. 8. Trajectory reference (orange) and obtained trajectory (blue)](image_url)

Figure 8 shows the trajectory of the aircraft for a given trajectory, showing slight errors on sudden heading changes. Analysing figure 9, for a non corrected system, although a small overshoot in airspeed following, the three variable otherwise follow their references with minimal error. The
aerospace behaviour showed much higher reference tracking errors, sometimes even becoming uncontrollable. Concluding this first section the designed controller, using a model based approach, proved to be robust to most external perturbations and internal errors.

Once the limitations of the system were known, an online neural network was added to adaptively reduce these limitations for a wide range of perturbations (e.g. actuator failure, icing conditions, etc.). The network was at no point trained previously to the simulation.

Taking first the errors caused by uncertainties in parameter estimations and gain tuning (for the linear law controlling the aircraft model linearised by the FBL), the network showed improvements in robustness and reduced errors in airspeed and heading following, when compared to the same controller without the network. Similar tests were made with reduced control from actuators and in icing conditions. For the actuator failure case although the network slightly improve heading convergence times, reducing $C_{\delta_{ail}}, C_{\delta_{ele}}$, $C_{\delta_{rud}}$ by 80% is still a too big perturbation for a commercial aircraft to recover from. For icing condition were simulated reduced lift coefficient, increased drag and reduced roll control ($C_{\delta_{ail}}$ was reduced by 30%).

For this case however, while the non NN corrected system was unable to follow a heading and flight path angle references, this was not the case once the online neural network was added to the system. Indeed the network allowed the aircraft to follow a sinusoidal heading reference and to reduce the difference between $\gamma$ and its desired value.

The same network architecture was used for all cases described above. Taking this into account it can be concluded that the goal of designing a neural network that would make the original NLI law more robust and able to adapt to different perturbations was indeed achieved.

5.1 Future Work

In this work, the neural network used had a relatively simple architecture of one hidden layer, using both sigmoid and linear activation functions. One way to continue this work is to try different architectures that have been used in other works, such as recurrent neural networks, Radial Basis Function neurons or larger numbers of hidden layer, to improve upon its adaptive capabilities.

This method was also only used to correct the control of the fast dynamics of a commercial aircraft, and a similar system could be used to adaptively improve its guidance laws. The results obtained however allow to make a commercial aircraft follow 4D trajectories, even in case of external disturbances or system failures. The next step is now to use these trajectories to optimise air traffic management, allowing even several commercial aircraft to travel along these trajectories, reducing the work load of air traffic controllers while increasing the capacity of a given air control zone.

REFERENCES

Safety Advisory - Aircraft Icing. AOPA.

The text contains a mix of equations and text. Here is a transcription:

\[ H_{11} = -V_a c_\alpha c_\beta s_\beta - V_w c_\alpha c_\beta \]
\[ H_{12} = V_a (c_\alpha^2 c_\beta^2 - s_\alpha^2 c_\beta^2) + V_w c_\alpha c_\beta - V_w s_\alpha s_\beta \]
\[ H_{13} = -V_a s_\alpha s_\beta c_\beta - V_w s_\alpha s_\beta \]
\[ H_{21} = V_a s_\alpha c_\beta + V_w s_\alpha \]
\[ H_{23} = -V_a c_\alpha c_\beta + V_w s_\alpha \]
\[ H_{31} = 2 (-V_a s_\beta s_\alpha c_\beta - V_w s_\alpha c_\beta) \]
\[ H_{32} = 2 (-V_w c_\alpha c_\beta + V_a s_\alpha c_\beta s_\beta + V_w s_\beta + V_w s_\alpha c_\beta) \]
\[ H_{33} = 2 (V_w c_\alpha c_\beta - V_w s_\beta) \]

\[ Q_1 = \left( \frac{1}{m} F_{z_a} + g c_\phi \dot{\theta} - \dot{V}_{w_z} \right) c_\alpha c_\beta - \left( \frac{1}{m} (F_{z_a} + T) - g s_\theta - \dot{V}_{w_z} \right) \]
\[ Q_2 = \frac{1}{m} F_{y_a} + g c_\phi \dot{\phi} - \dot{V}_{w_y} \]
\[ Q_3 = 2 \left( \left( \frac{-1}{m} F_{z_a} + T \right) + g s_\theta - \dot{V}_{w_z} \right) c_\alpha c_\beta + \left( \frac{-1}{m} F_{y_a} - \dot{V}_{w_y} \right) s_\beta \]
\[ + \left( \frac{-1}{m} F_{z_a} - \dot{V}_{w_z} \right) s_\alpha c_\beta \]

Appendix A. $\dot{R}_A$ EQUATION