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1. INTRODUCTION

Warm dense matter (WDM) exists at the intersection
of condensed matter and classical plasma physics. It is
created in Inertial Confinement Fusion (ICF) experiments
- when a driving laser heats up and compresses a solid fuel
target [1] - and is present in astrophysical objects such as
gas giants, brown and white dwarfs, and low-mass stars
[2–4]. Femtosecond laser technology provides many prac-
tical applications for material modification, including the
promising technique of laser ablation that enables pre-
cise micro and nano machining [5], and produces WDM
before macroscopic expansion of the ablating material.
WDM states are characterized by temperatures rang-

ing from 0.1 to 100 eV and roughly solid densities (0.1
to 10 times ρsolid). Having thermal and Fermi energies
close to one another, these states of matter are placed in
between the quantum regime of strong degeneracy and
the classical regime of non-degeneracy. Atomic or ionic
binding energies also close to the average thermal energy
(Γ = ⟨ECoulomb⟩ / ⟨Ekinetic⟩ ∼ 1) makes WDM states sit
in the transition between solid, liquid gas, and plasma
[6].
In dense Coulomb plasmas, we cannot neglect the

quantum nature of its electrons. In equilibrium condi-
tions, the spatial width of the most likely spatial region
for the electron to be in is roughly given by the thermal
length Λe =

√
2πℏ/(makBT ) [7]. The mean particle dis-

tance, on the other hand, can be written as de ∝ 1/ 3
√
ne.

In WDM, the inter-atomic distance is of the order of the
thermal length, i.e neΛe ≈ 1. In this case, we have to
start taking the indistinguishability of the plasma parti-
cles into account.
An important phenomenon in plasmas and solids alike,

affected by Λe is the Coulomb screening of the potential
of an electric charge, as it describes how induced fields
are shielded by surrounding charges. By solving the lin-
earized Vlasov equation for, in the static limit we obtain
the effective Coulomb potential [7]:

Φeff(k, 0) =
4πe0

k2 + κ2
−→ Φeff(r) =

e0
r
exp(−r/r0). (1)

where κ2 is the inverse screening radius (r0) and is defined
in terms of the electronic number density and tempera-
ture.
The expression above makes clear that the long-range

nature of the Coulomb potential of the point charge is
suppressed by the polarized plasma particles. The po-
tential mediating the interaction between two constituent
plasma particles is the Coulomb one, up to a radius of
≈ r0 and decays exponentially for larger radii. Valuable
physical insight is hidden, as usual, in the limiting cases.
When neΛ

3
e ≪ 1, i.e., in the non-degenerate regime, the

well-known Debye screening length is obtained. In the
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strongly degenerate regime, where neΛ
3
e ≫ 1, on the

other hand, the Thomas-Fermi screening length is recov-
ered. The fact that the former is much stronger than
the latter suggests that many-body effects - responsible
for the screening - are much stronger in cold solids than
plasmas.

To uncover the temperature-density boundary between
the two regimes we turn to more ad hoc arguments.
We can now define the Warm Dense region in a phase
space diagram. We expect quantum effects to dominate,
namely strong correlations and degeneracy effects of the
electrons, where Γ > 1 and neΛe > 1. These boundaries
push our regime to the hotter and denser side of the dia-
gram. At high enough densities, however, full ionization
will take place and the quantum correlations lose impor-
tance. This places an upper bound to our regime at the
line rs = 1, with rs called the Brueckner parameter, and
being the ratio between the mean particle distance and
the Bohr radius.

FIG. 1: Temperature-density plane with several adimen-
sional parameters plotted, for the equilibrium case, along
with demarcations of different zones of physical and tech-
nological interest. From [7].

Since WDM sits between so-many different regimes,
appropriate benchmarking of theoretical models against
the experiments is sorely needed. Creating and probing
such states in laboratory conditions, however, comes with
its own set of challenges.

A common way of creating WDM is with X-ray sources
or proton beams than penetrate inside solid density ma-
terial beyond the skin depth, depositing their energy in
µm, length scales before significant hydrodynamic expan-
sion kicks in [8]. Until the advent of Free Electron Lasers
(FEL), with their combined ultra-short pulse duration
(tens of femtoseconds) and high intensities, X-ray pulse
duration mainly allowed for the study of states where
electronic and ionic temperatures were already the same.
Now, this emerging technology has renewed interest in
the non-equilibrium properties of WDM states [9–11].
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FELs are, however, limited in access and beam time due
to high construction and operational costs.

Optical lasers also present an opportunity to create
WDM states in non-equilibrium setups, but only in the
skin-depth layer, with a typical scale of tens of nm, for
metals [12]. The method is also constrained by the ex-
pansion times of the foil. This approach has the distinct
advantage of being widely accessible when compared to
FEL isochoric heating experiments, while still allowing
access to non-equilibrium states of WDM. Both FELs
and optical pumps are plagued by the creation of trans-
verse temperature gradients by the spatial shape of the
energy source. Typically, the longitudinal gradients can
be reduced, if thin enough foils are chosen.

Time-resolved diagnostics of appropriate time resolu-
tion are necessary to study the properties of the transient
warm dense states. Otherwise, a measurement with a sin-
gle time stamp can be contaminated by widely different
temperatures, pressures, and densities, as these quanti-
ties vary over time. The study of conditions before a
thermal electronic distribution is established is only pos-
sible with sub-picosecond resolution techniques, which
are then deployed to study fast equilibration dynamics
and subsequent processes.

X-ray absorption experiments, when close to absorp-
tion edges (XANES: X-ray Absorption Near Edge Spec-
troscopy) provide direct information about both the va-
lence electrons and the short-range atomic order [12]. For
the diagnostics to work, however, it needs broadband
high-brightness radiation on a time scale compatible with
the desired time resolution. On the side of large facili-
ties, while synchrotrons provide the necessary broadband
radiation their pulse width of τp ≈ 100 ps severely limits
temporal resolution and consequently the ability to per-
form IH non-equilibrium studies. [4]. The tabletop ver-
sions of such experiments are constrained in their time
resolution by the availability of broadband X-ray sources
of small enough duration (they are typically produced
from plasma emission inherently limited due to heating
and cooling dynamics of the plasma [12] but can also be
sourced from Betatrons). Source intensity is also a limit-
ing factor as it regulates the number of shots needed for
obtaining a spectrum. In WDM conditions, the sample is
expected to ablate, creating a bottleneck in said acquisi-
tions, since there is a need to move or replace the sample
after each shot.

In this article, our focus will be on the transient, warm
dense, non-equilibrium states created by heating of thin
Titanium films, with femtosecond near-infrared (NIR)
laser pulses. We will directly probe the electronic struc-
ture by exciting bound-free transitions using extreme
ultra-violet (XUV) radiation to image the solid-density
plasma. Due to the ultra-fast nature of our pump and
probe, a ∼ 50 fs time resolution was achieved, allowing
the study of non-equilibrium electronic properties and
separation of electronic and ionic effects. The spatial
resolution of our setup, on the other hand, turns the
transverse spatial gradients created by the pump’s spa-
tial shape into a strength, by multiplying the number of
data points obtained per shot, one for each different sam-
pled condition. Furthermore, several data series were ac-
quired for different total pump energies. The respectable
amount of data obtained will then justify the Bayesian
Inference approach taken to estimate parameters and un-
certainty.

2. EXPERIMENT AND DATA

2.1. Experimental Setup

Our pump consisted of a NIR pulse, intensities up to
I ≈ 1014 W/cm2 (F ≈ 5× 104 J/m2). The absorption of
800 nm light in titanium, at our laser intensities, is domi-
nated by inverse bremsstrahlung (IB), making intra-band
absorption the dominant process. Direct absorption by
phonons does not play a significant role as the pulse dura-
tion is much shorter than their period. Ionization effects
are also small within the temperature ranges studied here.

The intensity of the pulse decays exponentially, within
the sample according to:

Qabs(x, r, t) =
2

δs
AI(t, r) exp(−2x/δs). (2)

where A = 1 − R with R = 0.558 ± 0.001 the Fresnel
reflection coefficient at a boundary measured experimen-
tally, and δs is the skin-depth, the characteristic length
over with the intensity of the field decays to 1/e of its
initial value.

A schematic representation of the experimental setup
is shown in figure 2. A Near-Infrared femtosecond laser
with wavelength λl = 800 nm, pulse duration τl = 50
fs, a spot size of Wl = (90 − 140) µm and a Gaussian
spatial profile was used. The initial beam was split using
a polarizing beam splitter into a pump (marked IR in
figure 2) and a probe pulse (marked XUV).

C
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FIG. 2: The experimental setup

The pump pulse’s total energy was varied between 50
µJ and 1 mJ, which represents a range of laser intensi-
ties Ipp ≈ (1013 − 2.5 · 1014) W·cm−2. The probe pulse
was focused onto a gas cell to create an XUV spectrum
through High Harmonic Generation (HHG) [13]. After
the HHG gas cell, filters remove any remaining NIR and
we are left with an ultrashort XUV pulse.

The HHG process created a low intensity pulse with
fluence Fpb = 5 nJ/cm

2
and pulse duration tpb = 25 fs

corresponding to an intensity Ipb = 2 · 105 W/cm2. As
such, this pulse needed to be kept in primary vacuum so
that it would not be attenuated by air. The generated
spectrum was measured at the exit of KB2, through a
slit and gradient combination. Taking into account the
several harmonics present, the weighted average of the
probe is 26.2 eV.

Both the pump and the probe pulses were focused onto
a thin (100 nm) Ti film, with Kirkpatrick–Baez (KB) mir-
rors being used for the probe pulse. The spatial imprint of
the radiation transmitted through the film was recorded
by a CCD with an Al filter that only allows radiation
in the (17-80) nm or, approximately, (15.5-73) eV range.
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Using a translation stage, the optical path of the probe
pulse was altered and, thus, the time delay between the
arrival of the pump and the probe was indirectly varied.
This allowed for the collection of temporal data series
composed of several transmitted XUV spatial imprints.
The temporal resolution of the collected data was at

best 50 fs due to the probe pulse’s duration while the
spatial resolution is constrained by the overall resolution
of the system: each pixel of the final image translates to
(7× 7) µm2 of the foil.
At the pump intensity range achieved by this setup, the

metal ablates away some time after the initial excitation.
As such, after each shot, the target’s position needed to
be changed so that a new portion of the film was irra-
diated. The shot-by-shot nature of the experiment was
the main limitation in terms of the number of data points
that could be measured.

2.2. Acquired Data

For each of the translation stage’s position (represent-
ing a time delay between the arrival of the pump and
the probe to the Ti film) and each of the pump pulse’s
total energy chosen values (50, 150, 250, 500, 1000) µJ,
three different types of images of the transmitted XUV
radiation were recorded.
First, an image of just the XUV pulse was taken, shown

in figure 3a; immediately after, and because the metal did
not ablate, both pulses were sent in and a second image
was taken - figure 3b. A final shot was acquired, with
the pump switched off, as exemplified in figure 3c. This
last one was designed to image the ablated portion of the
metal film, due to the pump sent in the previous shot.
The grid that can be seen in all the acquisitions are

images of the support bars for the metal film. The area
of each square is (360 × 360) µm2. It is not orthogonal
due to optical aberrations, namely astigmatism caused
by the grazing optics nature of the KB mirrors utilized.
The acquired images can have both positive or negative
time stamps. It is positive if the pump arrived before the
probe, and vice-versa.
the XUV transmission spectrum of Ti was also acquired

and compared to the HHG spectrum,

2.3. Analysis

The acquired XUV-transmission images had to be cor-
rected for spatial background effects of the CCD; zoomed
in to get rid of artifacts like other bright spots in the
film, caused by tears or previous holes; and for plasma
self-emission - when in the XUV range. This last effect
plagues mostly the highest fluence zones but the correc-
tion was performed on all data sets, with adjusted mag-
nitude, for consistency.
To properly define the zone of interest (where the sam-

ple was significantly disturbed) we then turned to figure
4a (a background-corrected zoomed-in version of 3c). The
ablated area could be defined as the zones where the CCD
counts are significantly higher, i.e. where the XUV pulse
of the t = ∞ acquisition, is not attenuated by the Ti
film. To obtain matrices, or masks, like the ones shown
in figure 4b (ones inside the zone of interest and zeros
outside) a threshold method was applied.

To take advantage of the spatial resolution the ablated
region had to be subdivided into several sub-zones, in
which the XUV transmission will be averaged, to reduce
the noise levels. The main hurdle of subdividing the zone
of interest was related to the fact that, from image to
image, even in the same time series, the depression in
transmission moves from place to place and it also moves
relative to the geometric center of the defined area of
interest. To accurately track the center of the depres-
sion, a new 2-dimensional least-squares regression was
performed, using [14], for each acquired data point in
all the different time series. The lower energy series were
fitted to a 2-dimensional Gaussian and the higher energy
time series were fitted to a self-made function since the
shape of the depression was observed to be changing from
a connected shape to a ”ring” one.

Figures 5a and 5b show representative results of this
least-squares fit, where good agreement was found be-
tween the zoomed-in and corrected data and the repro-
duction based on the fit process described before.

With the center coordinates of the depression uniquely
determined for all temporal times stamps, in each data
series, circular and concentric subdivisions of the zone of
interest could be drawn. These inner zones’ radii were
calculated as a fraction of the radii of the zone of inter-
est. As such, the radii of the sub-zones vary from image to
image, in the same series, just as the radius of the over-
all zone of interest. These variations, however, are not
more than one to two pixels inside the same temporal
data series, while being considerably larger for different
series. The fraction of the total radii used was manually
adjusted, between different series, to guarantee that the
area of the sub-zones did not differ too much, which was
important for a statistical experimental error determina-
tion. In figure 5c an example of the resulting subdivisions
can be seen.

With the zone of interest properly located and subdi-
vided and with the Spp,E and Spb,E matrices corrected
for the different spatial background effects (here the sub-
script E refers to the total energy of the pump pulse used
in the corresponding data series), the calculation of the
relative transmission for each zone could be tackled. This
was done by straightforwardly by:

TE(z, t) =
∑

(i,j)∈z

Spp,Eij (t)

/ ∑
(i,j)∈z

Spb,Eij (t) (3)

where TE(z, t) represents the relative (to the probe only
image) XUV transmission of zone z, indexed by its tem-
poral series’ pump energy E and relative position of the
sub-zone being calculated (z = {inner, middle, outer}),
at a time delay between the pump and the probe t. The
sum was performed pixel by pixel, subject to the restric-
tion that they belong to the appropriate sub-zone.

The tagging of the series with the total pump energy
and spatial position of the sub-zone is, however, not use-
ful, since these taggs do not properly encapsulate the
physical information needed for a forward model to sim-
ulate our data sets. As such, the average absorbed flu-
ence on each sub-zones was calculated by reconstruction
of the spatial profile of the laser and knowledge about the
ablation threshold.

As the measurements were taken a few days apart,
the waist of the laser possibly changed from series to se-
ries. Changes in the aperture of the pump beam also
contributed to this effect. To quantify such changes an
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(a) Image of just the probe
signal.

(b) Image of pump and
probe signal.

(c) Image of pump and
probe, t = ∞.

FIG. 3: Images of the transmitted UV radiation, for 150 µJ pulse energy and 425 fs of delay.

(a) Shot at t = ∞. (b) XUV only shot.

FIG. 4: 40×40 zoom in of a 500µJ shot, at 200 fs.

(a) Corrected area of
interest.

(b) 2D Gaussian fit to 5a.

(c) Desired division of the
zone of interest.

FIG. 5: Subdividing zone of interest, 150 µJ series at
t=425 fs.

inverse problem was solved consisting of determining the
waist, w, of the pump laser pulse, assumed Gaussian, that
would create an ablated zone equal in area to the average
area of the zone of interest, of a given series, knowing the
ablation threshold, reported in [15] to be Fth = (74± 13)
mJ/cm2. The knowledge of the laser’s spatial profile di-
rectly translates to the profile of the absorbed laser flu-
ence.
In figure 6, the obtained temporal fluence-tagged data

series are shown. The series with similar average ab-
sorbed fluence were grouped for better understanding, as

in total there are 21 different temporal series, each refer-
ring to a different sub-zone, i.e. a different fluence and
final state.

FIG. 6: Relative (to probe only) transmission, as a func-
tion of time, grouped by absorbed fluence of the sub-zone
of each series. Laser pulse peaks at 250 fs. Log scale.

In the plot, the initial drop in the XUV transmission
coefficient can be seen approximately at the same time
as the laser is peaking (t=250 fs), with a possible small
delay relative to the pump pulse, i.e. to positive times.
This was interpreted as the fast electronic response to
the laser pulse of the electrons in the skin depth of the
material. In general, it can be concluded that the higher
the absorbed fluence, the higher the XUV opacity (lower
transmission coefficient), with the notable exception of
the higher fluence group, exemplifying the ”ring” effect.
After the (200-300) fs mark there is stabilization and even
a slight recovery of the transmission.

The picosecond response can also be observed, with all
the data collected plotted, i.e. up to t=20 ps, depending
on the series. Given it takes picoseconds to be notice-
able, this trend is necessarily ionic, since the probe pulse
was XUV and, thus, only sensitive to changes in the elec-
tronic distribution. This response can be identified with
the release of thermal energy from the electronic to ionic
population. In this regime, the XUV transmission coef-
ficient can be seen to recover along a similar time scale
for all the fluence groups, with its value approaching the
cold measurements in all cases.
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3. THEORY AND MODELS

3.1. TTM

The electron-ion (e-i) equilibration taking place after
sample excitation can be described by a simplified version
of the Two-Temperature model (TTM)[16]. This model
has the distinct advantage of computational simplicity
and has been amply shown to describe the pre-ablation
moments of a thin irradiated metal sample after the elec-
tronic population is in equilibrium, within itself, and can
be said to have a temperature.

Note that, since we are interested in the first few ps
after irradiation of a thin film, thermal dissipation effects
will be neglected in the TTM. Changes in the electronic
density will also be disregarded, as there is little to no
ionization of core electrons expected at our irradiation
intensities. The model’s master equations are:

Ce (Te)
∂Te

∂t
= Sabs(r, t)−Gei (Te) (Te − Ti) and

Ci
∂Ti

∂t
= Gei (Te) (Te − Ti)

(4)

Sabs(r, t) is the absorbed laser power density and G(Te) is
the electron-phonon/ion coupling factor. This last factor
needs to be calculated from physical considerations and
several models have been proposed for it [17–22].

In [17], the heat capacities of electron populations with
finite temperatures in cold metal latices as well as the e-i
coupling coefficient were determined. The authors con-
sidered the electronic energy distribution as well as the
density of states (DOS) of the different metals. No de-
viations from the cold DOS due to electron heating were
considered, however. The electronic heat capacity was
calculated from the definition, i.e, the derivative of total
electron energy with respect to Te, as such:

Ce (Te) =

∫ +∞

−∞

∂f (ϵ, µ, Te)

∂Te
D(ϵ)ϵdϵ (5)

where D(ϵ) is the DOS that the authors calculated for
cold metals, using ab initio DFT simulations and as-
sumed constant for different electronic temperatures, and
f (ϵ, µ, Te) the electronic distribution function (in this
case a Fermi-Dirac).

The parameter G(Te) of the results we will present here
will be considered constant in time, and as such over a
range of temperatures. We will use parameter estima-
tion techniques to try and adjust a different Gei to each
sub-zone being considered. When the same estimation
algorithm was performed on joint searches over all sub-
zones, with Gei(Te) calculated as in equation 5 the overall
performance of the fit dropped slightly, and, so, the more
data-driven and less a priori constrained searched was
preferred.

Since the ablated region (roughly the size of the laser
pulse) was divided into three regions of interest, it was
assumed that, within each region, the laser intensity does
not vary spatially. That is, a single average fluence (cor-
responding to the same total absorbed energy per zone,
as with the Gaussian distribution) is considered for each
of the zones. The source term expression is then written
as:

Sabs(t) =
AI(t)

δs
, with

I(t) =

√
4 ln(2)

π

FA

τp
exp

{
−4 ln(2)

[
(t− t0)

τp

]2} (6)

with F being the average incident fluence of a given zone
of interest and A = 1 − R with R the reflectivity coeffi-
cient, measured to be R = 0.558± 0.001.
Finally, with all the terms in equation 4 properly de-

fined (Ci ≈ 3/2kB), a computational algorithm can be de-
ployed to solve it for the time evolution of the distribution
function. Note that, since an equilibrium electronic dis-
tribution is assumed and the model only evolves temper-
ature, the chemical potential µ has to be determined sep-
arately. This can be accomplished by the requirement of
particle number conservation - ne =

∫
f(ε, µ, Te) ·D(ε)dε

- consistent with the fact that no ionization of core elec-
trons is expected.

In the simulations presented below the DOS function
was considered nearly free since the cold Ti DOS provided
poor agreement with the acquired data series, even after
model optimization. In this framework, the electronic
mass is allowed to take an effective value, but otherwise,
the dispersion relation remains that of a free electron,
such that the DOS takes the form:

D(ε,meff ) =

√
2 · ε ·meff ·meff

π2ℏ3
. (7)

3.2. Quantum Boltzmann model

In [18], a much-used Boltzmann equation model for
thin metal sheets being irradiated by femtosecond IR and
optical laser light was developed. This type of model
offers the opportunity to study non-thermal electron-
electron (e-e) effects since it does not assume instanta-
neous thermalization of the electron gas to a Fermi-Dirac
distribution. Due to the high degree of computational
complexity of the Boltzmann equation, several simplify-
ing assumptions were laid out first.

Firstly, the material is assumed homogeneous and
isotropic. This is justified by the fact that the metal sheet
is composed of micro-crystals oriented differently from
one another and it allows us to take an average of all po-
larization directions of the incident laser light. Further-
more, spatial variations of the intensity of the laser pulse,
as it is being absorbed transversely, can be neglected, for
films with thickness on the order of the absorption depth
of the metal. Other transverse spatial effects, such as dif-
fusion and energy transport were also neglected. This last
assumption is consistent with a thin layer approximation
and a focus on time-dependent effects such as energy ab-
sorption and thermalization amongst the electrons (first)
and of electrons with the lattice (latter).

Taken together, these impositions make the distribu-
tion function only dependent on time and energy and, as
such, reduce the electronic Boltzmann equation to:

∂f(k)

∂t
=

∂f(k)

∂t

∣∣∣∣
e−e

+
∂f(k)

∂t

∣∣∣∣
e−i−pt

. (8)
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The dynamics of the systems are then encapsulated in
collision terms, caused by different microscopic processes.
The relevant terms refer e-e and e-i-pt (electron-ion-
photon) collisions. The electron-phonon collision term
will not be considered here, since our goal is model pos-
sible laser-induced non-equilibrium effects of our electron
gas. These are expected to take place over hundreds
of femtoseconds (shorter than e-i/phonon timescales) if
long-lived thermal electrons were to be observed [10]. As
was previously discussed, the main process for deposition
of energy, at these fluences and wavelengths is IB, i.e.
e-i/electron-phonon collisions that allow for momentum
conservation while absorbing one or multiple photons.
We will only consider elastic collisions here (amounting
to classical, infinitely massive ions), using the same argu-
ments laid out for the electron-phonon collision term.

Two detailed collision terms need to be determined.
The e-e one concerns a two-to-two scattering event and
the e-i-pt one concerning a two-to-one event since the
photon is absorbed and the ion’s momentum does not
change. These collision sums/integrals have standard
forms, given in [7], that depend on the scattering prob-
ability per unit time and on Pauli blocking factors. The
former can be calculated from the fermi Golden Rule with
perturbation theory if the interaction potential is weakly
time-dependent [7]. Rethfeld et al [18] propose that a
statically screened Coulomb potential be used to model
this potential and also a single parabolic conduction band
the dispersion relation of the free electrons is given by
ϵ(k) = ℏ2k2/2me. They thus write:

∂f(k)

∂t

∣∣∣∣
el−el

=
2π

ℏ
∑
k1

∑
k3

(
e2

ε0Ω

1

∆k2 + κ2

)2

[fk3
fk1

(1− fk) (1− fk2
)− fkfk2

(1− fk3
) (1− fk1

)]

δ
(
ϵk3

+ ϵk1
− ϵk2

− ϵk)
)

(9)

where ∆k = k1−k2 = k−k3 is the exchanged momentum
and k2 = k1 − k + k3 to ensure conservation of momen-
tum. The Fourier Transform operation performed on the
screened Coulomb potential leads to the appearance of a
volume term Ω, corresponding to the total volume of the
crystal being modeled, but is inconsequential as it cancels
out further along when the sums are transformed to inte-
grals. The inverse screening radius can be obtained from
the Vlasov equation, as discussed with equation 1. With
the free dispersion relation being assumed, the expression
can be written as [7], [18]:

κ2 =
e2me

π2ℏ2ϵ0

∫ ∞

0

f(k)dk. (10)

As for the absorption term, the aim is to accurately
model the IB process, in a microscopic and kinetic fash-
ion. As derived in [23] and used in [18], the probability
of absorption of n photons by an atom can be calculated
by the time-dependent Schrödinger for free electrons dis-
turbed by classical E-M radiation (the quantum nature of
the photons can be disregarded as there is a great many
of them in a given energy state). Afterward, first-order
perturbation theory was applied to calculate the desired
transition probability (taking the nucleus potential as the
perturbation). The absorption (e-i-pt) term for the Boltz-
mann equation can then be written as:

∂f(k)

∂t

∣∣∣∣
el−ion−phot

=
2π

ℏ
∑
∆k

(
e2

ε0Ω

1

∆k2 + κ2

)2

∞∑
ℓ=−∞

J2
ℓ

(
eEL ·∆k

mew2
L

)
δ (ϵk+∆k − ϵk + ℓℏωL)[[

f|k+∆k|(1− fk)− fk
(
1− f|k+∆k|

)]]
(11)

where in this case Ω will not cancel out, since there is a
single sum that will be transformed to an integral, and
can be identified with the volume of the unit cell Ω0.
By switching the sums here presented into integrals,

with the usual method, to integrals and analytically sim-
plifying them we could deploy computational calculations
to solve the Boltzmann equation 8. The electron-ion-
photon collision term as written in equation 11 requires
the electric field inside the material, as an input param-
eter. To calculate it, the average incident fluence of each
sub-zone was converted to intensity through equation 6
and subsequently the formula EL(t) =

√
2I(t)/(cε0) was

applied. 25 orders of the Bessel function had to be con-
sidered, due to our high electric field intensity, in the skin
depth of the sample.

3.3. The observable

A schematic representation of the pumping and prob-
ing process, complete with the electronic distributions
and the cold DOS of Ti, is present in figure 7. The only al-
lowed transitions, at the probe pulse’s average energy are
the 3p → continuum ones. Since the probe is of low inten-
sity, linear response theory applies, and σk ∝ (1−f(εk)).
As such, the variation in time of the absorption of the
probe is, to first order, dependent on the distribution
function of the pumped continuum electrons.

FIG. 7: A schematic representation of the pumping and
probing process complete with the electronic distribu-
tions and the cold DOS of Ti.

Given that the 3p core states are very localized in en-
ergy, the pump will induce electronic transitions to the
continuum with an energy distribution in the shape of
the HHG spectrum. This happens because the number
of XUV-excited electrons that transition to the contin-
uum is proportional to the intensity of the radiation, at
a frequency matching the energy gain of those electrons.
The transitions will only be allowed if there are free con-
tinuum state for the core electrons to occupy, according
to the Pauli exclusion principle.

The energy levels the XUV-excited electrons will try
to occupy in the continuum are difficult to pinpoint since
the absolute energy difference between the core state 3p
and the beginning of the continuum (or, more practically,
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between the core state and the Fermi energy) is itself hard
to estimate, in a DFT framework. This will be one of teh
adjustable model parmeters.
To obtain the relative to cold XUV transmission time

series from the knowledge of the electronic distribution
function it can be stated that:

T (f, εt) ∝ 1−
∫
(1− f(ε, t)) ·HHG(εt)∫

HHG(ε, εt)dε
dε (12)

with T being the transmission coefficient (both averaged
in energy over all the XUV spectrum), and HHG(ε, εt)
being the XUV-excited electronic distribution, in the
shape of the HHG spectrum. The εt model parameter
defines the position of this spectrum in the energy scale
of the continuum electrons. It is the distance, in energy,
between the highest harmonic peak and the Fermi energy
such that for negative values the spectrum is, on average,
below this energy. For the forward model simulation run
henceforth this εt parameter will be allowed to vary in the
range [−10,−4] eV. This acts as a prior since we know
all harmonic peaks must be below the Fermi level. Note
that a typical Fermi level of around 10 eV is expected.
Figure 8 shows the integrand of equation 12, plotted

against energy, with the zero energy level being the be-
ginning of the continuum states, along with 1−f for f the
Fermi-Dirac distribution and an XUV-excited electronic
spectrum, for a given εt. From figure 8a to 8b, energy has
been deposited in the electronic distribution and so the
Fermi level tilted in energy. Since most of the harmonic
spectrum was below that level, this tilting contributes
to an opening of vacancies for transitions, observable in
the increase in the area below the total integrand func-
tion. This will translate into increased absorption and
decreased transmission.

0 10 20 30 40 50 60
E (eV)
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0.2

0.4

0.6

0.8

1.0 HHG
1-f
HHG (1-f)

(a) Plot for (1− f) calculated
at the beginning of the
simulation, for cold Ti.
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E (eV)
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(b) Plot for (1− f) calculated
150 fs after the peak laser
energy was deposited.

FIG. 8: Integrand of equation 12, as a function of
energy and its two components for εt = 4 eV. (1− f)

was calculated from a TTM simulation.

4. RESULTS AND DISCUSSION

The physical model presented allows us, to simulate,
for the different data series acquired, the relative to cold
XUV transmission, as a function of time. The TTM will
be used for the 20 ps (after pump excitation) over which
the series were acquired, and the Bolztamn model will be
applied over the first 400 fs, long enough to determine
whether non-thermal effects play a role, for our xperi-
mental conditions.
Given the amount of data obtained and the probable

difficulty in the fitting process, arising from multiple lo-

cal minima and regions of high correlation between dif-
ferent input parameters, we took a Bayesian Inference
approach to estimate the models’ parameters and their
uncertainties. For each model, either joint searches, over
all sub-zones, or independent searches for each of them
were conducted. We show here only some of those results.

The searches themselves are a two-step process. First,
a likelihood function (constructed from the forward
model and data series) is optimized, using the Covari-
ance Matrix Adaptation - Evolution Search algorithm
[24]. This algorithm is robust to inversion instabilities
and high correlation regions present in the function be-
ing optimized. Second, affine invariant Markov Chains
Monte Carlos [25] are launched to explore the parameter
space, around the global minima. This will sample how
experimental uncertainty (also included in the likelihood
function) affects the estimation of our input parameters
and uncover correlations between them.

4.1. Multivariate analysis using the TTM

In order to provide more parametric freedom to the Gei

and meff coefficients especially, an independent MCMC
search was run for each of the sub-zones, instead of re-
laying in a theoretical calculation. As a result, a different
set of marginalized posteriors and 2D correlations was
obtained for each of the sub-zones of interest studied,
namely all the 150 µJ series and the two innermost zones
of the third family of series with 250 µJ, each represented
by a different color in 9 and 10.

FIG. 9: 2D correlations and marginalized posterior dis-
tributions of MCMC searches performed for a physical
forward model of a TTM, with constant Gei and DOS as
in equation 7. Ensemble of 40 walkers. The darker line
on the 2D correlation is the 1σ band.

For these MCMC searches, the Gei coefficient was con-
sidered constant, during a given time series, with its value
being one of the free parameters. Nonetheless, a nearly
free electron DOS approximation was deployed to calcu-
late Ce. In table I, the central estimations and 1σ error
bars are shown, for all sub-zones and inputs of the phys-
ical forward model. Combining these two pieces of in-
formation, agreement between the searches can be found
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for the parameters δs and εt. Looking at the 1σ intervals,
they appear broadly compatible with one another and the
posterior distribution of these two parameters have over-
laying highest probability regions. Physically, this was
expected to be the case since neither skin-depth nor core-
to-continuum state energy differences are expected to be
dependent on laser intensity. Their constancy through
the different MCMC searches is then a sanity check for
the convergence of the algorithm and an indication of the
robustness of the estimation of such parameters.

F (J/m2) Gei/G
0
ei εt(eV) δs/δ

0
s meff/m

0
eff

0.3× 104 0.74+0.56
−0.41 −4.85+0.68

−2.04 0.67+0.53
−0.38 4.16+3.22

−2.32

1.4× 104 1.17+0.55
−0.39 −4.28+0.2

−0.43 1.38+0.47
−0.42 1.66+0.82

−0.66

4.2× 104 4.53+2.15
−2.29 −4.23+0.16

−0.36 0.80+0.76
−0.26 3.04+0.25

−0.67

0.9× 104 1.69+1.02
−1.08 −5.47+1.14

−2.11 0.83+1.14
−0.34 2.62+2.19

−1.40

2.3× 104 3.86+2.45
−2.25 −4.78+0.65

−2.71 0.52+0.95
−0.28 2.26+1.98

−0.60

TABLE I: Most likely value and 1σ errors of the 5 MCMC
searches performed, one for each sub-zone, for a physical
forward model of a TTM, with a constant coupling pa-
rameter and nearly free electron DOS. F is the incident
fluence in a given sub-zone

Considering theGei andmeff posteriors and estimates,
they appear to change more from zone to zone (or inci-
dent fluence). This behavior is expected ofGei since it de-
pends on Te, intimately linked with the absorbed fluence
of a given sub-zone. The meff dependency on electronic
temperature is subtler in nature and comes from the fact
that different deposited energies excite continuum elec-
trons into different parts of the Ti DOS. Looking at fig-
ure 7 it is clear that lower excitation energies that do not
dislocate the electrons from the d-band have a higher ef-
fective mass than the hotter ones that are excited into the
4s band. These theoretical considerations are only par-
tially confirmed by the results from the MCMC searches,
with the notable outlier being the 150 µJ inner zones,
with higher than expected meff . These deviations from
expectation might be the result of the increased paramet-
ric freedom of the forward model, with important corre-
lations between the input parameters expected (such as
meff , a proxy for Ce, vs δs, controlling the absorbed
power density).
Looking at the 2-dimensional correlations of figure, we

shall focus first on the ones involving the skin depth, as
this is the parameter that directly controls the power den-
sity absorbed by a given sub-zone of interest (the average
fluence and τp are fixed). The energy density deposited
in the Ti film determines, in turn, the physical regime we
are dealing with.
First, it is important to note that since the simpli-

fied TTM employed disregards the transverse absorbed
energy gradient, because it is strongly attenuated in a
few ps and our experimental observable is not sensitive
to it, a longer skin depth is associated with a lower en-
ergy density for a given sub-zone. This is due to the fact
that the volume over which the same fluence is attenu-
ated/absorbed is bigger. From here the direct correla-
tion between εt and δs becomes apparent: the further
the HHG spectrum is from εF then, to achieved the same

min(Tr(εt, t)) - our observable -, the higher Te needs to
reach. Since a higher Te, all else being equal, requires
more energy density - that is a smaller skin depth - the di-
rect correlation between the parameters is then explained.

The inverse correlation between δs and meff can be
explained similarly: heavier electrons take more energy to
achieve a given Te than lighter ones. As such the higher
the electronic mass, the higher the skin depth needs to
be to achieve the same XUV transmission.

Regarding the δs versus Gei correlation, an inverse cor-
relation between the parameters is found. In this case,
more deposited energy, in the form of a lower δs, leads to
a higher e-e coupling. Having reached higher energy, to
recover to the same final XUV transmission, in an amount
of time determined by the experimental data, electrons
need to exchange energy with the ions at a faster rate,
explaining the correlation.

Finally, the inverse correlation between λ and εt also
appears as strong and persistent between the two figures.
It can be interpreted in a similar fashion to the other
ones discussed: an HHG spectrum further away still re-
quires higher Te to achieve the same transmission. It also
requires more rapid thermalizing when recovering to the
same higher level again.

Figure 10 displays 100 forward model runs (for each
sub-zone), selected independently from the MCMC-
generated ensemble of walker chains after the burn-in pe-
riod, plotted against each of the data of each sub-zone
considered. The second and third-highest fluency zones
display overlapping model predictions but also somewhat
superimposed data points.

A good match was achieved between the experimental
data and the forward model’s 1σ band. Most data points,
when considered with their uncertainty, fall within the
band of results for their respective sub-zone. Other mod-
els run with a theoretically prescribed Gei temperature
dependence produced worse results in the region most
sensitive to this parameter (the zone where the transmis-
sion recovers, i.e, in the picoseconds).
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FIG. 10: 50 model runs with parameters sampled inde-
pendently from the ensembles generated by the MCMC
searches, for a physical forward model of a TTM, with
constant Gei and DOS as in equation 7, plotted on top of
the experimental data. In log scale with the laser fluence
peaking at 100 fs.

In figure 11, the central estimate and 1 σ error bars for
the Gei parameter of each sub-zone considered is plotted.
The estimates were calculated from the 100 model run,
sampled form the MCMC-generated ensemble, for each
sub-zone. Taken together however the results of all the
sub-zones, plotted vs the maximum Te achieved in a given
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model run and sub-zone, allow us to devise Gei’s temper-
ature dependency. The results seem in agreement with
FEG predictions for the three lowest fluency zones and a
marked increase in coupling for the highest fluency zones.
The overall tendency then is that of a sustained increase
in Gei with Te, not predicted by any of the theoretical
models considered.

FIG. 11: Gei vs maximum Te, for each sub-zone consid-
ered. Sample comprised of 100 model runs, from MCMC
search results for a forward model comprised of a TTM
with constant Gei and DOS as in equation 7. The light
green line is the [17] result for a cold Ti DOS and the
dark blue line refers to the same formula but an Al DOS.
In dark green is the result of [18] for a FEG and in light
blue the [22] predictions for Ti.

We plot the heat capacity central estimate and the 1σ
bars of each sub-zone, with a similar method, in figure
12. The observable Cei was not calculated from equation
5 but was approximated along simpler lines Ce(T

max
e ) ∼

F/(Tmax
e ·ℓf ), with ℓf = 100 nm the thickness of the film

and F the observed fluence of a given sub-zone. This was
done so as to compare these Ce results with those from
the Boltzmann model, and it provides a more cumulative
estimation, over Te, since the derivate is substituted for
achieved temperature.

FIG. 12: Ce vs maximum Te, for each sub-zone consid-
ered. Central estimate and error bars obtain by sampling
100 model runs, from MCMC search results for a forward
model comprised of a TTM with constant Gei and DOS
as in equation 7. The light green line is the [17] result for
a cold Ti DOS and the dark blue line refers to the same
formula but an Al (or FEG-like) DOS. The black dots
are the estimates from a finite temperature DFT simula-
tion with a cold lattice, performed in the VASP package
[26–30].

Since each sub-zone had its own effective mass, this
parameter, also has a significant amount of freedom, ef-
fectively allowing it to draw its own peace-wise response,

in electronic temperature. The heat capacity parameter,
despite this high parametric freedom, closely resembles
Lin’s Al prediction and the TD-DFT Ti results, with a
notable outlier in the highest fluence sub-zone. Interest-
ingly, this zone also exhibits a difference from the trend in
terms of its effective mass. In both cases, the anomaly is
positive which is expected since heavier electrons should
take, in general, more energy to reach a given Te.

4.2. Modelling electron relaxation using the
Boltzmann model

Figure 13 displays the 2D correlation and marginalized
posterior distributions of the Boltzmann model’s free pa-
rameters. They were obtained from an MCMC search of
the joint posterior distribution of all the sub-zones of the
data family with 150 µ J. From the marginalized poste-
riors, we can extract the central estimates and 1σ error
bar of or free parameters, as was done before, resulting
in κie = 1.03+0.05

−0.05, κee = 1.25+0.47
−0.24, meff = 1.61+0.29

−0.38 and

εt = −7.02+1.67
−1.44. The two screening parameters κie and

κee are close to 1, the result expected for a quasi-free elec-
tron gas. The e-e screening coefficient, specifically, has a
very small relative error but, even so, is compatible with
κie = 1. The effective mass estimate is above one, which
is not unexpected given the strongly peaked d-orbitals at
the beginning of the Ti continuum and near the Fermi
energy (figure 7).

FIG. 13: 2D correlations and marginalized posterior dis-
tributions of an MCMC search performed for a physical
forward model of the Boltzmann equation 8, without the
phonon term. Family of 150 µJ data series utilized. En-
semble of 40 walkers, evolved for a total of 15000 model
evaluations. 10000 evaluations discarded as burn-in. The
darker line on the 2D correlation is the 1σ band.

Looking more closely at the 2D correlations of the pos-
terior, only a strong direct correlation between the ef-
fective mass and εt stands out. All else being equal, a
lower εt - corresponding to the HHG pulse exciting elec-
trons to further away from the Fermi energy - requires a
higher equivalent Te to get the same amount of transmis-
sion drop. One of the ways of obtaining a higher equiva-
lent Te is, as discussed in the previous section, to reduce
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the effective electronic mass thus reducing heat capacity.
Interestingly, no similar correlation can be said to exist
between the kie parameter and εt, as one might expect.
From an algorithmic perspective, it remains unclear why
this is the case since both parameters affect the equiv-
alent Te. The best hypothesis that the author can put
forward is that the κie parameter affects the different
sub-zones differently, thus while one zone might be get-
ting optimized with changes to κie some other will fall
out of agreement dramatically.

FIG. 14: 50 model runs with parameters sampled inde-
pendently from the ensemble generated by the MCMC
search, for a physical forward model of the Boltzmann
equation 8, without the phonon term, plotted on top of
the experimental data. In log scale with the laser fluence
peaking at 100 fs.

Figure 14 plots the forward model results from fifty
model runs, using fifty sets of parameters, independently
chosen from the ensemble generated from the MCMC
search, overlaying the obtained data series. Reasonable
agreement is found between both in terms of the slope of
the fall and of the level of stabilization of the transmis-
sion.
The fact that strong agreement is found for free

electron-like parameters is notable. As discussed in the
introduction, WDM is difficult to model due to the fact
that it sits in a region where solid matter and plasma
physics methods collide. Here, the results from a first
principles model, seem to indicate only a slight mate-
rial dependence of the model results (in the effective
mass). For the experimental conditions of our sample,
the electronic population behaves like a nearly-free, fast-
thermalizing, electron gas. Both the closeness of the
shape of fall in transmission to that of the TTM-modeled
one; and observing the Boltzmann model runs, with the
parameters set to their obtained central estimates, con-
verging in tens of fs to a hot Fermi-Dirac distribution,
validate the TTM assumptions of instantaneous thermal-
ization of the electron gas, with itself.

FIG. 15: Ce vs maximum Te, for each sub-zone consid-
ered, calculated as for the TTM. Central estimate and er-
ror bars obtain by sampling 50 model runs, from MCMC
search results for a physical forward model of the Boltz-
mann equation 8. The light green line is Lin’s result ([17])
for a cold Ti DOS and the dark blue line refers to cal-
culations with the same formula but an Al (or FEG-like)
DOS. The black dots are the heat capacity estimates from
a finite temperature DFT simulation with a cold lattice.

Figure 15 displays the estimate, performed as for the
TTM, of the electronic heat capacity as a function of tem-
perature. It has a shape congruent with a free-electron-
like DOS (the blue line for Al), which was expected due
to the nearly free DOS assumption of the model. The ab-
solute value of the extracted heat capacity is, however, al-
ways significantly lower than the theoretical predictions.

5. CONCLUSIONS

Throughout this thesis, we presented a study of warm
dense Ti, namely of its coupling parameters: both
electron-electron and electron-ion. Using single-shot
XUV imaging we could obtain three data sets, providing
information on the behavior of continuum electrons, at
different temperatures, simultaneously. The data gath-
ered was paired with Bayesian Inference techniques to
benchmark different models: ones tuned for ionic time
scales, others to electronic ones.

We could conclude that e-e thermalization is quick,
from the Boltzmann model, which validates the TTM
assumption of instantaneous electron-electron equilibra-
tion, at our 50 fs time resolution. Correlations between
the modeling parameters were found in the TTM runs,
which show that a constant Gei can be an effective as-
sumption, in a large range of parameters, if such constant
is adjusted for the incident pump intensity. A positive
correlation was found between εt and δs/δ

0
s while nega-

tive correlations prevail between δs/δ
0
s and both Gei/G

0
ei

and meff/m
0
eff . Overall a free electron gas and TTM

can describe the data well. Values of Gei were shown
to increase with temperatures in the domain we probed,
while being in the range of values previously published.

In terms of future work, both models would benefit
from DFT Ti DOS calculations for elevated electronic
and ionic temperatures. The Boltzmann model could be
further expanded to include non-elastic e-i collisions and
thus e-i energy exchange. Furthermore, different likeli-
hood functions could be experimented with and Bayesian
model selection could be attempted. On the experimental
side, a measurement of εt is paramount for a reduction
in the uncertainty over simulated Te. Tighter control of
the pump laser spatial profile and total energy would also
contribute to results better tagged for average fluence. to
better study non-equilibrium e-e effects, a shorter pump
pulse would be required and an HHG centered closer to
the Fermi energy.

The work here discussed was presented in poster for-
mats on the 13th International Conference on High En-
ergy Density Laboratory Astrophysics (HEDLA 2022)
and at the Extreme Light Infrastructure (ELI) Summer
School 2022 were it won the award for best scientific
poster presentation. It was also accepted as an oral con-
tribution to the Radiative Properties of Hot Dense Mat-
ter, at the Los Alamos National Laboratory.
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