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Abstract

The Immersed Layers Method developed by Jeff D. Eldredge constitutes a first-order immersed
boundary method that allows the imposition of different boundary condition values on each side of the
interface, enabling the solving of problems for which previous methods originate incorrect results. In
this work, one derives several one-dimensional and two-dimensional accuracy improvement strategies
to the Immersed Layers Method, considering non-smooth fields across the interface, when solving the
Poisson equation in a finite volume framework. The improvement procedure consists of replacing
the original second equation, relying on interpolation with discrete delta functions, by an alternative
one. In the one-dimensional case, one derives strategies that perform a polynomial interpolation
of the subfields to the interface and strategies expressing the normal derivative jump, with both
relying on direct methods and leading to second-order accuracy in the superfluous region. In the
two-dimensional case, one derives strategies relying on direct and least squares interpolation methods,
to express the normal derivative jump across the interface. For some two-dimensional implementations,
superfluous decays very close to second-order were obtained. In a second stage, the numerical
field values in the transition region are replaced by estimates computed from the superfluous field
and, in some versions, using the information stored in the solid points as well. This final step allows
the recovering of interface sharpness and the propagation of the superfluous decays to the entire domain.

Keywords: Immersed Boundary Method, Immersed Layers Method, Discrete Delta Function, Finite

Volume Method, Computational Fluid Dynamics

1. Introduction

In nature, most processes are modelled by partial
differential equations. However, for complex prob-
lems, analytical solutions are usually not possible
to express or difficult to obtain. Thus, numerical
methods constitute a powerful tool to compute ap-
proximate solutions. In Computational Fluid Dy-
namics (CFD), most problems rely on flows around
a solid body, with an interface separating both me-
dia. In conventional approaches, the mesh conforms
to the body, facilitating the imposition of interface
constraints, like the no-slip condition. However,
if the body is moving or is allowed to deform, a
remeshing process is necessary at each time step.
To overcome this costly inconvenient, a class of Im-
mersed Boundary (IB) methods arose, firstly intro-
duced by Peskin [7], in which the interface is allowed
to be anywhere relative to the grid. Since then, sev-
eral IB methods appeared. Mittal and Iccarino [6]
divide IB methods into two main families: contin-
uous forcing and discrete forcing methods. As ex-

plained in [6], continuous forcing methods discretise
a general equation that is valid for all the domain,
being easier to implement. However, they lead to
lower accuracy for non-smooth fields across the in-
terface. According to Cola et al. [1], their reversion
to first-order in two dimensions is “a problem that
has been known in literature for decades”. This
problem arises due to the substitution of the Dirac
delta function by a discrete analogue, responsible
for smearing the interface. On the other hand, dis-
crete forcing methods modify the system of equa-
tions in cells near the interface, presenting an ac-
curacy depending on the methods that are locally
employed and being able to represent sharp inter-
faces. In this work, one derives one- and two- di-
mensional accuracy improvement strategies to the
Immersed Layers (IL) Method derived by Eldredge
[3]. This method allows the imposition of different
constraints at each side of the interface, being able
to deal with problems that previous methods not
distinguishing both sides of the interface were un-



able to correctly solve. However, since it relies on
Dirac delta functions to perform regularisation and
interpolation operations, it is only first-order accu-
rate for non-smooth fields. In this work, one seeks
going beyond first-order, pursuing second-order ac-
curacy in one- and two-dimensional problems.

2. Immersed Layers Method

Before deriving the accuracy improvements
strategies, a background concerning the original fi-
nite differences formulation of the IL method is pro-
vided, [3]. Moreover, a finite volume version is also
presented as a contribution. The problem to be ad-
dressed consists of a computational domain  C R*,
with A = {1;2;3} being the dimension of the mul-
tidimensional space, in which two distinct regions
exist: an interior solid subdomain Q~ and an exte-
rior fluid subdomain QV, separated by an interface
I" characterised by an exterior unit normal vector
n. The unknown subfields at each subdomain are
respectively named ¢~ (x) and ¢T(x), with x € Q.

2.1. Indicator Function

An important concept underlying the IL method
is the indicator function, x(x) € R, defined for all
the domain, assuming negative values in the solid,
positive values in the fluid and being null at the in-
terface. Here, the indicator is defined as the prop-
erly signed minimum FEuclidean distance to the in-
terface. As such, its gradient is normal to the in-
terface, points out of the solid and has a unitary
magnitude. So, when taken at the interface, it cor-
responds to the exterior unit normal, Vx|r = n.

2.2. Generalised Functions

The IL method relies on the use of two generalised
functions: the Heaviside function, H(x), and the
Dirac delta function, d(x). The definition of the
Heaviside function is provided in equation 1.

1 , x>0
H(x)={1/2 , x=0 (1)
0 , x <0

The Dirac delta function is defined in equation 2.

5(x) = {*‘” X=0 ()

0 , X #0

By definition, %—g(x) = d(x). So, the gradient of
the Heaviside function is VH (£x) = £ (x)n.

The Dirac delta function is generalised to R* by
taking the product of the scalar function applied to
each component, §(x) = H?:1 d(z;). This function
allows to write volume integrals over €2 into surface
integrals over I, and vice-versa, [3]. Consider that
the interface is parameterised by coordinate(s) ¢,
such that x = X(¢). One important result con-
cerns the immersion of a function F(¢) exclusively

defined at the interface into the computational do-
main, presented in equation 3.

F(C)5 (x(x)) = / F(C)5(x — X(0))dS(C)  (3)

On the other hand, considering a function g(x)
defined in R*, its restriction to the interface, with
notation g(x)é” (x(x)) = g(X(¢)), is given by
equation 4. These derivations are detailed in [3].

9(x)87 (x(x)) = / g

RA

(x)5(X(C) — x) dx  (4)
2.3. Concept of Masked Variable

The main idea underlying the IL method consists
of working with a masked variable, ¢, that assumes
one subfield or the other, depending on the position
in which it is evaluated. So, applying the Heaviside
function to the indicator, the definition of masked
variable ¢ is obtained according to equation 5.

¢=0¢ H(x)+¢ H(—x)

2.4. Poisson Equation of a Masked Variable

Given the definition of masked variable and the
relations derived thus far, the gradient of a masked
variable is readily obtained. Then, applying the
divergence operator, one reaches the Laplacian of a
masked variable, given by equation 6. This relation
is the Poisson equation of a masked variable.

(5)

V26 =V2¢ + (Vo' — Vo) - d(x)n +
+ V- ((¢F = ¢7)3(0n)

2.5. Implementation of the Poisson Equation

The interface is discretised into p equally-spaced
solid points, for which the IL method assumes that
both subfield values are known, ¢f and ¢,. How-
ever, subfield gradients at the solid points are un-
known. So, the normal derivative jump across the
interface, o = (V¢i, — Vo) - n arises as an un-
known at each solid point. To close the system of
equations, Eldredge [3] sets equation 7, expressing
the interface value by restricting the masked field.

(6)

55T(x) = o

; 7

+ —
sp + (bsp)
The accuracy improvement strategies presented
in this work concern the derivation of alternative
equations to close the system, instead of this one.

2.6. Domain Discretisation

The computational domain is assumed to present
a length L € R along each dimension, such that
Q = [-L/2;L/2]*. The domain discretisation is
done according to one of two possible frameworks:
Finite Differences (FD) or Finite Volume (FV). In
a FD discretisation, cell centroids coincide with the



domain boundaries. In FV, the domain boundaries
coincide with cell faces. The domain is assumed to
be subdivided into n equal cells along each dimen-
sion, making a total of N = n* cells. So, the grid
sizeis h=L/(n—1)in FD and h = L/n in FV.

2.7. Treatment of the System of Equations

In FD, equations 6 and 7 are put together, as in
equation 8, being the starting point to discretise.
V2h —ad(x) = V29 + V- (¢4, — 05,)0(x)n)

$6"(x) = 5(¢3, + 05)

(8)

On the other hand, in FV, the system of equa-
tions is integrated over each cell. Consider that each
cell has a volume V', enclosed by a surface S = 0V
with unit exterior normal n. Integrating equation 6
and using the divergence theorem, equation 9 arises.

BVVJ>~ndS—///‘/06(X)dV://VV7%dV+
+ [ v+ (@3 = snstom) av (9)

Notice that the volume integral of the divergence
in the right-hand side was not converted into a sur-
face integral, since the vector field over which the
divergence applies is not continuously differentiable.
Integrating equation 7, equation 10 arises.

//VéaT(x)dV:///V%(d,jﬁ%_p)dV (10)

Equations 9 and 10 constitute the starting point
of a F'V approach to the IL Poisson equation. Given
the targeted accuracy, the integrals are approxi-
mated with second order. Equation 9 yields equa-
tion 11. The sum over f stands for a sum over the
cell faces and subscript C' stands for cell centroid.

5 [(96); -] = od(xe ) = (V20) o+
f

+ V- (0, = ¢5,)0(xe)n] b (11)

Similarly, equation 10 gives rise to equation 12.

36T (xe )l = L

—\pA
5 (05 + @)l

(12)
Equations 11 and 12 form the second-order FV

system of equations used in this work to implement

the masked Poisson equation in a FV framework.

2.8. Operators Discretisation

To perform the numerical implementation, the
operators appearing in the systems of equations
must be discretised. The Dirac delta function
is substituted by a discrete delta function, (%),
mimicking its properties. One important parameter
of any discrete delta function is its support width w,

indicating that it is not identically null in a region of
characteristic length wh around its centre (interval,
circle or sphere for A = 1,2, 3, respectively).

In this work, four different discrete delta func-
tions are studied: 05, d2002, 92103, da206. The first
function, derived in [9], is the one used by Eldredge
[3]. The other three functions are given in [5].

Regarding the discretisation of immersion and re-
striction operations, the integrals are approximated

. 02 . o
with second-order accuracy (~). The discretisation
of immersion operation appears in equation 13.

F(O)5(x(x) 2 3" F(¢r)o(x — X (k) dsi (13)

k=1
Regarding the restriction, equation 14 arises.

N

> g(xi)d(xi — X()n* (14)

i=1

9(x)87 (x(x)) ¥

Finally, all the derivatives arising from the Lapla-
cian, gradient and divergence operators are discre-
tised with second-order schemes.

3. 1D Improvement Strategies

As an alternative to equation 7 set by Eldredge
[3] to close the system, two strategies are followed in
the one-dimensional (1D) problem: expressing the
normal derivative jump, or implementing an equa-
tion with interpolation to the interface without us-
ing discrete delta functions. Finally, three smearing
correction procedures are derived, to recover inter-
face sharpness in the end of the simulation. The 1D
problem to be solved is illustrated in figure 1. The
parameters L = 2 and z,, = 0.5 = —x,, were set.
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Figure 1: Illustration of the 1D problem.

3.1. Equation for the Normal Derivative Jump

In 1D, the normal derivative jump, o, is given by
equation 15, with superscripts {/r standing for left
and right, holding for solid points zs,, and zsp,.

_9% l

T Oz

T 87(;3

- (15)
sp ox

0= (v¢:p - v¢3_p) n

sp

The first version of this strategy considers a first-
order unilateral scheme to compute the derivatives.
As already referred, the use of discrete delta func-
tions with non-smooth fields leads to an interface
smearing phenomenon, that occurs in the region
over which the discrete delta function directly acts,



given by |x—xp| < wh. The union of all the regions
affected by smearing is defined as the transition re-
gion, T. The superfluous region is here defined as
its complementary set, that is S = Q \ T. Since
the transition points are not representative of the
desired slope tendencies coming towards the solid
points (due to smearing), one should only choose
superfluous points to be used in the expressions.
Consider ¢, as the grid point immediately before
the interface that is out of the transition region.
Similarly, consider ¢, as the grid point immediately
after the interface that is out of the transition re-
gion. Using them together with the solid point an-
alytical subfield values, the expression using first-
order unilateral schemes is provided in equation 16.

T T
J:¢a sp _ ¥sp ¢b (16)

LTg — Tsp Tsp — T

Hiding the terms multiplying field values in coef-
ficients ¢ € R and noting that the subfield values at
the solid points are known, equation 17 arises.

Ca(lga + qugb + (_1)0 = _(Cgp gp + Clsp ip) (17)

Another version for this strategy was derived us-
ing two superfluous points from each subdomain:
b, Dby Do, Daa. Note that ¢y, stands for the grid
point immediately before ¢,, whereas ¢q, stands
for the grid point immediately after ¢,. Performing
polynomial expansions for each side of the interface
and computing the polynomial coefficients of those
expansions by substituting ¢u, ¢p, Q_Sép in the left
expansion and ¢q, Gaa, 7§p in the right expansion,
one is able to reach an equation for o looking like
equation 18, wherein terms multiplying field values
were again hidden in general ¢ € R coefficients.

CaQ_Sa + de_)b + caa(yz—saa + Cbba_sbb+

+ (_1)0 = _(C;p gp + Clsp lsp) (18)

Summarising, equation 17 presents the first ver-
sion to compute the normal derivative jump using
one superfluous points from each side of the inter-
face, whereas equation 18 presents the second ver-
sion using two superfluous points from each side.

3.2. Equation Imposing the Interface Value

In this strategy, an equation imposing the field
value at the interface is considered, relying on poly-
nomial interpolations. The subfield value at each
interface side is computed via a linear combination
of superfluous points from the same subdomain. So,
one is pursuing equations like 19, where a general
set of coefficients v € R represents the linear com-

binations performed for each interface side.

1], - -
3 (Y06 + Yooy + -+ )+

+ (’Va(lga + ’Vaa(lgaa + - ):| = %( lsp + qb;p) (19)

The computation of the linear combination co-
efficients v € R is performed via polynomial ex-
pansions, like the one already described. So, their
derivation is omitted. The usual ¢ notation is re-
covered taking ¢, = v4/2, ¢y = 75/2, and so on.

In a first version, two superfluous points are used
from each side of the interface, as in equation 20.

- - - - 1
Cb¢b + Cbb(rbbb + Cagba + caa(ybaa = 5( ip + d)Zp) (20)

In a second version, one considers three superflu-
ous points from each side, as in equation 21.

bbb + Cop Db + CobbPobb + Cadat

+ CaaPaa t CaaaPaaa = %( ip + (rb”;p) (21)
3.3. Smearing Correction

In the end of the numerical simulation, a correc-
tive procedure is implemented, in order to recover
interface sharpness. Moreover, this procedures will
propagate superfluous error decays to the transition
region and, consequently, to the entire domain. To
perform the correction, transition values are dis-
carded and new ones are computed. The first cor-
rective procedure (C1S) uses the solid point and the
closest superfluous point. To correct the ¢g—th tran-

sition value, placed at x4, equation 22 is applied.

(=) + (2224,
(M)¢a _|_ ( Tag—Tq ) Zp = xq > xsp

Ta—Tsp Ta—Tsp

(oL, + 7,

=Ty < Tgp

¢Z€w —
& Tg = Tsp
(22)
The second corrective procedure (C2) uses two
superfluous points, corresponding to a simple linear
extrapolation. Considering that one is correcting
the ¢-th point inside a transition region covering a
total of K points, expression 23 is applied.

gt = (q+ 1)y — qdpy = xq < Tgp
gpe” = [(K —q+1)+1]¢a —

—~(K =g+ Doaa < 24>
3 (6 + Py T)

é;lew —

E Ty = Tep
(23)

In the third corrective procedure (C2S), two su-
perfluous points from each side are used, together
with the solid point. As such, a corrective polyno-
mial is written for each side, as in equation 24. The



computation of the coefficients relies on ¢q, ¢aa, _;p
for the right side and on ¢y, @b, ¢l for the left.

(24)

¢! (x) = Cf + Cla + Cha®
¢’ (z) = C§ + Cla + Cia?

The corrected value is computed by substituting
its coordinates in the polynomial, as in equation 25.

d)l(xq) = xqg < Tsp
Pi =S ¢"(zq) & Xy > Ty
%(¢l(xq)+¢T(mq)) =Xy =Tsp

(25)

4. 1D Results

Before proceeding with 2D generalisations, the
1D improvement strategies were tested, in order to
assess if the formulations lead indeed to second-
order accuracy and which one is the best. The func-
tion used to compare the strategies is ¢~ (z) = e*
and ¢T(z) = 0, presenting discontinuous value and
first derivative across the interface. The 1D cor-
rective procedures are also compared. As long as
no correction is used, the transition error does not
decay. So, this region is omitted from most tables.

4.1. Original Formulation

The 1D global and superfluous decays for the
original formulation in FD are given in table 1 and
the equivalent ones for FV are provided in table 2.
As the field is non-smooth across the interface, the
smearing phenomenon causes the global mean error
to be first-order accurate, the global L? norm to
decay with half order and the global maximum er-
ror to not decay (N.D.). All superfluous decays are
first-order accurate. Moreover, there is no signifi-
cant difference between versions IL-FD and IL-FV.

Table 1: Global and superfluous decays, 1D IL-FD.

corresponding results for two superfluous points, o-
eq (2), appear in table 4. Given that the function
is non-smooth across the interface, the global mean
error decays with first order, the global L? norm de-
cays with half order and the global maximum error
does not decay, as well as any transition quantity.
However, in the superfluous region, o equations lead
to a second-order decay of all error quantities.

Table 3: Global and superfluous decays for o-eq (1).

ool e ey emae | £ el €S
03 1.0003 0.5003 N.D. | 1.9964 1.9964 1.9892
02002 | 1.0012 0.5000 N.D. | 1.9979 1.9981 1.9937
02103 | 1.0031 0.5004 N.D. | 1.9972 1.9973 1.9929
04206 | 1.0059 0.5002 N.D. | 1.9951 1.9952 1.9945

Table 4: Global and superfluous decays for o-eq (2).

T R L

03 1.0003 0.5003 N.D. | 1.9938 1.9937 2.0092
02002 | 1.0001 0.5000 N.D. | 1.9967 1.9969 2.0053
02103 | 1.0004 0.5004 N.D. | 1.9948 1.9949 2.0106
04206 | 1.0000 0.5002 N.D. | 2.2334 2.1124 2.0915

o | & el emae | B el el
03 0.9933 0.4988 N.D. | 0.9900  0.9909 0.9925
02002 | 0.9963 0.4984 N.D. | 0.9945 0.9953 0.9961
Saigs | 0:9941 04990 N.D. | 0.9934 09941  0.9930
Sizos | 0:9919 04988 N.D. | 0.9808 09846  0.9861

Table 2: Global and superfluous decays, 1D IL-FV.

6h ‘ € H8H2 Emaz ESup Hfugw 65113;
03 0.9974 0.4998 N.D. | 0.9952  0.9956 0.9957
02002 | 0.9990 0.4997 N.D. | 0.9976 0.9979 0.9976
02103 | 0.9978 0.4999 N.D. | 0.9968 0.9971  0.9958
0a206 | 0.9967 0.4999 N.D. | 0.9919 0.9926  0.9929

4.2. Equation for the Normal Derivative Jump

Notice that, although version o-eq (1) uses uni-
lateral first-order derivatives, second order was
achieved in the superfluous region. As stated by
Leveque and Li [4], a first-order error in a set of
lower dimension is not able to revert a second-order
decay occurring around it. The interface is indeed
a set of lower dimension and the derivative expres-
sions only invoke grid points that are superfluous.

4.3. Equation Imposing the Interface Value

The global and superfluous decays achieved using
the equation imposing the field value at the inter-
face with two superfluous point, ¢-eq (2), are pre-
sented in table 5. The corresponding results when
using three superfluous points, ¢-eq (3), appear in
table 6. Qualitatively, the results using ¢ equations
are similar to the ones achieved with o equations.

Table 5: Global and superfluous decays for ¢-eq (2).

o | e lelly emas | S el S
03 1.0042 0.5002 N.D. | 1.9961 1.9964 1.9944
02002 | 1.0019 0.5000 N.D. | 1.9981 1.9979 1.9967
d2103 | 1.0041 0.5003 N.D. | 1.9968 1.9964 1.9944
04206 | 1.0071 0.5001 N.D. | 1.9944 1.9940 1.9919

Table 6: Global and superfluous decays for ¢-eq (3).

The global and superfluous decays achieved using
the normal derivative jump equation with one su-
perfluous point, o-eq (1), are shown in table 3. The

o | ey Gmar | S el eSw
03 1.0003 0.5003 N.D. | 2.0052 2.0098 2.0444
02002 | 1.0001 0.5000 N.D. | 2.0036 2.0063 2.0287
2103 | 1.0004 0.5004 N.D. | 2.0046 2.0082 2.0385
04206 | 1.0000 0.5002 N.D. | 2.6421 2.6208 2.6091




4.4. Comparison between 1D Methods

Given the second-order decay of all superflu-
ous error quantities, strategies o-eq(1), o-eq(2), ¢-
eq(2), ¢-eq(3) are better than the original formula-
tion (IL-FD and IL-FV), that only achieves first or-
der. To determine the best 1D strategy, one should
compare the superfluous errors of all strategies for
each delta function. Figure 2 exemplifies with the
mean superfluous error using 4206, being o-eq(2)
the strategy with lowest values. Indeed, o-eq(2)
presents the lowest mean value and L? norm of
the superfluous error for all the other discrete delta
functions too. In the maximum superfluous error,
for some discrete delta functions, ¢-eq(3) is slightly
better in the finest grids. However, overall for these
grids, o-eq(2) is elected as the best 1D strategy.
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Figure 2: Superfluous mean error decays, for d4206.

As already evidenced in tables 4 and 6, figure 2
proves that, for these grids, the results with d4206
are still adapting towards a second-order decay,
having not yet reached the asymptotic behaviour.

4.5. Smearing Correction

In order to recover interface sharpness and prop-
agate the superfluous decays to the transition re-
gion, correction strategies are applied to the numer-
ical solutions coming from the system of equations.
Since only transition values are corrected, transition
and global decays are the only ones that change.

The corrected results for the best strategy o-eq(2)
are presented in tables 7, 8, 9, when applying proce-
dures C1S, C2, C28S, respectively. The higher than
second-order anomalies in d4906 are due to the fact
that the superfluous field is not yet fully stabilised.

Table 7: Decays for o-eq (2) with correction C18.

b | & lele emew | ET el el
03 2.0120 2.0639 1.9963 | 1.9986  1.9975  1.9963
d2002 | 2.0007 2.0066 1.9983 | 1.9993  1.9989  1.9983
02103 | 2.0109 2.0513 1.9963 | 1.9987  1.9974  1.9963
da206 | 2.6650 2.4952 1.9960 | 2.0001  1.9965  1.9960

Table 8: Decays for o-eq (2) with correction C2.

o | & el emaa | ETens felfTeme eliane
03 2.0794 23695 1.9972 | 1.9990 1.9979 1.9972
02002 | 2.0410 2.2648 1.9983 | 1.9994  1.9987  1.9983
d2103 | 2.0693 2.3421 1.9972 | 1.9989 1.9979 1.9972
Oa206 | 2.8649 24970 1.9961 | 1.9996  1.9971 1.9961

Table 9: Decays for o-eq (2) with correction C2S.
€

S| e lelly  Emaa | ETT fllly hrans
5§ 1.9917 1.9923 2.0092 | 2.0000 2.0025 2.0113
o002 | 1.9952  1.9969 2.0053 | 2.0008 2.0038 2.0070
do103 | 2.0693 2.3421 1.9972 | 1.9989 1.9979 1.9972
4206 | 2.2320 2.1118 2.0915 | 2.9865 2.9867 2.9854

Although all procedures lead to global second-
order, one must analyse the values assumed by the
global error quantities. Figure 3 presents the com-
parison between all corrections using 4206, €xem-
plifying with the mean and maximum error (the
conclusions arising from the L? norm are similar).
Code CO0 stands for no correction being used.
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Figure 3: Global mean and maximum error decays us-

ing o-eq(2) with different corrections, for d4206.

The corrective procedure leading to the lowest
errors is C2S. Therefore, summarising all the one-
dimensional conclusions, the best strategy consists
of using additional equation c-eq(2) and the best
final corrective procedure to implement is C2S.

5. 2D Improvement Strategies

Given the 1D results, the equation expressing the
normal derivative jump revealed advantage when
compared to the one imposing the interface value.
So, in 2D, several approaches to express o are de-
rived. Figure 4 presents a general 2D problem.

5.1. Direct Method

One way to compute o consists of performing a
local polynomial expansion around each solid point
for each side of the interface, whose expressions are
then used to compute each normal derivative. In
the Direct Method (DM), the number of polynomial
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Figure 4: Tllustration of a two-dimensional problem.

coeflicients is equal to the number of points used to
compute them. Given the misalignment between
the interface and the Cartesian grid, one works in
local coordinates (n,£) expressed by equation 26,
as in [4]. The solid point has coordinates (zsp, Ysp)
and 0 is measured as represented in figure 4.

{§ = (z — 2sp) cos (0) + (y — ysp) sin (0)

n=—(z—xsp)sin(0) + (y — ysp) cos (0) (26)

The polynomial expansions with ne terms have
the form given in 27, with m,, m¢ € N as the expo-
nents in the last term to which n and ¢ are raised.

¢=(n,8) =C§ + CFn+ CFE+ Ciné +

+ O + .+ G n™E™(27)

To formally ensure second-order accuracy in the
computation of tangential and normal derivatives,
one should keep nine terms and compute the coef-
ficients via a block of 3 x 3 points. However, since
the computation of the normal derivative with first
order did not prevent second-order 1D results, a
version with six terms computed via 3 x 2 blocks is
also tested. The selection of the points used to com-
pute the coeflicients is exemplified in figure 5. The
first normal level is assumed to be composed of the
solid point under study and its previous and next
neighbours. The second normal level is composed of
points that present a distance from the interface dr
such that §h < dr < (§ + 1)h. The points in the
third normal level obey (3 + 1)k < dr < (§ + 2)h.
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Figure 5: Example of a 3 x 3 block of points.
Notice that, given the misalignment between

the superfluous grid points and the interface solid
points, the use of perfect blocks is not possible.

5.2. Least Squares Method

The second way of obtaining o consisted of per-
forming a polynomial expansion as in equation 27,
but computing the coefficients via a Least Squares
(LS) method, that is, using a sample of points such
that ny > ne. This overdetermined problem is
solved following the work of Diogo [2]. According to
his work, to compute first derivatives with second-
order accuracy, one formally needs six terms (1, 7,
£, m€, n?, €2). Though, one will also test the method
with the first-order set, with three terms (1, 7, £).

Gathering the polynomial coefficients in a vec-
tor ¢ and expressing each sample value ¢4, in the
polynomial, one has Dc = ¢gq, with D relying on
the local coordinates of each sample point. The LS
method may be formulated with a diagonal weight
function matrix Wy,g and, following the deductions
in [2], the coefficients are given by ¢ = P1¢s, with
Prbeing the pseudoinverse matrix with expression
P: = (D"WisD) ' (D"Wws). In this work, the
weights were computed according to the work of
Vasconcelos [8], as in equation 28 with k = 2.

1
(v (i —m0)? + (& — &)?)"

Having the polynomial coefficients computed, the
needed derivatives to obtain ¢ may be expressed.

Since the problem is overdetermined, the con-
straints will not be exactly fulfilled, since a com-
promise solution arises. In particular, if the solid
point under study is used as sample point, its value
predicted by the LS polynomial is different from its
known analytical one. Thus, a second variant of the
LS method was implemented, in which one imposes
the solid point value, C’St = (;53:, by working with
relative polynomials ¢T(n, &) — gzb(ﬂf. Everything de-
duced remains valid, but now matrix D has one less
row and column, vector ¢ does not include Ci and
the sample vector ¢, has relative values.

As superfluous sample points, one selects all the
ones included in an elliptical cloud centred in the
solid point, as illustrated in figure 6 for tangential
and normal semiaxes given by s, = 2h and s¢ =
(4 + 3)h, respectively. Depending on the case, one
may use the solid point (imposed or not) alone, or
use its previous and next neighbours too.
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Figure 6: Example of an elliptical cloud.



5.3. 1D-Inspired Method

The last method to be derived aimed to replicate
as faithfully as possible the 1D reasoning, named
as 1D-Inspired Method (1DIM). In this method, o
is expressed in terms of general points along the
normal direction (like if it was a 1D problem) and
then, as those points will not be available on the
grid, one expresses them in terms of neighbouring
grid points. The process is illustrated in figure 7.
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Figure 7: Illustration of the 1D-Inspired Method.

As such, expressing o in terms of the points
along the normal direction is similar to what is per-
formed in 1D (see section 3.1) and expressing those
points in terms of grid neighbouring points is sim-
ply achieved by performing a local Cartesian poly-
nomial expansion centred at each block. One will
test blocks with dimensions 2 x 2, 3 x 3 and 4 x 4.

5.4. Smearing Correction

In the end of the 2D simulation, corrective pro-
cedures are also derived, recovering interface sharp-
ness and propagating superfluous decays to the
transition region. In the first corrective procedure
(C-Poly), alocal polynomial expansion is performed
around the closest solid point to the transition point
under correction. For that, a 3 x 3 block similar
to the one represented in figure 5 for the Direct
Method is used to compute the coefficients. Finally,
the corrected transition value is obtained by substi-
tuting its coordinates in the derived polynomial.

In a second corrective procedure (C-Cart), sim-
ple polynomial extrapolations along each Cartesian
direction are performed, as illustrated in figure 8.
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Figure 8: Illustration of the Cartesian correction.

In this strategy, the closest superfluous points
along = and y are determined. If one of them is
closer than the other, the extrapolation along that

direction is taken. If they are equidistant from the
transition point, both extrapolations are performed
and their average is computed. If a transition point
is above the interface, the average between an inte-
rior and an exterior procedure is taken.

6. 2D Results

In this section, the 2D results are presented. In
that regard, the discontinuous function of discontin-
uous normal derivative to be considered was charac-
terised by ¢~ (x) = e” cos (y) and ¢+ (x) = 0. The
solid body was particularised into a circle of radius
R =0.5 and L = 2. The decays were computed for
grids N = {502%;200?}, with an intermediate one
N = 1002 in the decay graphs to confirm the exis-
tence of a straight tendency (asymptotic decay).

6.1. Original Formulation

The decays concerning the original formulation
implemented in finite differences (IL-FD) and finite
volume (IL-FV) are presented in tables 10 and 11.
The results are similar to the ones observed in the
1D original formulation, with transition errors not
decaying, nor the maximum global error, whereas
the global mean error decays with first order and
the global L? norm presents half-order accuracy.

Table 10: Global and superfluous decay, 2D IL-FD.

o | e lely  emas | 5% el eSun

6; 0.9452 0.4769 N.D. | 0.9128 0.9257  0.9209
o002 | 0.9859 0.4903 N.D. | 0.9925 0.9721 0.3453
do103 | 0.9998 0.4774 N.D. | 1.1460 1.0648 0.2919
d4206 | 0.9905 0.4899 N.D. | 1.0446 1.0173 0.7524

Table 11: Global and superfluous decay, 2D IL-FV.

o | & lelly  emae | S JelST Su
5§ 0.9841 0.5254 N.D. | 0.9345 0.9338 0.8581
o002 | 0.9683 0.5212 N.D. | 0.9350 0.9112 0.1647
o103 | 0.9862 0.5256 N.D. | 0.9592 0.9452 0.3645
d4206 | 0.9844 0.5159 N.D. | 0.9434 0.9317 0.5081

The mean value and L? norm of the superfluous
error present first-order decays for all discrete delta
functions. The result highlighted in blue in table 10
is the one corresponding to the first-order superflu-
ous L? norm decay reported by Eldredge [3]. In 2D,
the maximum superfluous decay suffers a penalisa-
tion compared to the 1D case. Delta functions dogg2
and d2103 are the most affected, followed by d4206,
and 63 is the one with the smallest changes. Except
for d2103, the F'V version leads to further penalties.

6.2. Direct Method

Concerning the DM, the superfluous decays using
the 3x 2 (DM-32) and using 3 x 3 (DM-33) blocks of
points are provided in table 12. Asin 1D, as long as
no corrective procedure is applied, transition error
quantities do not decay. As such, they are omitted.



Table 12: Superfluous decay for DM-32 and DM-33.

Table 14: Superfluous decay of method 1DIM.

e el e,

03 1.8625 1.8154  0.9521

DM-32 02002 | 0.3482  0.4517 N.D.
2103 | 0.6462  0.6484 N.D.

da206 | 1.7519  1.5627  0.7658

03 1.8348 1.6889  0.3650

DM-33 02002 | 0.4156  0.4793 N.D.
2103 | 1.6121  0.9798 N.D.

da206 | 1.1392  0.9834  0.2984

S ey eSu
IDIM-2 1.9407 1.8079 0.4490
1006 | 1.7698  1.2110  0.4791
* 4
IDIM-3 03 1.9861 1.8702 0.5407
4206 1.8072 1.2638 0.5117
IDIM.A 03 2.0107 1.9010 0.5891
4206 1.7982 1.1292 0.4644

6.5. Comparison between 2D Methods

At this point, one should compare the results of

The best results for the DM are achieved for DM-
32 with d5. Now, d2002 and d2103 do not even decay
for the maximum superfluous error. This is not ac-
ceptable, since one is looking for good superfluous
decays. Until now, all the 2D results concerning
02002 and o103 were the worst ones and this ten-
dency occurs for all the upcoming strategies as well.
So, from now on, these functions are dropped.

6.3. Least Squares Method

In LS method, an extensive study was made con-
cerning the several free parameters. Only the best
results are presented. One tested elliptical clouds
with s, = Zh and s¢ = (§ + Z)h, for Z = {3;4;5}.

When using three polynomial terms, the best re-
sult was obtained using weights, imposing the solid
point, using the previous and next solid neighbours
and using an elliptical cloud with Z = 3 . One calls
this strategy LSM-Y. When using six polynomial
terms, the best result arose for not using weights,
not imposing the solid point, using the previous and
next neighbours and having an elliptical cloud with
Z = 5. One calls this strategy LSM-O.

Table 13: Superfluous decays for LSM-Y/O.

the best version of each method among themselves
and with the original formulation, in order to deter-
mine the best overall strategy. In that regard, table
15 gathers the superfluous decays of all the best im-
plementations. Note that all of them concerned 45.

Table 15: Comparison between formulations, with 63.

w3 S,
IL-FD 0.9128 0.9257  0.9209
IL-FV 0.9345 0.9338 0.8581
DM-32 1.8625 1.8154 0.9521
LSM-Y 1.8680 1.8376 1.1217
LSM-O 1.9294 1.8006 0.4564
1DIM-4 | 2.0107 1.9010  0.5891

| &S Jels &S
LSM-Y 63 1.8680 1.8376 1.1217
04206 1.6750 1.5641 0.8708
LSM-O 63 1.9294 1.8006 0.4564
04206 1.6834 1.1833 0.4657

6.4. 1D-Inspired Method

The superfluous decays observed for the 1DIM
considering 2 x 2 (1DIM-2), 3 x 3 (1DIM-3) and
4 x 4 (1DIM-4) blocks are presented in table 14.

The increase in the dimension of the blocks led
overall to an increase of the decays, with the super-
fluous mean value and L? norm reaching second-
order decay values for 1DIM-4 when using §;5. How-
ever, the decay in the superfluous maximum error
was always found to be lower than first-order.

Analysing table 15, one concludes that only two
strategies performed better than the original formu-
lation (in blue): DM-32 and LSM-Y. All the others,
despite the high decays in the mean and L? norm,
present a lower than first-order maximum superflu-
ous error decay, performing worse than the original
formulation. Besides comparing the error decays,
one should also compare their values. This compar-
ison is made in figure 9 for the mean and maximum
superfluous errors (the L? norm graph is qualita-
tively identical to the mean). As IL-FD and IL-FV
present superimposed lines, only IL-F'V appears.

102
107 10'23
S, 4 53
e 10 A E
103!
10° IL-FV —IL-FV
DM-32 DM-32
LSM-Y LSM-Y
LSM-O o LSM-0
1DIM-4 1DIM-4
108 T 10% s r
0.01 0.02 0.03 0.04 0.01 0.02 0.03 0.04

h h
Figure 9: General comparison, using 3.

Figure 9 shows that the original formulation (blue
line for IL-FV and IL-FD) is the one with the high-
est error. For the superfluous mean, the derived



strategy with the highest error is LSM-Y, followed
by DM-32, 1DIM-4 and LSM-O. The order inverts
for the finest grid in the maximum superfluous er-
ror. If one intends to work exclusively in this range
of grids, probably one should use DM-32. Though,
given the higher decays of LSM-Y, for finest grids
it is predicted to surpass DM-32. Overall, given the
higher than first-order decay of the maximum su-
perfluous error, strategy LSM-Y is elected the best.

6.6. Smearing Correction

In order to test the derived 2D corrective proce-
dures, C-Poly and C-Cart were applied to strategy
LSM-Y using 65. After the correction, the global
and transition decays are summarised in table 16.

Table 16: Corrected decays with strategy LSM-Y.

| e lelly  eman | ETT el s
C-Poly | 2.0787 2.0388 0.8219 | 1.7809 1.6942 0.8219
C-Cart | 2.1131 2.0986 1.3739 | 1.7649 1.7248 1.3739

According to figure 9, the maximum superfluous
error is not decaying as a straight line, but rather
oscillates around a straight tendency. So, as ver-
ified in the 1D results (recall tables 7 to 9), the
decays obtained in the corrected transition region,
and consequently in the entire domain, may occur
to be higher than the ones verified in the superflu-
ous region that is not completely stabilised. Fig-
ure 10 compares the global mean and maximum er-
rors originated by both correction procedures. The
global L2 norm behaves like the mean error.
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Figure 10: 2D Corrections with LSM-Y and 4;3.

The error values presented by both corrective
procedures are very close to each other. For ex-
ample, there is a 4% difference concerning the cen-
tral point in the mean error graph. Concerning the
global maximum error, none procedure dominates
all the time and finest grids are needed to check if
they keep oscillating and changing relative position.

7. Conclusions
All derived 1D strategies led to second order in
the superfluous region, later extended to the tran-

10

sition region by the corrective procedures, regard-
less of the discrete delta function. In 2D, only two
strategies were able to be overall better than the
original formulation (DM-32 and LSM-Y) and both
with §3, highlighting its advantageous properties.
The best 2D strategy is able to achieve superfluous
mean and L? norm decays around 1.8 and a super-
fluous maximum error decay around 1.1.
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