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ABSTRACT
The detection and classification of breast lesions in the early stages
of its development may increase patients’ chance of survival as
well as the number of effective treatment options. With the intent
of improving the radiologists’ workflow in their effectiveness and
efficiency, Computer-Aided Diagnosis or Detection systems have
been emerging alongside with Deep Learning. Challenges such
as data insufficiency and lack of local annotations provided by
experts are the main practical issues when applying these systems
in medical imaging. To handle these issues, this work proposes an
autonomous system that takes advantage of deep convolutional
features for image analysis and the Multiple Instance Learning
framework for labeling a set of slices within volumes and/or a set of
patches within slices. The ultimate goal is to achieve classification
based on the whole MRI and based on the slices, where the former
will permit to assess the slices that triggered the classification, and
the latter will make possible the visual explanation of the proposed
diagnosis through the localization of the lesion in the image.
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1 INTRODUCTION
In agreement with the World Health Organization (WHO), by the
end of 2020, Breast Cancer (BC) was consider the world’s most
predominant cancer since there were 7.8 million women alive that
contracted this type of cancer in the past 5 years. Nonetheless,
early detection of BC can significantly improve the outcomes of its
treatment, reducing the mortality related to it [15].

Mammography screening has been confirmed as the most ef-
fective method to produce significant reductions in mortality rate
of BC in women [6]. Nonetheless, Magnetic Resonance Imaging
(MRI) has been providing better results in women with dense breast
tissue [2]. For instance, some studies have shown that MRI is rec-
ommended along with a yearly mammography for some women
with high risk for BC [13, 20] mainly due to his high sensitivity
[19]. However, a larger sensitivity could also reveal things that turn
out not to be cancer (false positive findings), leading to unneces-
sary biopsies which not only cause patient anxiety and morbidity,
but also increase the money spent on health-care. Therefore, to
avoid this situation, improvements in screening and discovering
other ways to complement the reviews of the radiologists are truly
important.

One way to meet this challenge is through Computer-Aided De-
tection or Diagnosis (CAD) systems since, nowadays, they have

been considered as a second clinical opinion, improving the ra-
diologist performance when used in the right way, not to decide
but to counsel[9, 10]. At the same time, some studies have shown
that CAD systems increase the risk of false positives [7], and this
is why they cannot and should not replace a complete evaluation
by the radiologist. The problem is, since it is standard for MRI
screening to take several volumes for each patient, the accumula-
tion of radiologists’ scans increases and so does the complexity of
their interpretation. Consequently, this can lead to a decrease of
performance due to their exhaustion/fatigue.

Recent enhancements in Deep Learning (DL) methodologies
have demonstrated revolutionary changes in radiology, making
artificial intelligence and human-computer interaction advance
with big strides, especially with the usage of Convolution Neural
Networks (CNNs) [3, 11, 21]. Moreover, researchers found that the
combination of expert radiologists and CAD systems outperform
both individual performance [22]. However, despite the growth in
DL, these models are dependent on massive sets of hand-labeled
training data. These hand-labeled training sets are expensive and
time-consuming to create, especially when domain expertise is
required. However, deep architectures with a weak label approach
can move past the constraint of data unavailability [23]. That said, it
is of great importance to achieve performant CAD models through
weak label classification as it could have a positive impact on future
employments in medical facilities and DL research.

This work will be focusing in CAD systems applied to the MRI
screening modality, aiming to differentiate malignant from not
malignant lesions in BC. By means of a weakly supervised learning
approach, it will be possible to obtain Volume-wise classification,
extract the slices in which the lesion was found and, finally, detect
the lesions within the slices chosen.

2 OBJECTIVES
The purpose of this work is the development of an autonomous
system capable of providing the diagnosis, the approximate slices
containing the malignant lesion and, within each slice selected, the
region of the breast where the malignancy is found. This system
was designed taking into account the large number of slices within
an MRI volume and how consuming their examination can be for
the radiologists.

To accomplish the defined aim of this research, the following
objectives are established:

(1) Implement a model that predicts whether an MRI scan is
malignant or not; Additionally, the model should output the
MRI slices where the lesion is most noticeable.

(2) Implement a model that, given an MRI slice, classifies and
localizes the lesion within that slice.



The classification task and the regions of the image that would
justify this classification are going to be achieved through a Multi-
ple Instance Learning (MIL) architecture. The output will be distin-
guished between two classes: malignant or not malignant.

3 MULTIPLE INSTANCE LEARNING
MIL is proposed as a weakly supervised learning strategy that
deals with collections of instances arranged in sets, called bags,
where there’s only a label assigned for the entire bag instead of
individuals labels for each instance. In computer vision problems,
these bags are usually treated as images and the instances as patches.
The MIL assumption corresponds to the typical binary problem
in which a bag is positive if at least one instance in that bag is
positive, and the bag is negative if all the instances are negative.
Let 𝑌 be the single binary label of a bag 𝑋 , defined as a set of
instances, 𝑋 = (𝑥1, 𝑥2, ..., 𝑥𝑁 ), where 𝑁 is not necessarily equal
among different bags. Each instance 𝑥𝑛 corresponds to a label 𝑦𝑛 ,
that remains unknown during the training phase. Finally, the label
of the bag 𝑌 can be summarized as follow:

𝑌 =

{
1 , if ∃𝑦𝑛 : 𝑦𝑛 = 1,
0 , otherwise.

(1)

Or even in a more compact way:

𝑌 = max
𝑛

{𝑦𝑛}. (2)

4 STATE OF THE ART
Early detection of BC can significantly improve the outcomes of its
treatment, reducing the mortality related to it [15]. Since different
imaging modalities provide complementary information regarding
lesions, it is important that the workflow for radiologists involves
the analysis of these modalities, such as mammography, Ultrasound
(US) and MRI. Although the combination of these modalities may
increase the accuracy of the diagnostic, this can overwhelm ra-
diologists. Therefore, several CAD systems using different breast
imaging techniques have been developed for the detection and di-
agnosis of breast masses. However, CAD systems for BC related
to MRI are still limited. In general, the existing approaches usually
address the problem by a three-stage system: (i) identification of
possible malignant Region of Interest (ROI) by a candidate gen-
erator, (ii) computation of descriptive features for each candidate,
and (iii) labeling of each candidate (e.g., as benign or malignant)
by a classifier. The main problem of these systems is, before the
classification procedure, they either rely on manually malignant
regions annotated by experienced radiologists [1, 8, 14] or they
build an algorithm just for the ROI detection and selection [16].
Thus, if only global labels were attributed for the whole image, they
could not indicate which parts of images induced the automatic di-
agnosis neither highlight abnormal regions in the image whenever
an abnormal examination instance is detected.

In order to identify regions of the image that justify the ground
truth label, MIL was proposed and approaches around it have been
explored to extract features from patches obtained from the entire
image without the need of lesion segmentation. MIL has been used
in BC, specially in mammography images, although a few studies
have already explored their potential in Ultrasound [5]. Due to the

emergence of deep features, some studies have been combining
MIL with deep neural networks. For instance, W. Zhu et al. [24]
used a pooling function that involved ranking instances with the
goal of performing end-to-end mass classification for the whole
mammogram. In their approach, since each spatial location is a
single instance associated with a score that is correlated with the
existence of a malignant finding, they do not need an automated
lesion detection stage, even though they can detect lesions as a side
effect of their approach. Conversely, Sarath et al. [18] proposed a
two-stage MIL framework where a localization network (CNN) is
trained in the first stage to extract local candidate patches in the
mammograms and, in the second stage, a MIL strategy is employed
to obtain a global image-level feature representation from the ex-
tracted image patches to classify the mammograms as benign or
malignant. Note that the purpose of the localization network in
the first stage is not to get an accurate semantic segmentation but
to obtain an approximate localization of the masses in terms of
bounding boxes so that the second stage does not have to deal with
irrelevant patches from the entire image.

Despite the advantages above-mentioned related to MIL-based
CNNs, these approaches have limitations since they (1) rely on a
fixed amount of patches (instances) to assign a classification to
the whole image and (2) they do not explore the potentiality of
overlapped patches. With that being said, and given the scarcity
of MIL studies applied to the MRI modality in breast cancer, this
work will aim to counter the shortcomings mentioned by adaptively
learning the number of instances needed to classify the whole MRI
and by performing classification at two levels: volume-level and
slice-level. This first part is specially important in order to avoid
misclassification of some instances.

5 PROPOSAL APPROACH
This work proposes and combines MIL with Deep Learning in
order to achieve classification, slice-selection and patch-selection.
To accomplish such a system, two different models have to be
considered: while the first one will classify the MRI volume as a
whole and extract the slices that triggered the classification, the
second one will be fed with those slices and perform classification
in each slice and extract the patches that triggered the classification.
Therefore, the first model will be called from now on Volume-wise
model, and the second one Slice-wise model. Nonetheless, both
models share similarities: (1) the reliance on the MIL approach and
(2) the way of extracting deep features from the images. Figure 1
illustrates the overview scheme of the system.

Figure 1: Deep MIL system overview
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Figure 2: Volume-wise model overview

5.1 Volume-wise classification
As referred before, the Volume-wise model performs classification
and slice-selection in MRI volumes. In other words, this model
diagnoses MRI volumes and selects the slices that contributed the
most for that diagnosis. For that purpose, this model is based on
the assumption that a lesion in an MRI volume typically remains
(approximately) in the same spatial localization during a few con-
tinuous slices. Consequently, exploring and comparing different
manners of selecting those slices will be the main focus of this
model.

In terms of the MIL parameters, this model defines the whole
MRI volume as the bag and the slices within that volume as the
instances. Following the overview scheme present in Figure 2, the
first step is to extract the most relevant features from the slices
in the volumes. For a given volume 𝐵 containing a set of slices
(𝐼1, 𝐼2, ..., 𝐼𝑚), where𝑚 is the number of slices inside that volume,
through the usage of a CNN, it is possible to acquire features for
all those slices. Thus, after multiple convolutional layers and max
pooling layers, a feature map 𝑓𝑖 that represents deep CNN features
can be obtained for each 𝐼𝑖 . Then, since the goal of this work is
to predict whether or not a slice contains a malignant mass, this
is a typical standard binary classification problem. Therefore, a
logistic regression can be used for classification with the weights
shared across all values of 𝑓 with a sigmoid activation function,
whose output represents the probability of a slice being malignant.
Formally, the malignant probability of a slice 𝐼𝑖 can be given by:

𝑟𝑖 = 𝜎 (𝑤⊤ 𝑓𝑖 + 𝑏) (3)

where 𝑤 corresponds to the weights in the logistic regression
and 𝑏 is the bias. From the combination of all 𝑟𝑖 , a general r can be
defined as a one-dimensional vector, r = (𝑟1, 𝑟2, ..., 𝑟𝑚), correspond-
ing to all slices in a volume 𝐵.

Once the malignant probabilities are obtained, three different
MIL approaches to combine multiple instances (slices, in this case)
can be explored: (1) the Max pooling-based MIL that only takes the
largest element from the ranking layer; (2) the Top-𝑘 pooling-based
MIL, which consists on grabbing the first 𝑘 largest probabilities; and
(3) the Adaptive Top-𝑘 Pooling-based MIL that adaptively selects
the optimal number of slices for classification.

• Max Pooling-based MIL: Considering the general MIL as-
sumption defined in Section 3, if each image (a slice or a

patch, depending on the model) 𝐼𝑖 of 𝐵 is treated as an in-
stance, the whole image classification problem can be seen
as a standard multiple instance task. Hence, positive bags
are expected to have, at least, one 𝑟𝑖 close to 1 and negative
bags with all values of r close to 0. Consequently, the malig-
nant probability of a bag 𝐵, can be translated by taking the
maximum over the r vector

𝑝 (𝑦 = 1|𝐼 , \ ) = max{𝑟1, 𝑟2, ..., 𝑟𝑚} (4)

where\ represents the parameters of the CNN. The downside
of this approach is that it only relies on a single instance to
classify a bag, which is not optimal for a model that operates
at a volume-level since, certainly, exists more than one image
within a volume containing a lesion.

• Top-K Pooling-based MIL: In this case, after ranking the
malignant probabilities r = (𝑟1, 𝑟2, ..., 𝑟𝑚) for all the instances
in the bag, a sort operation can be applied in descending or-
der

{𝑟 ′1, 𝑟
′
2, ..., 𝑟

′
𝑚} = 𝑠𝑜𝑟𝑡 ({𝑟1, 𝑟2, ..., 𝑟𝑚}) (5)

where {𝑟 ′1, 𝑟
′
2, ..., 𝑟

′
𝑚} corresponds to the descending ranked r.

This approach is particularly good for exploiting information
from other instances, instead of only considering the instance
with the highest malignant probability, 𝑟 ′1. In fact, if the
first 𝑘 instances with the largest malignant probabilities
are considered, the general MIL assumption is no longer
adopted, since now the assumption is that each element of
{𝑟 ′1, 𝑟

′
2, ..., 𝑟

′
𝑘
} should be consistent with the label of the bag,

while the remaining instances should be labelled as negative.
The final malignant probability of the whole bag can be
translated as

𝑝 (𝑦 = 1|𝐼 , \ ) =
𝑟 ′1 + 𝑟

′
2 + ... + 𝑟 ′

𝑘

𝑘
(6)

where \ represents the parameters of the CNN and 𝑘 > 1.
The disadvantage of this method is that a general hyper-
parameter 𝑘 is hard to estimate since it can vary from case
to case. In the experiments made the 𝑘 was chosen in an
arbitrary manner, which is not optimal. Thus, an adaptive
way to estimate the hyper-parameter k is preferred.

• Adaptive Top-K Pooling-based MIL: From a medical per-
spective, every lesion in anMRI volume typically comprises a
few continuous slices. That said, this approach was designed
only taking into account the Volume-wise model as it en-
forces choosing continuous instances inside a bag. Thus, after
ranking the malignant probabilities r = (𝑟1, 𝑟2, ..., 𝑟𝑚) and
normalize them so that the sum of all the values were equal
to one, a suitable approach to estimate the hyper-parameter
𝑘 would be to fit a Gaussian distribution to its probability
curve. This way, the expected value from the Gaussian distri-
bution, `, would give an idea of the lesion’s center position
inside the volume, and the standard deviation, 𝜎 , the rough
amount of slices that the lesion occupies in the volume. For-
mally, we assume that the position of the lesion, 𝑋 , is a
random variable with Gaussian distribution, 𝑋 ∼ N(`, 𝜎2),
in which the probability density function, 𝑝 (𝑦𝑛 = 1|𝐼𝑛, \ ),
represents the probability of a slice, in position 𝑥𝑛 , being in
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Figure 3: Example of a Gaussian distribution estimation be-
fore and after the Mean Shift application

conformity with the lesion. The mean (expected value) and
the standard deviation are given by

` = 𝐸 [𝑋 ] =
𝑁∑︁
𝑛=0

𝑥𝑛𝑝 (𝑦𝑛 = 1|𝐼𝑛, \ ) (7)

𝜎 =

√︃
𝐸 [(𝑋 − `)2] =

√√√
𝑁∑︁
𝑛=0

(𝑥𝑛 − `)2𝑝 (𝑦𝑛 = 1|𝐼𝑛, \ ) (8)

where 𝑁 is the last slice present in a volume. The final malig-
nant probability of the bag is given by Equation 6. In theory,
this parameters estimation would result in a Gaussian distri-
bution perfectly fitted to the curve probability. However, in
practice, this is not so simple as the probabilities far from the
peak are not close to zero as they should be (left graph from
Figure 3). This leads to the conclusion that the mean and
standard deviation estimations are not noise robust. There-
fore, in order to address this problem, a variation of the
Mean Shift [4] algorithm is going to be implemented. This
technique is particularly good since assigns a lower weight
to data samples (𝑥 - slice, 𝑦 - probability) far from the peak,
enforcing the Gaussian estimation to shift towards the mean
in an iterative way. Moreover, as illustrated in Figure 3, with
this algorithm, it is possible to ensure that the standard de-
viation of the Gaussian is being shrunk (or the opposite) in
each step by establishing acceptable limits to its value. These
’acceptable limits’ represent the minimum and maximum
number of slices in which a lesion can be found.
The mean and standard deviation updates are given by

` = 𝐸 [𝑋 ] =
𝑁∑︁
𝑛=0

𝑥𝑛𝑝 (𝑦𝑛 = 1|𝐼𝑛, \ )𝑤𝑛 (9)

𝜎 =

√√√
𝑁∑︁
𝑛=0

(𝑥𝑛 − `)2𝑝 (𝑦𝑛 = 1|𝐼𝑛, \ )𝑤𝑛 (10)

where 𝑤 is the probability of each slice according to the
previous Gaussian distribution estimation. Once the Mean
shift algorithm finishes its estimation of the new mean and
standard deviation, the amount of slices that contains the
lesion can be calculated.

By observing the graphs in figure 2, it is very clear that the
Max and Top-k Pooling-based approaches select slices without
concerning whether they are continuous, unlike the Adaptive Top-
k Pooling-based approach. Nonetheless, based on those slices, a
binary classifier can be achieved by choosing a threshold of 0.5 and

Figure 4: Slice-wise model overview

classifying inputs with probability greater than 0.5 as malignant
and smaller as not malignant. Given that we are dealing with a
binary classification problem, the loss function used for training
the model will be the binary cross-entropy:

L = − 1
𝑁

𝑁∑︁
𝑛=1

𝑦𝑛 log(𝑝 (𝑦𝑛 |𝐼𝑛, \ )) + (1 − 𝑦𝑛) log(1 − 𝑝 (𝑦𝑛 |𝐼𝑛, \ ))

(11)

where 𝑁 is the total number of MRI volumes, 𝑦𝑛 ∈ {0, 1} is the
ground truth label and 𝑝 (𝑦𝑛 |𝐼𝑛, \ ) is the predicted probability of
the slice be malignant (𝑦𝑛 = 1) or not malignant (𝑦𝑛 = 0).

5.2 Slice-wise classification
The purpose of the Slice-wise model is to detect the lesions within
the slices chosen by the Volume-wise model. For that to happen,
and based on Figure 4, the first step is to obtain patches from each
of the input slices. Only then, the process of getting features from
all the patches begins. This process is exactly the same one as
in the Volume-wise model. In fact, for both models, the "Feature
Extraction Block" is identical, but in this case patches from the slices
are used as input instead of slices from the volumes. Thus, once the
probabilities of the patches are obtained through logistic regression,
it is possible to classify the slice itself by using the Max Pooling-
based approach, with the patches corresponding to the instances.
Note that this model just needs to rely on the Max Pooling-based
strategy because the lesion could be too small and only visible
on a single patch. Therefore, this model follows the general MIL
assumption that, if a slice has a lesion, at least, one patch contains it.
Additionally, since each patch has a probability of being malignant,
a heat map can be computed based on those probabilities with the
same size as the input slices. The implementation of the heat map
will be further explained in the next section. In order to train this
model, similar to the Volume-wise model, the binary cross-entropy
function (Equation 11) will be used.

6 IMPLEMENTATION
6.1 Experimental Setup
6.1.1 Dataset. This work proposes a new private dataset for train-
ing its models. This private dataset contains a compilation of several
MRI scans with a Breast Imaging - Reporting and Data System (BI-
RADS) classification for each one of them. Other expert annotations
are unavailable for this dataset. Although each MRI scan comprises
different sequences, for this work, only the one that gives a clearer
view of the lesions was selected, which corresponds to the Dynamic
Contrast Enhanced Subtraction (DCE sub) sequence. It is proven
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that this technique is accurate for detection of subtle lesions, since
it can remove high-intensity signal from background fat, ending
up improving lesion conspicuity and definition [12].

One of the main characteristics of this dataset is a strong class
imbalance, with the majority of the MRI scans being classified as
BI-RADS 1 and 5. This occurs since only the exams with strong sus-
picion of malignancy (observed in the mammography) are pursued
for MRI. That said, the focus of this work was to solve the Normal
vs Malignant problem, which corresponds to {1} vs {4, 5} in terms
of BI-RADS.

The dataset used contained 164 MRI scans. In order to train and
validate the model, 134 MRI scans (71 malignants and 63 normals)
were collected from that dataset. The technique used to split the
data was the random sampling, which divided the data into training
and validation sets in an 80%-20% ratio, respectively. Afterwards,
the remaining data (30 MRI scans) was used as a test set to evaluate
the performance of the models in their final version.

6.1.2 Dataset Pre-Processing. Pre-processing procedures were
part of this work in the hope that the model could extract the most
relevant features, leading to a better performance in classification.
The pre-processing made involved image normalization, cropping
the image, resizing it and apply a grayscale contrast enhancement.
A common task when preparing datasets for training DL models
is to normalize and standardize the data, which means that all the
samples should be centered and scaled according to the mean and to
the standard deviation of the dataset. Then, in order to remove the
chest area, all MRI volumes were cropped in terms of height so that
the model could only focus on the area of interest (i.e. the breast).
However, since every patient has different physical characteristics,
removing the chest zone resulted on having image volumes with
different sizes in terms of height. Therefore, all volumes were re-
sized to the same dimensions. The size of the volumes ended up
with 192 × 128 pixels.

Once the image volumes were cropped and resized, enhancement
on each image’s contrast was employed through Contrast Limited
Adaptive Histogram Equalization (CLAHE) [25]. This technique
partitions the images into contextual regions, called titles, and then
applies the histogram equalization to each one of them. This way,
the distribution of used gray values becomes more balanced and
thus hidden features of the image are more visible.

Once the pre-processing at image-level was made, the first fifteen
and last ten slices were removed from the volumes since those were
volumes where the breasts were composing and fading, respectively.
Even with this reduction, each volume ended up with its slices still
ranging from 106 to 170.

6.2 Architecture
For the overall performance of a system, the computational and
power efficiency of the CNN architecture is something to take into
account. For this reason, the MobileNetV2 [17] was chosen as the
target state-of-the-art CNN for this work. The MobileNetV2, when
compared with other CNNs, is an architecture that has a relatively
small model size and very low memory requirements, which is
essential for this work as it operates on volume-level instead of
image-level.

Hyper-parameter Spefication

Optimizer Adam

Loss Function Binary Cross Entropy

Number of Epochs 50

Batch Size 4

Learning Rate lr = 1e-3
Table 1: MobileNetV2 Hyper-parameter Specification for the
Volume-wise model

6.2.1 Volume-wise description. In order to accomplish the clas-
sification and the slice-selection on the MRI volumes, as above-
mentioned, three MIL implementation strategies were defined. Each
of them used the same MobileNetV2 architecture, which corre-
sponds to the original configuration. The defined hyper-parameters
for the network are demonstrated in Table 1. It is worth mentioning
that the Batch Size number needed to be low due to the fact that
each sample (bag) aggregates𝑚 images all at once, where𝑚 is the
number of slices within a volume. In fact, decreasing the Batch Size
number was still not enough as calculating unnecessary gradients
for all those images can quickly consume all the GPU memory.
Therefore, since each of the three MIL approaches only selects a
certain number of slices per volume, in the training phase, the net-
work just needs to calculate the gradients for the selected slices
rather than all of them. This way, it is guaranteed that the GPU is
not occupied with irrelevant information regarding the calculations.
It should be noted that, for each MRI volume, the slices predicted
by the Adaptive Top-k strategy were stored in a JSON file along
with their respective probabilities of malignancy. This was done
so that the Slice-wise model could train its model relying on the
Volume-wise model.

6.2.2 Slice-wise description. The Slice-wise model was imple-
mented based on the slices outputted from the Volume-wise model.
In other words, this means that the Adaptive Top-k Pooling-based
approach was the only one used to extract the interesting slices
from the volumes in order to train the Slice-wise model. This de-
cision was made based on the fact that a continuous amount of
slices adapted to each volume is more reliable than an arbitrary 𝑘 ,
at least in a medical perspective. However, relying on this approach
to chose the slices resulted in an unequal distribution of the input
data for this model. In fact, the Adaptive Top-k Pooling-based does
not work so well for negative (not malignant) cases due to the prob-
abilities being all closer to 0, which most certainly will not follow
a Gaussian Distribution. Hence, when the Gaussian distribution
was not fitted as desired, most of the negative volumes reached
the maximum limit of slices that was previously established by
the Volume-wise model, causing a data unbalanced issue for the
input data. Note that, since the Max and Top-k Pooling-based ap-
proaches have a previously known value for the hyper-parameter
𝑘 , the input data for this model would be perfectly balanced. Nev-
ertheless, the input slices were gathered in three different ways:
(1) by choosing the original interval of slices from the JSON file
even though that would make the input data not balanced, (2) by
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selecting a sub-interval from the interval of slices in the JSON file
and (3) by relying on the probabilities in the JSON file to select the
slices that were going to be used to train the model. Note that this
last technique was implemented to refine the training input data
rather than making it more balanced.

Once the input data was collected, the next challenge was to
partition each slice into overlapped patches. The size of each patch
was 32 × 32 pixels, and the overlapped step was half of the patch
size, i.e., 16 pixels. Remembering that the size of each slice was
previously defined as 192 × 128 pixels, this means that all the bags
for this model ended up with the exact same amount of instances
(patches). Furthermore, the MobileNetv2 architecture had to be
adapted from its original form to be able to receive 32 × 32 patches.
As illustrated in Figure 5, the first and the third layer were changed
from stride 2 to stride 1 so that the dimension of the patches was
not reduced too early in the first layers.

Figure 5: Overall architecture of MobileNetV2 for the Slice-
wise model (based on [17])

Once these modifications were made, the network was in condi-
tions to be trained based on each of the abovementioned strategies
for the input slices. The defined hyper-parameters for the network
are identical to those shown in Table 1, with the only difference on
the Batch Size, which was raised from 4 to 8.

The last step concerning the implementation of this model was
the heat maps construction. To accomplish the heat maps, for each
pixel 𝑖 of the image, the probability of that region has a lesion, 𝑃𝑖 ,
is given by averaging the probabilities, 𝑝𝑛 , of the 𝑁𝑖 patches that
contributed for that region:

𝑃𝑖 =
1
𝑁𝑖

𝑁𝑖∑︁
𝑛=1

𝑝𝑛 (12)

7 RESULTS
7.1 Volume-wise model experiments
The experiments made for this model aimed to compare the Adap-
tive Top-k against the Max and Top-k Pooling-based approaches. In
that sense, the Volume-wise model was trained and validated with
different choices for the hyper-parameter 𝑘 . As shown in Figure
6, for this validation set, the Top-10 simulation outperformed the

Adaptive Top-k Pooling-based approach. However, the accuracy
started to decline with the increase in the hyper-parameter 𝑘 . This
behavior was expected since, for every volume, there is a limited
number of slices where a malignant lesion can be found.

Figure 6: Accuracy comparison between the Top-k and the
Adaptive Top-k Pooling-based approach

Although the Top-10 simulation seems to be preferable in terms
of classification, it does not enforces a continuous selection of slices
as the Adaptive Top-k does. Therefore, in order to fully assess the
Top-10 simulation, the slices chosen for each of the malignant cases
in the classification process were analysed. Hence, after sorting
the 10 selected slices, two metrics were extracted: (1) the largest
continuous sub-interval (2) and the number of discontinuities be-
tween the 10 chosen slices. From 17 positive (malignant) cases in
the validation set, the mean of continuous slices chosen by the Top-
10 simulation was 5.9 slices, with none of the cases reaching the
full continuity. Beyond that, the mean number of discontinuities
were 2.7 per case. This means that, despite the Top-10 simulation
reached a higher accuracy, it is not a trustworthy model when it
comes to slice-selection. Therefore, we chose the Adaptive Top-k
strategy to extract the slices for the second model.

7.2 Slice-wise model experiments
As above-stated, the Slice-wise model relied on the JSON file pro-
vided by the Volume-wise model to extract the relevant slices for
its training and validation phase. In order to make the data more
balanced and/or avoid misclassified slices from the previous model,
three different strategies were employed to the input slices used
for training. In that sense, the validation set was used to assess the
behaviour of the model when trained with those different strategies.
It should be noted that, unlike the training set, this set ended up
being balanced. In total, 221 positive slices (that contains a malig-
nant lesion) and 232 negative slices were selected by the Adaptive
Top-k Pooling-based approach from the former model. From the
experiments made, despite all the results being very similar, the
approach that made use of the malignant probabilities in the train-
ing phase seem to slightly outperform the other ones, reaching
an accuracy of 84.3%. The results are stated in Figure 7. Note that
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the "Data unbalanced" strategy corresponds to the one that used
the unfiltered slices from the volume-wise model and the "Data
balanced" strategy the one that used a sub-interval of slices only
for the negative MRI cases.

Figure 7: Validation results for the Slice-wise model

Although the approach that made use of the probabilities is the
one that performs better when classifying a slice, other metrics
have to be considered in order to fully understand whether the
heat maps produced for each slice are in conformity with the lesion
position or not. However, as mentioned before, the dataset used
does not contain any annotations in terms of object localization
within the image, which prevents determining to which extent the
lesion location is accurately predicted.

7.3 Final experiments
The final system was composed by the Volume-wise model with
the Adaptive Top-k Pooling-based approach and by the Slice-wise
model with the strategy that exploited the malignant probabilities
from the Volume-wise model to select the slices for the training
phase. The test set used contained 30 MRI volumes, where 18 were
diagnosed as malignant and 12 as normal. The evaluation process
started by giving those volumes to the Volume-wise model so that
the chosen slices were given as input to the Slice-wise model in
a later stage. From the 30 volumes processed, the first model out-
putted 166 positive slices (that contains a malignant lesion) and
254 negative slices, meaning that the Slice-wise model was eval-
uated with 166 + 254 = 420 slices. The classification results for
both models are expressed in Table 2. Comparing the results, the
performance of the Top-10 turned out not to be so outstanding
as the Adaptive Top-k approach. This lead to the conclusion that
a general hyper-parameter 𝑘 optimal for a dataset may not be as
optimal for another different dataset. That said, relying on a fixed
amount of slices to classify future volumes is clearly not the best
option, enforcing the idea that the Adaptive Top-k Pooling-based
strategy is the most convenient approach as its the one capable of
finding an optimal number of continuous slices adapted to each
volume.

Model Strategy Acc AUC Sen Spe Prec

Volume-wise Adaptive Top-k 96.67% 0.96 0.94 1.00 1.00
Top-10 86.66% 0.91 0.78 1.00 1.00

Slice-wise Using probs. 91.43% 0.98 0.82 0.98 0.96

Table 2: Classification results for the final versions of the
models

In terms of lesion localization, Figure 8 presents four malignant
slices with their respective heat maps. As mentioned before, neither

the slices selected by the Volume-wise nor the heatmps can be
truly assessed since there is no access to annotations regarding
the location of the lesions. Therefore, some of those slices were
surely misclassified as the first model did not reach an accuracy of
100%. Even if it did, there were no ground truth slices annotated
to compare and confirm that selection. In the end, even operating
with uncertainty on the data, the Slice-wise model was still capable
of achieving positive accuracy results and a proper detection of
malignant lesions, giving evidences that the slices facilitated by the
Volume-wise model were indeed in conformity with the malignant
lesion.

Figure 8: Detection results for four malignant predictions by
the Slice-wise model

8 CONCLUSION
Breast cancer is the most common form of cancer affecting women.
Its early detection has been proven to be highly beneficial when
found in its earliest and most treatable stages. Due to its sensitivity,
MRI screening has been used along side with mammograms to
screen women who are at a high risk of having BC. However, as
screenings increases, the time spent in their analyses also increases,
which could overwhelm radiologists. Therefore, with the intention
of helping radiologists in their workflow, a Deep MIL system is
proposed in this work.

One of the problems with the MIL approaches is that the number
of instances selected to classify a bag is fixed and not adapted to
each case. However, this work proposed a method that adaptively
selects a continuous amount of slices to classify an MRI volume.
Since some of the MRI volumes have more than one hundred slices,
this accomplishment could be very helpful for radiologists as it
excludes irrelevant slices within those volumes.

Beyond volume-wise classification and slice-selection, another
objective established for this work was to perform slice-wise clas-
sification and lesion detection within the slices. Even though the
dataset only had weak-labels at a volume-level instead of a slice-
level, this part of the work was still possible due to the previous
extraction of slices by the former model. However, as expected, the
performance of this model was not so outstanding as the former
one in terms of classification. We do not consider this as a problem
since, from a medical perspective, the volume-wise classification
is the one that truly matters. Beyond that, it was still possible to
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highlight the abnormal regions of the slices through heat maps,
meaning that the radiologists could also reconfirm the position of
the lesion within the slices when making their final judgment.

9 FUTUREWORK
Due to the positive results achieved, this thesis can serve as a
starting point for other works that may want to explore the MIL
framework.

Remembering that this work only used the DCE sub sequence,
one of the possibilities to extend it would be to explore and compare
the behavior of the proposed system with different MRI sequences
as input. Once this work is done, it also could be enlarged to another
type of BC screening modality, such as the Mammography or even
the Ultrasound. This way, it would be possible not only to conclude
whether the DCE sub sequence is indeed the most reliable sequence
but also to compare the performance of the different screenings
used in the BC field.

Another possibility to extend this work would be by adding
benign cases to the dataset, with the purpose of distinguishing
Severe cases (malign) from Mild cases (no lesion or benign). In
practical terms, this is the same as establishing a binary classifier
prepared to discriminate volumes with BI-RADS {1,2,3} from {4,5}.

Finally, we believe that the progression of the dataset used is
also of great importance. Despite the results obtained, it would be
worthwhile to understand the behavior of the models proposed
when trained and evaluated with more data. Furthermore, adding
more annotations to the data regarding the location and size of the
lesions within the volumes would also be beneficial for future work.
With this type of additional information it will be possible not only
to compare if the slices selected are indeed the slices that justifies
the classification but also to truly assess the lesion detection results.
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